


Preface

To date no antibacterial compounds identified by target based screening have
advanced into clinical testing much less been used clinically to treat bacterial
infections. This well-noted futility has led some to suggest that this approach
will never prove productive, that the majority of “novel” targets are not “drugg-
able,” and that industry research dollars are better spent elsewhere. After all, even
the most stubborn of bacterial infections rarely, if ever, require more than six
months of treatment, and the average course of therapy is under seven days. It
has been reasoned that it makes more commercial sense to treat chronic conditions
requiring years of therapy rather than curing diseases with short courses of treat-
ment. The use of this pharmaceutical industry calculus has long been the rationale
used for the chronic underresourcing of antibacterial research programs (not to
mention anemic public funding for the study of pathogenic bacteria and antibacte-
rial drug resistance) but this actually flies in the face of commercial and public
health realities. Not only are infectious disease therapeutics the second largest
source of revenue for pharmaceutical companies (behind cardiovascular drugs),
with antibacterial drugs taking the lion’s share, but there are also no fewer than
six branded products garnering over $1 billion annually, despite fierce generic
competition. No other area of therapeutic focus can boast this level of commercial,
not to mention therapeutic success.

There is less argument on the need for new antibacterial agents and thera-
peutic strategies to avoid the emergence and dissemination of resistant bacteria.
Part and parcel of the resistance problem are dramatically changing demographics
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consisting of an aging population with a decline in the robust response to infec-
tions. This has produced a population that is becoming increasingly immunosup-
pressed. In developing countries periodic malnutrition, poor sanitation, the spread
of HIV infection, and, almost paradoxically, increasing population density, cou-
pled with the ready availability of cheap, generic antibacterials (often of poor
quality), are leading to a mushrooming of resistant bacterial strains. In sum,
bacterial diseases in general, and antibiotic-resistant bacterial infections specifi-
cally, are increasing in both developing and developed countries. Ironically, even
improved therapies for other diseases are contributing to an increase in infectious
diseases, e.g. immune suppressive therapies in transplant patients, aggressive
chemotherapeutic practices in oncology, and most recently the use of TNF-�
antagonists in treating rheumatoid arthritis. Along with this increased susceptibil-
ity to infection, it has been well documented that a number of pathogens, including
Streptococcus pneumoniae, Staphylococcus aureus, andMycobacterium tubercu-
losis, have developed resistance to a range of antimicrobials at an alarming rate.
Yet despite the well-documented commercial opportunity and the clear unmet
medical need many large pharmaceutical companies are withdrawing from this
field. Contributing to the diminishing interest is the perceived inability of target-
based screening to produce commercially successful antibacterials. Some in the
industry are now convinced that this approach was doomed from the start.

This is reminiscent of prevailing public and scientific opinion prior to the
first successful demonstration of powered flight by the Wright brothers. Prior to
their success at Kitty Hawk there were many well-documented attempts at pow-
ered flight that literally crashed and burned. Why did Orville and Wilbur Wright
succeed where so many others had so visibly, repeatedly—and at times tragi-
cally—failed? Three reasons are prominent: (1) expertise: especially (as bicycle
builders) in the use of durable, lightweight materials, and the ability to learn from
the failures of their competitors, (2) resources: theWrights had adequate, although
not copious, financial backing, and (3) a sensitive assay: the Wrights used the
winds of Kitty Hawk to produce additional lift and built what was essentially a
glider with an engine. A fourth reason is persistence: they were undeterred by
the failure of others, patiently working in a systematic fashion to solve problems.

Another important point to consider in target-based screening for antibacte-
rial agents is that, in the pursuit of broad-spectrum agents, the goal is not a new
molecular entity that is a potent inhibitor of a single molecular target. Rather,
we are searching for inhibitors of a family of related but not identical targets in
a wide range of pathogenic bacteria. Several groups have been successful at
identifying narrow-spectrum inhibitors with excellent in vitro potency and even
efficacy in animal models of infection. But such narrow-spectrum agents are not
considered commercially or therapeutically viable because the vast majority of
therapeutic applications involve empiric therapy (where an antibacterial drug is
administered upon presentation of symptoms but prior to the identification of the
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The Wright Brothers Memorial in Kitty Hawk, N.C. The reconstructed
hanger and camp building is at the left center. In the distance, the graniteMemorial
Pylon, completed in 1932, sits atop Kill Devil Hill. The walkway to the right has
four stone markers, representing the distances of the four flights made on Dec.
17, 1903. The fourth marker, representing the longest flight of 852 feet, is at the
far right of the photograph. The inscription on the Memorial Pylon reads:

IN COMMEMORATION OF THE CONQUEST OF THE AIR
BY THE BROTHERS WILBUR AND ORVILLE WRIGHT
CONCEIVED BY GENIUS, ACHIEVED BY DAUNTLESS

RESOLUTION AND UNCONQUERABLE FAITH

infectious agent). This will be the focus of most antibacterial discovery programs
unless and until rapid (read “bedside”) diagnostics become widely available. Even
then, the enormous expense to bring a drug to market (currently estimated at
$700–800 million) makes a narrow-spectrum agent a difficult commercial propo-
sition. Therefore the assumption made here is that goal of antibacterial drug
discovery is a novel class of broad-spectrum agent so the themes of the target
classes below are, for the most part, those that are generally well conserved
(genetically and structurally) among pathogenic bacteria.
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The notion that the mere identification of new targets would quickly result
in a flood of novel antibiotics was naive. The rapid delivery of the genomic
sequences of pathogenic bacteria over the past eight years raised the expectation
that a large number of new targets for therapy would be identified. Indeed, a
number of groups have done precisely that using a variety of clever strategies.
Genomic target identification certainly has resulted in a more rational and acceler-
ated process in antibiotic target screening. It also suggested several new ways to
return to cell-based antimicrobial screens in a targeted approach with increased
sensitivity to inhibitors. However, the bottleneck has shifted from target identifi-
cation to the process of identifying inhibitors that have the potential to become
leads, that is, to be modified to drug-like characteristics. This is a difficult and
empiric process, involving the balance of continued or improved target inhibition
with instilling the proper pharmacological properties and lack of human toxicity
in the candidate molecule. The genomics-approach goal is to deliver an increasing
number of antibacterial inhibitors against a broader range of targets in the expecta-
tion that a small subset of these molecules will indeed be amenable to the neces-
sary pharmacological modifications for safe and effective use as antibiotics.

In this book, a broad range of genomics-based approaches to the problem of
identifying novel antibiotic classes are presented. The chapters focus on different
aspects of the problems presented in identifying, selecting, and prosecuting novel
antibacterial targets. Much like the approach to powered flight a hundred years
ago, it is still too early to say which techniques will ultimately yield success. But
given the stakes, we must maintain the same faith in our goals as those early
pioneers of the air.

Finally, we would like to express our gratitude to the expert authors who
agreed to contribute to this endeavor. Their creativity and diligence in the field
are clear from the caliber of the work presented. We also thank Anita Lekhwani
and Dana Bigelow of Marcel Dekker, Inc., for their efforts in bringing this project
forward.

Thomas J. Dougherty
Steven J. Projan
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Global Aspects of Antibiotic Resistance

Julian Davies
University of British Columbia, and Cubist Pharmaceuticals,
Inc., Vancouver, British Columbia, Canada

Antibiotic resistance is truly a global phenomenon as exemplified by the critical
nature of the problem worldwide and the proposed global solutions [1,2]. This
is also the case from the perspective of microbial genetics, since the demonstration
of the evolution and promiscuous dissemination of resistance genes has provided
convincing evidence for the concept of the “global microbial genome.” There are
many aspects of genetic ecology that contribute to the complexity and enormity of
the problem threatening the treatment of infectious disease. The study of resis-
tance and its development is confounded by the fact that, as with most aspects
of the study of microbiology, the analysis of antibiotic resistance in bacteria is
retrospective; everything has already happened and it is the job of scientists
to try to unravel the genetic and biochemical mechanisms that are involved in
establishing the phenomenon. Most of the early attempts (as are many of the
current studies) to analyze the potential threat of antibiotic resistance development
were flawed because of lack of basic knowledge of microbial genetic ecology
rather than of a failure to appreciate the problem. Such luminaries of infectious
disease and antibiotic research as Alexander Fleming [3] and Maxwell Finland
[4] predicted that the lifetime of antibiotic use was likely to be limited (based
on their experimental observations) and very much dependent on the patterns of
use. What was little known at the time was the ability of microbes to evolve so
rapidly and so globally to overcome the threat of extinction.

First, a little history. Antiseptics and disinfectants have been used since the
demonstration of the germ theory of disease in the 19th century. Many compounds
such as phenolics and metal salts were and still are used in efforts to reduce the
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risk of infection. In recent years, the promotion of disinfectants and antiseptics
(such as triclosan) has fueled a global crusade to eliminate nasty bacteria from
any potential human contact [5]. Considering the fact that bacteria have inhabited
this planet for approximately 4 billion years and survived many environmental
catastrophes it is obvious that this objective will fail; in addition, the extensive
use of these agents contributes to the increasing microbial tolerance to antiseptics
and concomitantly to other antimicrobials by multiple resistance mechanisms that
are now well established and have been always present, but usually ignored.

The first antimicrobials used therapeutically on a large scale were the sul-
fonamides, which are synthetic compounds discovered in the mid-1930s and still
of significant clinical value. Their early use was principally for streptococcal
infections and they were remarkably successful, particularly in the early part of the
Second World War when used to reduce the incidence of battle wound infections.
However, the development of resistance with increasing use was readily apparent
even at early stages in their use [6]. The discovery of the first antibiotics (naturally
occurring products of soil microbes) led to sweeping changes in the treatment of
infectious diseases and had a major impact on medical practice in general, since
the ability to cure and prevent bacterial infections became readily available to
the medical community. Resistance was increasingly identified but its biological
basis poorly understood. In fact, laboratory studies of the development of resis-
tance to penicillin and streptomycin were more often than not directed to studies
of bacterial genetics and the nature of mutation; most of this work employed
antibiotic concentrations that did not reflect those used in clinical practice. For
example, laboratory analyses of streptomycin resistance in Escherichia coli (not
recognized as a major pathogen at the time) focused on the isolation and properties
of strains resistant to concentrations of 100 �g/ml or greater which were obtained
following exposure to very high concentrations of drug; for a general survey see
[7]. The frequency of appearance of resistant mutants was relatively low (less
than 1 in 108 cells), which gave a false picture of the clinical situation, and the
general impression was that resistance development in treatment would be rare.
Nonetheless, in TB sanatoria, Mycobacterium tuberculosis strains resistant to
clinically significant concentrations of streptomycin often developed during the
course of therapy [8]. The writing was on the wall but it seems that few in the
medical community really appreciated the problem and spoke to it at that time.
The rest is history and Table 1 indicates the sorry milestones that chart the devel-
opment of antibiotic resistance on a global scale. In retrospect, the failure to
recognize and quantitate the global aspects of the problem during the early days
of antibiotic use seems absurd; especially since it seems that almost everything
happened in the first 2 decades of antibiotic use. Resistance plasmids were identi-
fied in 1959 in Japan and in Europe in 1962 [9], but their existence was barely
acknowledged in the United States until they were finally identified to be of
clinical significance in Boston hospitals in 1966 [10]. Failure to appreciate the
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TABLE 1 Some “Landmarks” in the Short History of Antibiotic Use and Antibiotic
Resistance

Year Event

1929
1935
1939
1941
1944
1945
1946
1946
1947–1955
1955
1958
1959
1959

1960
1961
1962–1966
1963
1965
1972
1972
1973

1974–1975

1988
1989

1989

The activity of penicillin identified
Sulfonamides introduced in Europe
Sulfonamide used in the United States
Bacterial penicillinase identified
Streptomycin discovered
Penicillin introduced for general use
Sulfonamide-/streptomycin-resistant strains identified in clinic
Fleming proposes measures to avoid resistance development
Discovery of chloramphenicol, erythromycin, and tetracycline
Large-scale use of chlortetracycline in animal feeds
Vancomycin isolated
6-Aminopenicillanic acid produced
Transferable antibiotic resistance (R-plasmids) characterized in

Japan
Methicillin introduced
Methicillin resistance in Staphylococcus aureus reported
R-plasmids identified in Europe and the United States
Gentamicin discovered
TEM �-lactamase isolated
Cephamycins discovered
Transformation of E. coli with R-plasmid
R-plasmids/resistance genes used to develop recombinant DNA

procedures
Transposable elements carrying resistance genes found in

bacteria
Plasmid-mediated vancomycin resistance in Enterococci
Neomycin phosphotransferase first approved gene for human

gene transfer study
Discovery of integrons and resistance gene cassettes

significance of transferable antibiotic resistance may well have been due to the
fact that well-known bacterial geneticists considered it unlikely that sexual mecha-
nisms would contribute to the development of antibiotic resistance in bacteria.

In the year 2000, the development of antibiotic resistance has been recog-
nized as a problem of global proportions and most national and international
health authorities are launching initiatives to control the spread of resistance in
attempts to restore and maintain the value of antibiotics (Table 2) [1,2]. What
other reliable means of treating infectious diseases are available at the present



4 Davies

TABLE 2 Approaches to the Management of Antibiotic Resistance

Antimicrobial Resistance Action
WHO Global Strategy for the Plan Support Act of 2001b

Containment of Antimicrobial (Categories of Activity and
Resistancea Top Priority Action Itemsc)

a More than 60 subheadings cover different actions for these topics.
b (Thirteen of more than 80 action items are considered top priority).
c Introduced by Rep. Sherrod Brown in the 1st Session of the 107th Congress to provide fund-
ing for research in the above areas by D.H.H.S.

A. Patients and the general community
B. Prescribers and dispensers

C. Hospitals
D. Use of antimicrobials in food-

producing animals
E. National Governments and Health

Systems
G. International aspects of containing

antibiotic resistance

A. Surveillance
B. Develop and implement

procedures for monitoring
patterns of antimicrobial drug use
in human medicine, agriculture,
veterinary medicine, and
consumer products

C. Prevention and control
D. Research

E. Product development

time? Studies of the epidemiology, biochemical mechanisms, genetic determi-
nants origins, and spread of antibiotic resistance are being actively promoted
worldwide. These are all intriguing and challenging problems that involve the
discovery and applications of novel genetic and biochemical approaches which
have given very good definitions of resistant strains, but very little information
on how antibiotic resistance actually develops in clinical practice. Sixty years of
extensive antibiotic use and selective pressure cannot be accurately assessed in
laboratory isolation. The past 30 years has been a period of remarkable advances
in the life sciences that have provided all manner of techniques for the analysis
and manipulation of life forms.

Interestingly, studies of antibiotic resistance have provided many of the
tools of gene transfer and knowledge of gene evolution that exemplify the almost
unlimited variation of genetic behavior in bacteria. It has been known for some
time that the processes of antibiotic resistance and bacterial pathogenicity are
often linked genetically [11] although the latter is (from an evolutionary point
of view) a more ancient process. In the past 60 years, the enhanced genetic traffic
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driven by selection for antibiotic resistance must also have had an impact on the
evolution of mechanisms of pathogenesis and their interspecies spread. Antibiotic
resistance determinants are essentially virulence factors; the interspecies move-
ment of resistance genes and their evolution and adaptation by mutagenesis in-
duced by various forms of stress are coincidental with the horizontal transfer and
evolution of other virulence factors. One can speculate that bacterial community
behavior such as biofilm formation, which plays an important role in the pathogen-
esis of many infections, has evolved to some extent as a response of microbes
to avoid antibiotics under the selection of antibiotic use. The recent work of
Ghigo supports this conclusion by showing that sex factors actually promote
biofilm formation [12]. Biofilm formation is a good example of the genetic deter-
mination of a combined pathogenesis/antibiotic resistance characteristic and it is
not the only one. There are now many examples of the genetic linkage between
pathogenicity and resistance-determining genes [13].

Pathogenicity islands are complex structures and their transit may be deter-
mined by a wide variety of selective pressures. It has been shown that many of
these collections of genes of adaptive importance are associated with moveable
genetic elements such as transposons, phages, and plasmids; much of this packag-
ing has occurred since 1950 during the period of increasing selection and lateral
gene transfer provided by excessive antibiotic usage. It is interesting to note that
most of the genetic elements involved are rarely carriers of a single determinant
in the form of an antibiotic resistance or pathogenicity gene—multifactorial ele-
ments are the rule. There is every reason to believe that the whole may be more
than the sum of its parts in these complexes. The appearance of a new antibiotic
resistance gene must occur as the result of combined genetic processes and is
not likely to be an independent event (e.g., one mutation).

Much has been learned in recent few years concerning the various roles of
mutation—the different mechanisms and driving forces—in the development of
antibiotic resistance [14]. It was mentioned earlier that the introduction of antibi-
otic therapy was instituted with complete ignorance of the potential for antibiotic
resistance development and the mechanisms involved. Now it is well-established
that antibiotic resistance not only occurs but is inevitable! Knowledge of the
genetic capabilities and flexibility of microorganisms should be important consid-
erations in planning the therapeutic use of antibiotics. Antibiotic-induced stress
contributes to the establishment of hypermutability in bacteria; recent studies of
the “mutator” DNA polymerases reveals that this phenomenon may be true for
all living organisms [15]. The induction of mutator (or error-prone) polymerases
leads to hypermutable states in cells and the presence of antibiotics leads to stress
that favors this conditional state. A number of antibiotics such as streptomycin,
fluoroquinolones, and nitrofurans have been shown to be also mutagens in their
own right. Events associated with gene transfer (conjugation, etc.) are likely to
invoke stress responses in the recipient organism and subsequent induced hyper-



6 Davies

mutation contributes to the evolution of both antibiotic resistance and pathogenic-
ity. Shoemaker et al. [16] have demonstrated that the gastrointestinal (GI) tracts
of mammals are essentially bacterial “bordellos” where genetic exchange is occur-
ring at a very high frequency between many different bacterial species and genera.
If mutagenesis occurs concomitantly with transfer of mutator genes, is it any
wonder that antibiotic resistance genes so easily evolve to accept new antibiotic
substrates? Many of the known resistance gene families were established through
cascades of single mutations and their phylogenies characterized; this is especially
true in the case of the �-lactamases [17]. It can be assumed that most, if not all, of
the mutants were the result of stress-induced hypermutation. In terms of microbial
populations, in the “global” GI tract the possibilities for generation, adaptation,
and storage of resistance genes predispose the situation for the development of
widespread antibiotic resistance. If one ponders bigger environmental issues, what
have been the effects on terrestrial and marine microbial ecology as a result of
massive antibiotic release? Environmental studies identify the wide distribution
of antibiotic-resistant bacteria and associated resistance genes [18] but how exten-
sively have natural microbial ecosystems been changed during a half-century of
antibiotic use?

There are many aspects of antibiotic resistance that need further study; for
example, the interplay between acquisition and mutation under variable selection
is poorly understood at the moment. Some specific examples appear obvious,
such as the evolution of the plasmid-borne TEM �-lactamases in response to the
introduction of several generations of �-lactam antibiotics [19]. But what might
be the effects of these changes on the host? Must the host compensate genetically
for each successive change in the evolution of a resistance gene? What occurs
on transfer to a heterologous host? Are compensatory mutations (restoration to
fitness) associated with every step in the development of a resistant bacterium
[20]? How can these events be assessed accurately when resistance plasmids and
their associated resistance genes are almost always examined in laboratory-trained
bacterial strains such as E. coli K12 derivatives, which typically possess many
known (and unknown) mutations that attenuate them for use as docile pets in the
laboratory? We need to get away from the K12-centric approach; laboratory
strains are not good models for the study of the development of resistance. Much
of the work on mutation, resistance, and pathogenicity is currently being studied
outside of natural genetic contexts. The studies of Cebula et al. that led to the
identification of hypermutability in bacterial pathogens provide one of the few
examples of a “natural context” study [21]. Will the advent of rapid genome
sequencing (a bacterial genome in a few hours?) lead to more complete analyses
of the evolution of antibiotic resistance pathogens by permitting accurate compari-
sons of the genetic makeup of sensitive and resistant isolates? What is the wild
type? Perhaps the use of isolates from old culture collections [such as the “Mur-
ray” strains [22]] will become the neotypes for true analyses of “what makes a
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pathogen?” or “how does antibiotic resistance develop?” Such studies might give
a much better idea of the genetic and physiological parameters involved and
provide more accurate and useful answers to these questions. The introduction
of novel antibiotic classes into human clinical use in the future should be seized
upon as models to study the development of antibiotic resistance in hospital
settings as it happens; adequate funding should be provided in advance to analyze
all components of the response of the microbial community. The information
obtained will be invaluable in planning ways to control resistance development.
This will be an opportunity to be prospective and not retrospective.

The global development of antibiotic resistance is now a fact of life; it may
be controlled but not reversed. Better management of all antibiotic use procedures
is much needed. It is clear that the limits (still undefined) of the “global” bacterial
genome are critical to an understanding of the microbial world. Any gene of any
bacterial species that can be of selective advantage to any other (even distantly
related) bacterial species will be subjected to horizontal gene transfer. The global
genome implies universal genetic currency independent of biochemical mecha-
nisms. However, the process is complex and it cannot be assumed that an advanta-
geous gene moves directly from bacterium A to bacterium B in a single step;
more circuitous routes are probably the norm, especially since there must exist
limits to gene transfer in nature. When an antibiotic-resistant bacterium is isolated
from a patient in a hospital, it is the only most recent in a chain of events that
have taken place within a bacterial community. The concept of the global micro-
bial genome presupposes genetic fluidity and for this reason more emphasis on
the study of resistance and virulence genes and their environment in natural
isolates is warranted. The principal reservoirs are undoubtedly commensals and
since a large percentage of these species are uncultivable, they must be examined
for the passage of resistance and virulence determinants by methods other than
growth in the laboratory. New techniques will be required; the difficulty will be
in linking genotype to species.

Given the above testimonial to the superior genetic and physiological capa-
bilities of microbes one might be led to assume that the problem of antibiotic
resistance has no solution. If antibiotics continue to be used in the manner em-
ployed currently, there is probably no solution. But there are realistic approaches
that will lead to reduction and delay of the appearance of resistant strains in the
microbial population. Comprehensive programs of action have been recom-
mended by many groups [23,24]; these measures must be actively pursued locally
and globally. As scientists, we remain at a disadvantage in that a complete genetic
and physiological picture of the development of antibiotic resistance is still not
available. It is very clear that there are many more questions than answers—is
it not time to address this imbalance? More studies are needed, both retrospective
and prospective, to learn how bacteria respond and survive the stress of antibiotic
exposure and how they adapt to changing antibiotic therapies in human hosts.
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One place to start might be to look into the functions of so-called antibiotics in
natural microbial communities. A better knowledge of the small molecule biology
of microbial communities will likely provide a better notion of the range of the
responses of bacteria and bacterial populations to antibiotics and even lead to
novel approaches to the discovery of useful growth inhibitors. The best antibiotics
are biologically active natural products and they should be examined naturally.
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INTRODUCTION

The completion of the whole-genome sequencing of Haemophilus influenzae [1]
in 1995 launched the era of microbial genomics. As well as being the first free-
living organism to have all its genetic information deciphered, H. influenzae is
a major pathogen that would give tremendous insights into how organisms cause
disease. Since the release of H. influenzae, an additional 22 microbial pathogen
genomes have been completely sequenced, and another 52 pathogen genome-
sequencing projects are known to be in progress (see Table 1). The diversity of
pathogens that have been chosen for whole-genome sequencing has and continues
to allow for the identification of new antimicrobial targets, vaccine candidates,
and an increased understanding of how these organisms cause disease. Complete
genome sequences also allow for comparative studies of pathogenicity, often
revealing major factors associated with virulence such as pathways for capsule
synthesis and novel secreted proteins (e.g. for Bacillus anthracis, Pseudomonas
aeruginosa, Streptococcus pneumoniae, and Neisseria meningitidis). Revelations
into genome composition, genome rearrangements, and organizational differences
across these species are also being gleaned.

CONDUCTING A GENOME PROJECT

Sequencing

Although a variety of methods were initially used for generating complete micro-
bial genome sequences, random shotgun sequencing has become the method of

9
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TABLE 1 Completed and Ongoing Genome Projects for Pathogens

Organism Size (Mb) Relevance/Disease Caused

COMPLETED
Bacillus anthracis 4.5 Anthrax
Borrelia burgdorferi 1.4 Lyme disease
Brucella suis 3.3 Brucellosis
Brucella mellitensis 3.3 Malta Fever
Campylobacter jejuni 1.6 Bacterial food-borne diarrheal

disease
Chlamydia muridarum 1.1 Respiratory infections in mice
Chlamydia pneumoniae 1.0 Pnemonia, arthersclerosis
Chlamydia trachomatis 1.0 STD, nongonococcal urethritis, eye

infections
Escherichia coli O157:H7 5.5 Diarrhea, hemorrhagic colitis
Haemophilus influenzae 1.8 Meningitis
Helicobacter pylori 1.7 Gastric ulcers
Mycobacterium leprae 3.3 Leprosy
Mycobacterium tubercolosis 4.4 Tubercolosis
Mycoplasma genitalium 0.6 Nongonococcol urethritis
Neisseria meningitidis 2.3 Meningitis, pharyngitis, septicaemia
Staphylococcus aureus 2.8 Toxic Shock Syndrome
Streptococcus agalactiae 2.2 Pneumonia, meningitis
Streptococcus mutans 2.0 Dental caries
Streptococcus pneumoniae 2.2 Meningitis, pneumonia, septicaemia
Streptococcus pyogenes 1.8 Rheumatic fever
Treponema pallidum 1.1 Venereal syphilis
Ureaplasma urealyticum 0.8 Mucosal disease
Vibrio cholerae 2.5 Cholerae

IN PROGRESS
Actinobacillus actinomy 2.2 Periodontal pathogen
Bacteroides forsythus 2.2 Periodontal pathogen
Bacteroides fragilis 5.3 Opportunistic pathogen
Bartonella henselae 2.0 Cat scratch disease
Bordetella parpertussis 3.9 Whooping cough
Bordetella pertussis 3.9 Whooping cough
Burkholderia cepacia 8.0 Opportunistic pathogen in CF

patients
Fusobacterium nucleatum 2.4 Periodontal pathogen
Porphorymonas gingivalis 2.2 Oral infections
Campylobacter coli 1.6 Acute bacterial diarrhea
Campylobacter upsaliensis 1.6 Human enteropathogen,

spontaneous abortions
Chlamydophila felis 1.2 Feline conjunctivitis

(continued)
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TABLE 1 Continued

Organism Size (Mb) Relevance/Disease Caused

Clostridium tetani 4.4 Tetanus
Clostridium perfringens 3.0 Food poisoning, gas gangrene
Corynebacterium diphtheriae 2.5 Diphtheria
Coxiella burnetii 2.1 q Fever
Dichelobacter nodosusi 1.6 Footrot in sheep
Ehrlichia chaffeensis 1.2 Human monocytotropic ehrlichiosis
Enterococcus faecalis 3.0 Bacteremia, endocarditis
Enterococcus faecium 2.8 Bacteremia, endocarditis
Francisella tularensis 2.0 Tularaemia
Fusobacterium nucleatum 2.4 Dental pathogen
Haemophilus ducreyi 1.8 Genital ulcers
Klebsiella pneumoniae 6.0 Pneumonia
Legionella pneumophila 4.0 Legionnaires’ disease
Leptospira interrogans 4.8 Leptospirosis
Listeria monocytogenes 2.8 Food-borne epidemics, listeriosis
Mannheimia haemolytica A 12.7 Bovine pneumonic pasteurellosis
Mycobacterium avium 4.7 Crohn’s disease
Mycobacterium bovis 4.4 Bovine tuberculosis
Mycoplasma hyopneumoniae 0.9 Porcine pneumonia
Mycoplasma mycoides 1.3 Bovine pleuropneumonia
Mycoplasma pulmonis 1.0 Murine respiratory diseases
Neisseria gonorrhoeae 2.2 Gonorrhoea
Pseudomonas pseudomallei 6.0 Meliodosis
Porphyromonas gingivalis 2.2 Periodontal pathogen
Prevotella intermedia 3.8 Periodontal pathogen
Rickettsia conorii 1.2 Mediterranean spotted fever
Rickettsia prowazekii 1.1 Typhus
Salmonella enterica 4.5 Gastrointestinal infection
Salmonella enteritidis 4.6 Gastrointestinal infection
Salmonella paratyphi 4.6 Paratyphoid fever
Salmonella typhi 5.0 Typhoid fever
Salmonella typhimurium 4.5 Gastrointestinal infection
Staphylococcus epidermidis 2.6 Nosocomial pathogen
Shigella flexneri 2a 4.7 Acute bacillary dysentery
Streptococcus gordonii 2.2 Oral colonizer
Streptococcus mitis 2.2 Oral colonizer
Streptococcus sobrinus 2.2 Oral colonizer
Treponema denticola 3.0 Oral infections
Yersinia pestis 4.7 Bubonic plague
Yersinia pseudotuberculosis 4.3 Acute ileitis
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choice. This now-standardized procedure has been used on organisms that range
in genome size and G�C content and for organisms with multiple extrachromo-
somal elements. Total DNA of the organism of choice is randomly sheared and
cloned into a plasmid, and the ends of the clones are sequenced to a predetermined
level of coverage that represents the entire genome. Random libraries, with few
no-insert and chimeric clones, are critical for a good representation of the entire
genome during the random sequencing phase.

Following the random sequencing phase, the sequences are assembled into
contigs, and any remaining unsequenced regions of the DNA are closed by a
combination of methods that include walking spanning clones, sequencing a poly-
merase chain reaction (PCR) product generated from primers designed at the ends
of the contigs, or combinatorial/multiplex PCR. Direct walking on bacterial DNA
can also be used to close these gaps. All repetitive sequence regions, including
IS elements, ribosomal RNA regions, or transposons, are confirmed by walking
spanning clones across these regions.

Data Mining of Pathogen Genomes

Once the genome sequence is closed, bioinformatic analyses of the genome se-
quence become essential for interpreting the basic biology of the species. Bioinf-
ormatic analysis includes identification of all open reading frames (ORFs) and
other elements (tRNA, rRNA, repeated sequences, etc.) in the genome. These
analyses often extend to the identification of intergenic regions and novel features
on the genome, including nucleotide biases, origins of replication, putative regions
of horizontal gene transfer, repeat structures, insertion elements, and plasmids.
Effective automated gene identification can be accomplished with programs that
employ Hidden Markov models (HMMs) or Interpolated Markov models [e.g.,
GLIMMER [2]] with biological name assignments and functions being made by
a combination of computer programs and human curation. BLAST [3] or FASTA
[4] searches against sequence databases, and comparisons with homologous fami-
lies of proteins, including HMMs, Pfams, and clusters of orthologous groups
(COGs), aid in the process of making functional predictions.

A closer examination of the genome sequence can allow for a reconstruction
and description of the basic biology of the organism. For example, we have been
able to reconstruct biochemical profiles for a number of microorganisms, most
recently for the pathogens Streptococcus pneumoniae type 4 [5] and Staphylococ-
cus aureus and Staphylococcus epidermidis (Gill et al., in preparation). Strepto-
coccus pneumoniae is the causative agent of life-threatening diseases, including
pneumonia, bacteremia, and meningitis, with high morbidity and mortality rates
among young children and elderly people. It is also the leading cause of otitis
media and sinusitis [6]. Capsular types are considered to be major virulent deter-
minants across Pneumococcal strains (and other bacterial species, including B.
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anthracis, H. influenzae, and P. aeruginosa) and are also known to differ signifi-
cantly. Detailed analysis of the genome sequence allowed for the reconstruction
of the putative pathway for biosynthesis of the type 4 capsule, as well as for the
identification of all surface exposed proteins and hence possible external virulence
factors.

The Institute for Genomic Research (TIGR) has developed a database, the
Comprehensive Microbial Resource (CMR) (available at www.tigr.org/), that ena-
bles inter- and intragenomic comparisons of microbial genomes. The CMR con-
tains tools for querying a database that incorporates a detailed curated genome
dataset from each of TIGR’s microbial genome projects as well as the original
annotation and further automated annotation by TIGR for all of the non-TIGR
microbial genome sequencing projects. This allows the user to compare genomes
based on role categories, protein families, best matches, and so on, and enables
complex queries based on a variety of features.

COMPARATIVE GENOMICS WITHIN AND ACROSS
PATHOGENIC SPECIES

Sequences from several related pathogens are currently available, and in many
cases several strains of particular pathogenic species can be accessed via public
databases. Comparative genomic studies have allowed for the identification of
major and minor differences between related strains. For example, similar overall
genomic organization has been found between Helicobacter pylori strains. Ap-
proximately 7% of the genes were identified as specific to each strain, with many
being clustered in a single hypervariable region [7]. Comparative approaches
based on completed genomes have also been used to identify “zones of plasticity”
in related Chlamydia species that are highly conserved throughout the rest of the
genome [8]. In closely related strains of N. meningitidis, 239 ORFs in strain
MRC58 were absent from strain Z2491. Two hundred eight of the ORFs from
Z2491 were absent from MRC58, most of which were characterized as virulence
associated genes and could be associated with atypical regions thought to be
acquired by gene transfer [9].

APPLICATION OF FUNCTIONAL GENOMICS FOR
DETERMINATION OF GENE FUNCTION

Many genome-based drug discovery-screening strategies rely on the biochemical
activity of gene products. Therefore, accurate determination of gene function is
essential for construction of these screens. A significant amount of effort has
been directed at developing in silico tools for assignment of gene function. These
tools no longer rely solely on BLAST [3] or FASTA [4] linear sequence align-
ments with known genes, but rather use more sophisticated algorithms for
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searches, such as HMMs [two examples being the Pfam [10] and TIGRFAM [11]
sets], PSI-BLAST [12], and COGs [13]. Additional methods such as threading
[14] attempt to take three-dimensional (3D) relationships, such as protein-fold
recognition, into account. Despite these new approaches, many genes (or proteins)
identified in a genome sequence have no known function and are commonly
referred to as hypothetical or conserved hypothetical proteins. In a typical bacte-
rial genome, these genes with no identified function constitute 25–50% of the
total gene content. Because many of these genes likely play critical roles in cell
function, they are not only of biological interest, but may also serve as targets
for genome-based drug discovery.

The era of bacterial genome sequencing has been paralleled by the develop-
ment of high-throughput genome-based technologies, which have revolutionized
our approaches in molecular biology and epidemiology. The expression level of
thousands of genes can now be monitored and the identity of thousands of proteins
from bacteria can be determined. Application of these technologies to bacterial
genome sequences has enabled researchers to (1) identify genome sequence differ-
ences between closely related strains, (2) determine function of genes whose
function could not be assigned by available in silico technology, (3) identify
interacting genes and proteins, (4) identify regulatory gene networks, (5) identify
genes essential for pathogenicity and survival in the host animal, and (6) develop
protein interaction maps. These strategies include subtractive hybridization
[15,16], proteomics or functional proteomics [17], two-hybrid protein–protein
interaction methods [18], large-scale mutagenesis studies [19], and microarray
expression technology [20].

Other genome-based technologies which establish relationships between
genes and pathogenicity fall into two broad classes: [1] signature tagged mutagen-
esis (STM) [21], which uses comparative hybridization to identify genes essential
for survival in the host and to isolate mutants unable to survive in specified
environmental conditions; and [2] in vivo expression technology (IVET) and
recombinant in vivo expression technology (RIVET) [22,23], which use a pro-
moter-trap strategy to identify genes whose expression is induced in a host infec-
tion. The requirement of an animal host or model for both STM and IVET has
led to the development of genomic-based approaches which bypass the need for
an animal host. One of these approaches, in vivo induced antigen technology
(IVIAT), uses human sera from human patients to probe for genes specifically
expressed in vivo [24]. Several of these technologies are discussed in detail below.

Subtractive Hybridization

Subtractive hybridization (SH) is an efficient alternative to whole-genome se-
quencing of closely related strains that can give insight into strain differences as
relates to different pathogenicities. In the SH method, DNA’s from the two species
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in question are fully digested with a frequent cutter to yield fragments of average
size between 250 and 2000 bp. Subtracted DNA’s can ultimately reveal sequences
from clone libraries that are enriched for unique sequences from the two genomes
that are being compared. The SH technique has been used to successfully identify
unique regions in closely related strains of H. pylor [15] and has allowed for the
identification of genes that are absent from related species that may contribute
to observed differences in pathogenicity. In a similar study, subtractive hybridiza-
tion was used to compare the related but divergent Esherichia coli and Salmonella
typhimurium genome sequences [16].

DNA Microarrays

In terms of speed and high throughput, high-density oligonucleotide and DNA
microarrays and proteomic analysis are becoming the primary tools for global
analysis of gene expression and protein complexity in pathogenic bacteria. In a
bacterial DNA microarray, PCR fragments or oligonucleotides representing the
entire complement of genes contained within a bacterial genome are immobilized
on a solid support. These DNA microarrays can be used in two general approaches
to identify drug candidates effective in controlling bacterial growth and infectiv-
ity. In the first approach, the DNA microarrays are used to monitor bacterial gene
expression in response to selected environmental conditions or after exposure to
potential drug candidates. This microarray analysis of gene expression at the
genomic level enables investigators to understand the mechanistic basis of many
drugs and design new drugs based on newly identified regulatory pathways or
networks. For example, growth and virulence of many bacterial pathogens is
controlled by several regulatory factors, some of which have been recently identi-
fied from the genome sequences. Whole-genome analysis of gene expression will
enable us to determine what role these regulatory factors play in virulence and
develop new drugs which inhibit their activity. This approach has recently been
used withH. influenzae to explore transcriptional responses triggered by exposure
to novobiocin or ciprofloxacin [25] and in S. pneumoniae to investigate transcrip-
tional responses of quorum-sensing [26] and competence [27] systems.

Another powerful use of DNA microarrays is as a comparative genomics
tool for identifying genetic differences between related bacterial isolates. For
example, DNA microarrays of the Mycobacterium tuberculosis genome were
used to identify differences between M. tuberculosis [28] and attenuated bacille
Calmette-Guérin (BCG) strains ofMycobacterium bovis, which are currently used
as a vaccine to prevent tuberculosis. Continual passage of the BCG isolates has
led to a dispersion of substrains with differing levels of virulence and immunoge-
nicity. Genomic DNA from several BCG isolates was used for hybridization
experiments to screen for ORFs or genes deleted from BCG strains when com-
pared to M. tuberculosis. Sixteen regions, varying in length from 1,900 to 12,700
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bp, were deleted in BCG. Genes identified with these deleted regions encode
likely virulence factors which are prime candidates for generating a more effective
BCG vaccine. In a similar fashion, DNA microarrays have been used to investi-
gate genetic diversity in S. pneumoniae [29], H. pylori [30], and S. aureus [31].
Because it is critical that therapeutic targets be conserved among the relevant
natural isolates, genes conserved among clinical strains of these pathogens repre-
sent potential therapeutic targets.

An alternative to investigating gene expression in the pathogen is gene
expression of the host in response to challenges with the pathogen [32]. DNA
microarrays containing all ORFs from the genomes of several models of infectious
disease (in human, rat, and mouse) are now, or imminently, available for these
experiments. In this case, elucidation of the host response to a pathogen could
help determine the most potentially effective drug candidate.

Proteomics

The development of DNA microarrays for analysis of gene expression has been
paralleled by the development of proteomics, a complementary technology used
to analyze global patterns of gene expression at the protein level. The technology
developed for proteomic analysis is complex and, as with microarrays, continues
to evolve. The most dominant current technology makes use of high-resolution
two-dimensional gels followed by sequence analysis of the resolved proteins
using matrix-assisted laser desorption ionization (MALDI) time-of-flight (TOF)
mass spectrometry [33,34]. When compared to DNA microarrays, proteomic anal-
ysis of a cell or bacteria is arguably a more accurate reflection of the physiological
state of that cell or bacteria. This is because proteins are frequently the functional
molecules in a cell and, therefore, are likely to reflect differences in gene expres-
sion. Furthermore, the level of a particular gene transcript does not necessarily
reflect the number of functional protein molecules in a cell [35]. In addition to
the relative abundance of each protein, proteomic analysis also enables investiga-
tors to explore protein turnover and post translational modifications.

Proteomic analysis can be applied to the study of pathogenic bacteria and
identification of drug targets in several ways. For example, fractionation of S.
aureus into separate protein components (e.g., cell-wall proteins) followed by
proteomic analysis has enabled investigators to identify cell wall proteins, which
are likely vaccine candidates [36]. A similar comparison of culture supernatants
from wild-type and mutant group A Streptococcus facilitated the identification
of previously undescribed immunogenic extracellular proteins [37]. Proteomic
analysis can also be used to investigate regulatory and postregulatory effects on
pathogenic bacteria grown in the presence of selected antibiotics.

Gene Traps and Knockouts

With the availability of complete bacterial genome sequences, we are now in a
position to determine what genes are essential for cellular life and what gene
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functions are conserved between pathogens. These genes represent likely candi-
date targets for drug and vaccine development. Identification of these genes can
be achieved by large scale gene knockout studies using saturation transposon
mutagenesis with sequence identification of insert sites, targeted gene knockouts
of sequenced bacterial genomes, IVET, IVIAT, and STM [38,39,40,19]. A good
example of this approach is the random transposon mutagenesis of Mycoplasma
genitalium and Mycoplasma pneumoniae, which harbor among the smallest of
known bacterial genomes [19]. This approach demonstrated that of the 480 pro-
tein-encoding genes in M. genitalium, approximately 265 to 330 were essential
for growth under laboratory conditions and therefore provide an estimate of the
minimal genome required to sustain life. In a similar manner, application of IVET
and STM tools to pathogens such as S. typhimurium, Vibrio cholerae, and S.
aureus have enabled investigators to begin identification of those genes essential
to growth in the complex environmental conditions encountered within the in-
fected host [39].

Genomic Two-Hybrid Interactions

The yeast two-hybrid approach was first developed as a method to detect the
interaction between two proteins by transcriptional activation of one or several
reporter genes [41]. It has since become the method of choice for identifying
pairs of proteins that physically associate with one another and placing these
proteins within a biological context toward the goal of understanding their func-
tional roles. Because two-hybrid screens are simple sensitive, and adaptable to
high-throughput methods, they are now being adapted to investigating pro-
tein–protein interactions on a genomic scale. For example, two-hybrid screens
can be designed to explore protein–protein interactions of all proteins encoded
by an organism and develop proteome-wide protein interaction maps where totally
unknown proteins are partnered with annotated proteins in the same functional
category. A direct consequence of identifying physical interactions between pro-
teins is the identification of their interacting domains. These interacting domains
represent a first step toward the development of assays for modulation of pro-
tein–protein interactions that are applicable to new drug design.

The first genome-scale analysis using the two-hybrid approach was done
with the T7 bacteriophage [42]. Subsequent efforts have focused on developing
whole-genome interaction maps of Saccharomyces cerevisiae [43] and H. pylori
[18]. Alternative two-hybrid systems have been developed for E. coli [44,45].
Because these systems have the advantage of a much shorter generation time in
E. coli, more flexible molecular biology techniques, and higher transformation
efficiencies, they are more adaptable to high-throughput methods required for
whole-genome sequencing.
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Genotyping and Identification of Single Nucleotide
Polymorphisms in Bacterial Genomes

Complete genome sequencing of multiple isolates of closely related bacterial
pathogens avails us with the opportunity to explore these sequences for the pres-
ence of single nucleotide polymorphisms (SNPs), insertions and deletions, re-
peats, and tandem repeats, in addition to identifying regions of exact match be-
tween the multiple genomes. Identification of SNPs or other differences between
multiple genomes can be done using software such as MUMmer [46], which was
developed for pairwise alignment and comparison of very large segments of DNA
(millions of basepairs in length). This approach has recently been used to identify
sequence polymorphisms and SNPs in the sequenced isolates of M. tuberculosis
(H37Rv laboratory strain and CDC1551 clinical isolate) [47]. A total of 74 large
sequence insertions and deletions were identified between the Mycobacterium
genomes, many of which are found in genes likely contributing to virulence. In
a similar manner, MUMmer can be used to identify sequence polymorphisms
among the sequenced isolates of other bacterial pathogens such as S. pneumoniae
and S. aureus. Alignment of these multiple genomes would allow us to identify
gene families with potentially important pathogenic characteristics. For example,
variable or hypervariable regions in genes encoding cell-wall-associated virulence
factors may represent a significant source of antigenic variation that plays a role
in the immune response of the host. These variable regions may also represent
potential targets for novel therapeutic agents.

Targeted SNP analysis and comparison of these hypervariable regions
among multiple clinical isolates of bacterial pathogens may also be used to investi-
gate genome diversity and the genetic basis of virulence. The SNP data can be
used to construct phylogenetic trees to investigate evolutionary relationships
which will perhaps lead to a better understanding of acquisition of virulence
factors and antibiotic resistance genes between community and nosocomial iso-
lates.

The technology for the identification of SNPs has been driven by the utility
of SNPs as genetic markers in the human genome for establishing linkage and as
indicators of genetic diseases. Identification of the greater than 3 million estimated
SNPs in the human genome will require the development of accurate, high-
throughput, and economical methods. While genotyping technologies are evolv-
ing at a rapid pace, several tools are currently being used in academic or industry
settings. These include (1) hybridization to high-density oligonucleotide arrays
(48); (2) MALDI-TOF mass spectrometry, which differentiates genotypes based
on the mass of variant DNA sequence [33,49,50]; and (3) PCR-based approaches
[51,52]. Because of its high sensitivity and capacity for high-level multiplexing,
MALDI-TOF demonstrates the greatest promise for high-throughput, economical
genotyping.
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Structural Genomics

The explosion of genome sequence and protein sequence data has led to the
growth of the field of structural genomics, which utilizes X-ray crystallography
or nuclear magnetic resonance (NMR) spectroscopy for determination of protein
structure or fold. The comparison of the sequence of a protein of known function
with the three-dimensional structure of that protein allows investigators to begin
correlating structure with function. While the overall goal of structural genomics
is to provide three-dimensional models for every known protein, current projects
are focused on determining the structures of all possible protein folds in nature
[53,54]. The number of compact globular protein folds in nature is relatively
small. According to current estimates, there are 1000–5000 distinct, stable poly-
peptide chain folds in nature [55]. Large-scale determination of all protein struc-
tures and folds will facilitate the development of new computational tools for
assigning proteins folds based on primary sequence and for comparative protein
structure modeling. Application of these new computational approaches to com-
plete genome sequences will enable investigators to determine functions of the
remaining approximately 20–50% unknowns in each bacterial genome sequence.
The approach relies on cloning of candidate genes in suitable expression vectors,
followed by overexpression and purification of the protein. While much effort
has been focused on the technologies for production and purification of proteins
for structural analysis [56], the study of membrane proteins remains problematic
because they are typically difficult to purify and are often too large for NMR-
based approaches.

GENOMIC APPROACHES TO VACCINE DEVELOPMENT

Technology for vaccine development has historically relied on the use of attenu-
ated or killed microorganisms, bacterial toxins, and polysaccharide—carrier pro-
tein conjugates. However, the emergence of new pathogens for which traditional
vaccine development approaches have failed, and the desire to use specific cloned
antigens that can be tested for safety and efficacy, have led to the utilization of
genomics-based approaches for current vaccine development. Bacterial proteins
considered to be likely candidates for vaccine development include surface-asso-
ciated exposed proteins and secreted bacterial proteins or virulence factors. While
many of these proteins may be antigenic, only a fraction may be able to stimulate a
protective immune response. The application of genomic technology significantly
shortens the time required both for identification of antigens and their utility as
protective immunogens.

Genomics tools that are being utilized for vaccine development include
bioinformatics, proteomics, microarrays, IVET/STM technologies, and emerging
expression/display methods. In one strategy, the complete genome sequence of
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a bacterial pathogen can be mined using in silico methods to identify genes
encoding predicted surface-associated antigens [57,58]. Alternatively, surface-
associated antigens can be selected experimentally by cellular fractionation of
the bacteria into cell wall proteins and subsequent characterization of these pro-
teins by two-dimensional gel electrophoresis and mass spectrometry. Genes en-
coding proteins identified by either approach can then be cloned into expression
vectors for subsequent expression and purification of each protein and further
determination of its suitability as an antigen.

The in silico approach was used by Pizza and co-workers [58] to identify
600 surface-associated proteins from the genome of serogroup BMeningococcus.
Of these 600 candidate antigens, 350 were successfully expressed in E. coli,
purified, and used to immunize mice for production of antisera. Antiserum against
25 of these candidates was found to demonstrate bactericidal activity, which
correlates with efficacy against meningococcal infections. In addition, several
bactericidal candidates contain multiple protective epitopes which are conserved
in most MenB isolates, making these optimal vaccine candidates. This approach
(Figure 1) is currently being used to identify potential vaccine candidates from

FIGURE 1 Diagram depicting application of complete bacterial genome sequence
for vaccine development.



21Genomics of Bacterial Pathogens

additional bacterial pathogens, including Chlamydia pneumoniae and Group B
Streptococcus.

Application of the in silico approach to identify surface-associated or se-
creted proteins is limited both by the ability of predictive algorithms to identify
potential antigenic candidates and by the need for expression and purification of
the protein in a heterologous host. An alternative approach developed by Etz and
workers [36] utilizes genome-derived peptide libraries to provide a comprehen-
sive antigenic profile of the pathogen. In this method, genomic DNA from the
selected bacterial pathogen is digested into small fragments (50–300 bp) that are
cloned and expressed in E. coli surface display vectors. Human antisera from
patients recovering from an infection of the bacterial pathogen being studied is
collected and used to immunoselect surface-displayed epitopes which represent
candidates that are recognized by the human immune system. This method has
the advantage of expressing all possible antigens encoded by the bacterial genome
and selecting for those that are likely bactericidal. Using this approach, Etz and
workers [36] have identified more than 60 antigenic proteins from the genome
of S. aureus and are currently working on identification of antigens from S.
epidermidis and other bacterial pathogens.

While these two genomics based methods are directed toward identification
of B-cell epitopes that direct humoral immunity, protection against other microor-
ganisms will require identification of T-cell epitopes capable of stimulating cellu-
lar immunity. Efforts to develop vaccines against Mycobacterium leprae [59] and
Plasmodium falciparum [60–62] have focused on the identification of both B-
cell and T-cell epitopes which can effectively stimulate both humoral and cellular
immunity. For example, Shi and co-workers [62] have synthesized a multivalent,
multistage malarial vaccine candidate that contains 12 B-cell and 9 T-cell epitopes
derived from 9 life-stage-specific antigens of P. falciparum. Identification of
additional conserved B- and T-cell epitopes from the P. falciparum genome se-
quence can now be used to assemble additional multivalent antigens capable of
eliciting long-lasting immunity.

PERSPECTIVES

The application of genomics and new functional genomics technologies to the
study of bacterial pathogens has allowed us to make significant strides in our
understanding of their physiology and virulence mechanisms and the design of
effective antimicrobials. Complete genome sequencing of additional pathogen
genomes and development of new functional genomics tools to exploit the se-
quence information will only accelerate the pace of discovery. However, our
discoveries involving known pathogens may appear miniscule when one considers
that greater than 99% of all bacterial species remain to be cultivated, including
bacterial inhabitants of plants and animals and environmental bacteria in terrestrial
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or aquatic ecosystems. By exploring this vast realm of microbial diversity, we
stand to gain significant amounts of information on how organisms cause disease
and some of the genes—particularly the conserved hypotheticals and
uniques—that may be involved in disease formation. Many of these “uncultura-
bles” may represent the infectious agents responsible for acute and chronic dis-
eases, such as Crohn’s disease and ulcerative colitis, where no infectious agent
has been identified [63]. Identification and establishment of physiological require-
ments for growth of these organisms under laboratory conditions will allow fur-
ther investigation of these species.

Genomic-based approaches that have been successfully used in the identifi-
cation of novel genes in unculturable environmental species have included ribo-
somal-based analyses in combination with sequencing of large segments of DNA
cloned in bacterial artificial chromosomes. Bacterial artificial chromosomes can
be sequenced and processed through an annotation pipeline method similar to
what is currently accomplished with microbial genomes from cultivated species
[64,65]. Using these techniques, Beja and workers [64,65] have shown that arch-
aeal-like rhodopsins are broadly distributed and may contribute significantly to
light-driven energy generation. New virulence factors, and mechanisms for caus-
ing disease, could be identified from unculturable human pathogens in a similar
fashion.

The availability of complete genomes from a number of species that have
pathogenic and nonpathogenic relatives or members that function as both plant
and animal pathogens will also allow for more detailed comparative studies,
which may reveal what genes contribute to bacterial pathogenicity. For example,
comparative genome analysis of the pathogen Pseudomonas aeruginosa with the
nonpathogenic Pseudomonas putida has revealed that 15% of the P. aeruginosa
genome is unique and may contain virulence factors contributing to pathogenicity
[66]. Similar comparisons can be made between two Staphylococcal species: S.
aureus, which is an aggressive nosocomial pathogen, and S. epidermidis, which
is an opportunistic nosocomial pathogen. Genes that are associated in pathogens
to the exclusion of their close relatives should be good targets for increasing
current understanding of previously undescribed factors that contribute to patho-
genicity of these species.
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INTRODUCTION

The field of genomics has fundamentally changed the way research has been
done since the early 1990s and is actively being incorporated into strategies for
identifying new drugs and other therapeutics [1]. The emergence of the field of
genomics was catalyzed by two crucial factors: the development of automated
DNA sequencing [2] and the availability of high-performance computing infra-
structure [3]. Upon this foundation, many associated techniques have been devel-
oped or improved, such as microarraying, proteomics, and other laboratory and
bioinformatic techniques. All of these “genomics technologies” have one aspect
in common: the ability to analyze gene function in a high-throughput manner.
Antimicrobial drug discovery was one of the first areas to benefit from genomics,
due to relatively small genome sizes and, in many cases, systems amenable to
genetic manipulation. This chapter describes how bioinformatic and genomic
technologies are being leveraged for the discovery of novel antimicrobials.

ANTIMICROBIAL DRUG DISCOVERY

The process of discovering and developing new antimicrobial drugs is outlined
in Figure 1. The first step is target identification, which in the genomic era is
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FIGURE 1 Overview of drug discovery and development.

usually done by a bioinformatic filtering process to identify genes specifically
conserved in bacteria. The next step is to validate the drug target, usually by
confirming that the gene encoding the drug target is essential for viability or, in
some cases, essential for virulence [4]. A validated drug target is then used to
design an assay that will be used to screen a large deck of small molecule com-
pounds which have been designed by companies from natural products, medicinal
chemistry, and combinatorial chemistry. From the screen, a number of “hits” are
identified, validated, and prioritized. The hits then progress to “leads” following
secondary assays, SAR (structure–activity relationship) studies, and preliminary
pharmacology and toxicology studies. At the end of the preclinical process, a
drug candidate is chosen and an IND (Investigational New Drug) application is
submitted to the Federal Drug Administration. Compound production is scaled
up and the drug candidate then goes through clinical trials to determine safety,
efficacy, and dosing. Following the successful conclusion of the clinical trials
process, an NDA (New Drug Application) is filed with the FDA. Once the drug
has been approved by the FDA (about 20% of INDs reach this point), the company
markets and sells the drug; new indications are also sought as part of the life-
cycle management process. It should be noted that the attrition rate from target
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to approved drug is high: For an average large pharmaceutical company, it has
been estimated that 60 targets are required to result in 20 drug candidates, which,
after going through clinical trials, result in 3 new drugs [1]. The process also takes
a significant amount of time: In the past, the process from target identification to
approved drug has taken an average of 14 years, although to compete more
effectively drug companies are striving for an �8-year timeline.

DNA SEQUENCING

Automated sequencers were developed in the mid-1980s [5] and functionally put
to use in the early 1990s for expressed sequence tag (EST) projects [6]. With the
infrastructure for high-throughput sequencing, assembly, and data management
established, the next major milestone was the publication of the first bacterial
genome [7]. This was a critical development for genome sequencing for several
reasons. First, the accepted paradigm for sequencing DNA over 50 kb was a top-
down, cosmid-by-cosmid approach involving a time- and resource-intensive up-
front mapping stage. Haemophilus influenzae was sequenced by a whole-genome
shotgun method, rapidly accelerating project timelines while still providing very
high quality sequence data. Second, the project set a high standard for the publica-
tion of future genome sequences: an entire microbial genome without gaps, exten-
sively annotated, and making use of web pages to include the unprecedented
volume of data. Finally, the completion of an�2 Mb segment of DNA suggested
the feasibility of a incorporating shotgun sequencing to accelerate the sequencing
of the human genome [8]; in fact, the Venter group went on to utilize the whole-
genome shotgun technique to completely sequence the �120 Mb Drosophila [9]
and �2910 Mb human [10] genomes.

Whole-genome shotgun sequencing is the most rapid, cost-effective method
for sequencing microbial genomes. Since 1995, hundreds of microbial genome
projects have been initiated [11] and to date, over 55 microbial genomes have
been completed. This number continues to rapidly increase, and lists on the world-
wide web should be referred to for the most up-to-date information (see Table 1,
“Microbial Genome Project Listings” section). The process of microbial genome
sequencing has been reviewed in more detail elsewhere [12,13], but essentially
consists of the following steps: [1] constructing a library of randomly sheared
DNA, [2] shotgun sequencing of clones for high genome coverage, [3] assembly
of the genome into contiguous sequences (contigs), [4]] closure of the gaps be-
tween contigs, and [5] gene finding and annotation.

Nearly every step of a genome sequencing project involves computers or
bioinformatic tools: for instance, basecalling [e.g., ABI Basecaller, Phred [14],
sequence assembly [TIGR Assembler, Phrap [15]], gene finding [GeneMark [16],
Glimmer [17], and Critica [18]], and suites of tools for multiple analyses [the
GCG package [19] and the genome project management tool MAGPIE [20]].
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TABLE 1 Selected Genomics-Related Sites from the World Wide Web

Web site description Web site URL

Microbial Genome Projects
TIGR Microbial Database—Complete

Genomes
GOLD—Genomes On Line Database
NCBI—Completed Genomes
Escherichia coli K-12 Genome—Colibri
Bacillus subtilis Genome—SubtiList
Bacillus subtilis Genome—Mutant collection

Yeast Genome YPD Server

Yeast Genome Deletion Project

Analysis of Genome Sequence Data
NCBI – BLAST with Microbial Genomes

BLAST Programs – Including Psi-BLAST
BLOCKS Server
PROSITE Database
Pfam Protein Families Database—HMMs
COGs (Clusters of Orthologous Groups)
SEEBUGS/Microbial GenomeConcordance

CMR (Comprehensive Microbial Resource)

CLUSTAL Server
PAUP Phylogenetic Analysis Using

Parsimony
Phylip Phylogeny Inference Package
Protein Data Bank—Protein Structures
EcoCyc: Encyclopedia of E. coli Metabolism
KEGG: Kyoto Encyclopedia of Genes &

Genomes
Gene Ontology—Role Classification
STRING Server—Recurring Neighboring

Genes
WIT2 Operon-Pair Spreadsheet
Microarray Protocol Websites

http://www.tigr.org/tdb/mdb/mdbcomplete.html

http://ergo.integratedgenomics.com/GOLD/
http://www.ncbi.nlm.nih.gov/Entrez/Genome/org.html
http://genolist.pasteur.fr/Colibri/
http://genolist.pasteur.fr/SubtiList/
http://locus.jouy.inra.fr/cgi-bin/genmic/madbase/

progs/ACCUEIL-MUTANT.pl
http://www.proteome.com/DB-demo/intro-to-

YPD.html
http://sequence-www.stanford.edu/group/

yeast_deletion_project/

http://www.ncbi.nlm.nih.gov/cgi-bin/Entrez/
genom_table_cgi

http://www.ncbi.nlm.nih.gov/BLAST/
http://www.blocks.fhcrc.org/
http://www.expasy.ch/prosite/
http://www.sanger.ac.uk/Software/Pfam/
http://www.ncbi.nlm.nih.gov/COG/
http://lion.cabm.rutgers.edu/�bruc/microbes/

index.html
http://www.tigr.org/tigr-scripts/CMR2/

CMRHomePage.spl
http://www.ebi.ac.uk/clustalw/
http://www.sinauer.com/Titles/Text/swofford.html

http://evolution.genetics.washington.edu/phylip.html).
http://www.rcsb.org/pdb/
http://www.ecocyc.org/
http://www.genome.ad.jp/kegg/

http://www.geneontology.org
http://www.bork.embl-heidelberg.de/STRING/

http://wit.mcs.anl.gov/WIT2/CGI/operons.cgi?user�
http://genome.uc.edu/genome/Web_Resources/

arrays.html
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Moreover, at the core of every successful genome project is a relational database
to archive and track everything from raw sequence chromatograms to a series
of updated assemblies to properties associated with each gene (e.g., sequence,
coordinates on the genome, similarity to other genes, and experimental data)
Microbial genome projects can range in effort from low-pass sequencing to rap-
idly identify the majority of genes in a genome (often seen in industrial settings)
to published whole-genome sequencing projects where every gap is closed, repre-
senting a firm framework for future experimental work since the genome has
become a finite entity.

BIOINFORMATIC ANALYSIS OF GENES

Clearly, bioinformatics is essentially integrated into all aspects of microbial geno-
mics and drug discovery [21]. Some of the major uses of bioinformatic tools are
presented below.

Pairwise Similarity Searching

Many programs exist, and some of the most widely used include FASTA [22],
the workhorse program BLAST [23], and the more sensitive (and more computa-
tionally intensive) Smith–Waterman algorithm [24]. Most genome projects use
BLAST to search the genes found within a genome; however, determining what
constitutes true signal in the case of weakly similar genes is always a contentious
issue. This is especially true for small genes found by genome sequencing projects
that are conserved at midrange similarity among different bacteria. In general,
about 30–50% of the genes identified in microbial genome sequencing projects
are considered unknown, depending on the organism and the annotation criteria
used. One effort to enrich for potentially meaningful similarities found among
the noise is the use of iterative BLAST searching, known as Psi-BLAST [25,26].
Low-coverage genome projects may, like EST projects, suffer from a higher error
rate and programs that take frameshifting into account, such as Framesearch [27],
are invaluable.

Motif Searching

Similarity may exist between two proteins that is only apparent when focusing
on small regions, such as conserved motifs. For many years researchers have
made use of the Prosite database of motifs [28] and the Blocks [29] database. A
more recent collection of motifs, the Pfam database [30,31], was constructed
using the Hidden Markov model-based HMMER suite of tools. Finally, the Col-
lection of Orthologous Groups (COG) [33] database contains clusters of proteins
found throughout sequenced genomes that are potentially related to each other.
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Whole-Genome Comparisons

Once whole-genome sequence information began to appear, it became clear that
tools designed to analyze entire genomes needed to be designed. The SEEBUGS
suite of tools [34] allows users to identify a concordance of genes conserved
among selected organisms at any selected similarity level and includes the capabil-
ity of quickly identifying “neighbors” of selected genes in other genomes and
specifically subtracting out selected organisms. This program was designed to
address an issue at the heart of antimicrobial drug discovery: identifying potential
drug targets (gene products) that are conserved in certain groups of bacteria
(e.g., gram-positive and gram-negative) but not found in humans. This allows
researchers to build in up front both spectrum and selectivity for novel classes
of antibiotics. Another tool that has more recently been developed for whole-
genome comparisons is the Comprehensive Microbial Resource (Table 1).

Multiple Sequence Alignments

Alignments of multiple sequences from a diverse set of organisms helps to high-
light conserved regions; one of the standard tools for this is the CLUSTAL pack-
age [35]. Conserved regions identified by the multiple sequence alignment can
then be more carefully analyzed by motif searching techniques to identify addi-
tional related genes or by phylogenetic analyses. Also, regions conserved in align-
ments of linear amino acid sequences can be the focus of three-dimensional
modeling and structural similarity searching techniques.

Phylogenetic Analysis

Phylogenetic analysis takes the relationships found among a set of aligned se-
quences and graphically presents them as a “tree.” The most widely used programs
are PAUP (Phylogenetic Analysis Using Parsimony; Sinauer Associates, Sunder-
land, MA) by D. Swofford and the PHYLIP phylogenetic suite of programs by
J. Felsenstein and collaborators (available at: evolution.genetics.washington.edu/
phylip.html). There are three commonly used methods: distance, parsimony, and
maximum likelihood (ML). Each has its benefits and drawbacks. Most molecular
biologists use distance methods, while parsimony and ML are generally preferred
but require more expertise and computing time. The trees produced can show
the evolutionary relationships of the genes under examination (a gene tree) or
the species under examination (a species tree). However, it must be noted that
these two types of tree are not the same thing and do not provide the same
information. Phylogenetic trees can help to classify an unknown reading frame.
An excellent review of the use of ML was recently published [36].

Before genome sequences became available, much of the phylogenetic anal-
ysis of microbes focused on taxonomic classification of microbes and the estab-
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lishment of homology among genes. The flood genes from genome sequencing
projects made the finding of gene family relationships even more important to
understanding the function of gene products and the evolution of micro-organ-
isms. Genome sequence information requires new computational methods that
build on the comparison of predicted gene sequence, incorporating other impor-
tant information such as structures, domain shuffling, expression patterns, and
gene adjacency in genomes [37,38].

Structural Analysis

A number of techniques are used to examine relationships among three-dimen-
sional structures of proteins, such as structural homology comparisons of different
solved structures or the “threading” of query sequences versus known structures
[39]. Some more recent approaches use a combination of techniques, such as Psi-
BLAST coupled with structural prediction programs [40]. The field of rational
drug design is of particular interest to pharmaceutical and biotechnology compa-
nies. Some techniques include virtual screening of decks of compounds or even
chemical fragments [41] for hits that fit into an important region of a protein and
the use of molecular modeling techniques to optimize a hit into a lead compound
[e.g., structure–activity relationship by nuclear magnetic resonance [42]].

Metabolic Pathway Modeling

Genomics technologies such as microarraying, proteomics, and high-throughput
biology techniques give vast amounts of data to be analyzed. Powerful methods
for providing context to this information involve overlaying the information onto
a metabolic pathway map or the assignment of role category information (e.g.,
cellular role, enzyme class, and gene family). Metabolic pathway modeling has
resulted in some excellent knowledge bases, particularly the EcoCyc [Encyclope-
dia of E. coli Genes and Metabolism; [43]] and KEGG [Kyoto Encyclopedia of
Genes and Genomes; [44]] databases. One example underscoring the power of
having complete genome sequence information in hand for metabolic reconstruc-
tion and comparative genomics work is a study examining the presence/absence
and conservation of citric acid cycle enzymes across 19 genomes [45]. Role
categorization methods have also been developed for organizing microbial ge-
nome data, such as the categories developed for many microbial genome projects
[modified from Riley [46]] and the Gene Ontology effort that has been used
primarily in model organism sequencing projects [47]. There is an ongoing effort
to merge these role classification efforts into the Gene Ontology Consortium
(available at: www.geneontology.org/�consortium).

Operon Analysis

One feature unique to bacterial genomes is the grouping of genes into oper-
ons—coregulated sets of genes that are often related in function. Rigorously
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defining an operon is a tedious process, especially if done experimentally; how-
ever, a number of computer-based prediction methods have been developed
[48–51]. One particularly intriguing approach [52] utilizes the gene clustering
approach used by others but does so in combination with other data, such as
mRNA expression patterns and protein–protein interactions, resulting in a power-
ful predictive tool.

EXPERIMENTAL TECHNIQUES

A number of genomics technologies exist for the analysis of all genes and/or
gene products in a genome. Although these tools are being used for all of the
steps in the drug discovery and development process, much of the effort is focused
on the use of these technologies for target identification and validation.

Transcriptional Profiling

Microarraying is a high-throughput transcriptional profiling technique that is
being applied increasingly to examine differential gene expression in microbial
genomes. The technique is based on the hybridization of labeled RNA to miniatur-
ized deposits of DNA on small solid supports. Two widely used formats are
synthetic Affymetrix GeneChip arrays, composed of short oligonucletides photo-
lithographically deposited onto silicon wafers [53], and “spotted” microarrays,
usually consisting of a gene fragment (several hundred basepairs) deposited onto
a glass microscope slide [54]. Basically, RNA derived from various conditions
of interest are labeled (one dye in the case of Affymetrix and two dyes for spotted
arrays), hybridized to the arrays, and the signal quantitated. After the data have
undergone some initial filtering and have been stored into a database, a number of
software packages can be utilized for expression analysis. In addition to programs
offered by microarray manufacturers, developed in-house by companies, or pub-
lished by academic groups [55,56], a number of third-party packages are used
such as Genespring (Silicon Genetics, Redwood City, CA: available at: www.sig-
netics.com) or Rosetta Resolver (Rosetta Biosoftware, Kirkland, WA; available
at: www.rosettabio.com).

There are many recent publications involving expression profiling of mi-
crobes; a few that have a drug discovery focus are emphasized here. In one study,
the pathogen Mycobacterium tuberculosis was treated with the commonly used
antibiotic isoniazid, and gene expression changes were monitored using microar-
rays [57]. Genes observed to change in response to the drug were known to be
part of the isoniazid mechanism of action, although some additional genes of
unknown function were also affected. In fact, there are many drug mechanism
of action studies that have been performed in industry, but few have been pub-
lished to date. One area of great interest to industrial groups working on antifungal
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drug discovery is the effect of azoles and other drugs on ergosterol biosynthesis.
A recent publication [58] examined the transcriptional profile of azole-treated
Saccharomyces cerevisiae and compared these patterns to profiles of S. cerevisiae
strains with knockouts of ergosterol biosynthetic genes. Responsive genes in-
cluded those in the ergosterol pathway as well as mitochondrial genes, oxidative
stress genes, and a few genes of unknown function. Also in this study, an antifun-
gal drug of a novel chemotype was profiled and found to be similar to the azoles,
thus underscoring the power of microarray-based drug profiling studies. Another
microarray experiment by pharmaceutical researchers focused on two key regula-
tors of virulence in the gram-positive pathogen Staphylococcus aureus in an effort
to develop treatment against pathogenesis-based targets [59]. Using a custom-
designed Affymetrix array, the researchers found genes known or expected to be
regulated by agr and SarA, but also found known genes not thought to be directly
involved in staphylococcal pathogenesis, suggesting that these global transcrip-
tional regulators play a broader role than previously thought.

DNA microarrays are also being used for other genomic experiments, such
as whole-genome DNA–DNA hybridizations. Examples of these microarray-
based studies that focus on important pathogens include comparisons of BCG
vaccine strains to other mycobacterial isolates [60], comparison of isolates of
Streptococcus pneumoniae to all genes in the sequenced type 4 strain [61], and
comparison of divergent lineages of S. aureus to the COL genome to identify
pathogenicity islands and dispensable genetic material, estimated to be approxi-
mately 22% of the genome [62].

Other techniques independent of microarrays can be used to look at differen-
tial gene expression in microbes. Techniques that have found some usage include
differential display, subtractive hybridization, and quantitative polymerase chain
reaction (PCR) [63]. Quantitative reverse-transcription PCR has increasingly been
used as the method of choice to validate microarray results. Additionally, the
technique has become robust and accurate enough to be used as a transcriptional
profiling tool in its own right. For any transcriptional profiling technique using
bacteria, a notable experimental distinction is the absence of a usable poly-A tail,
requiring the modification of many of the molecular techniques that have been
devised using eukaryotic RNA.

Proteomics

Proteomics is the study of the protein complement of the genome. Differential
expression can be observed at the protein level for different samples by protein
separation followed by staining and comparison of the signal for the separated
species. The protein separation technology that has been in use for the past several
decades is two-dimensional Sodium dodecyl sulfide–polyacrylamide gel electro-
phoresis [64], but other separation technologies are being developed, such as
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multidimensional liquid chromatography [65]. Similarly, Coomassie blue and
silver stain are often used today, but, again, newer technologies, such as SYPRO
dyes [66], are becoming available. Once proteins are separated and species repre-
senting differentially expressed proteins found, the next step is protein identifica-
tion, which can be done by techniques such as mass spectroscopy (MS/MS),
matrix-desisted laser-desorption ionization time-of-flight, and peptide sequencing
[67]. Extensive cataloging of microbial proteome components has been per-
formed, such as a study of the H. influenzae proteome published 2 years after
the genome sequence was determined [68].

Additional High-Throughput Biological Techniques

A number of other experimental techniques are being used to determine the func-
tion of genes discovered by microbial genome sequencing projects. One is global
gene knockout campaigns using transposon mutagenesis [69], random and di-
rected gene knockouts [70,71], genome footprinting [72], and antisense technol-
ogy [73]. Additionally, it is also possible to include regulatable promoters, gene
fusions, or oligonucleotide tags [74–76] when performing gene knockouts, allow-
ing for large-scale systematic analyses of gene function. Knockouts of every
gene in model micro-organisms, such as Bacillus subtilis [76] or Saccharomyces
cerevisae [77], have been performed by the consortia put in place to sequence
these genomes. Additionally, techniques that analyze bacterial virulence, such as
in vivo expression technology and signature-tagged mutagenesis [78], have relied
on fairly random approaches; these techniques stand to benefit tremendously from
completed genomes and the development of systematic knockouts and associated
constructs. A secondwidely employed technique is the analysis of protein–protein
interactions using genetic systems based on the yeast two-hybrid system [79].
Recent genomewide protein–protein interaction studies have been performed for
phage [80], bacteria [81], and yeast [82], and dovetailing this technology with
oligonucleotide microarrays should bring increased throughout [83]. Finally, ad-
vances in screening techniques have lead to a number of “gene-to-screen” technol-
ogies, developed by biotechnology companies in response to the explosion in
genomic information and the subsequent bottleneck in screening gene products
of unknown function [reviewed in [1]]. Many of these techniques are based on
thermal denaturation, NMR, and phage display technologies and are broadly ap-
plicable to all areas of drug discovery. Much of the work using this technology
for antimicrobial drug discovery is proprietary at present, although there are some
examples of recently published gene-to-screen work to identify novel antibiotics
[84,85].

CONCLUDING REMARKS

The sequencing and publication of over 50 genomes since 1995 should be re-
garded as a monumental achievement; however, an equally impressive postgeno-
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mic effort is now building on that infrastructure, using both computational and
laboratory-based high-throughput approaches to understand gene function in the
context of microbial physiology. Genomics has helped change the face of micro-
bial research within a decade from a gene-by-gene approach to a more comprehen-
sive, “systems biology” approach [86]. The availability of microbial genome
sequences and the means to rapidly make use of it will allow an unprecedented
ability to develop therapies to treat infectious diseases, including antibacterial
and antifungal compounds [87–89] and new classes of vaccines [90,91]. As the
genomes of model eukaryotes and humans are elucidated, a powerful knowledge-
base-leveraging microbial pathogenesis and cell biology work should enable the
development of a new generation of therapies. These include therapies that target
other functions in the microbial cell, such as virulence, or that address infection
from the host perspective and will hopefully address the problem of pathogens
resistant to antimicrobial therapy [92].
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The Pathway Tools Software and Its
Role in Antimicrobial Drug Discovery

Peter D. Karp
SRI International, Menlo Park, California, U.S.A.

INTRODUCTION

The Pathway Tools software developed by SRI International is a powerful envi-
ronment for genomics-based antimicrobial drug discovery. With approximately
70 complete microbial genomes now in the public domain, and many others
in the private domain, bioinformatics tools for analysis of microbial genomes
at a global level are important at all phases of the drug discovery process.
The Pathway Tools use biochemical pathways as an organizing framework
for genomic data. The pathway framework is an information-reduction device:
It transforms the genome from a list of thousands of gene products to a
cognitively more manageable list of hundreds of pathways. More important,
it transforms our conception of the genome from a list whose members are
arranged in unknown relationships to a network whose members are related
through explicit causal links.

The Pathway Tools software revolves around the concept of a Pathway/
Genome Database (PGDB). A PGDB describes the genome of an organism [its
chromosome(s), plasmid(s), genes, and genome sequence], the product of each
gene, the biochemical reaction(s) catalyzed by each gene product, the substrates
of each reaction, and the organization of those reactions into pathways.

The power of the Pathway Tools is derived from both its database schema
and its software components. Both were originally developed for the EcoCyc
project [1,2] (available at: http://ecocyc.org/). The database schema (ontology)
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has been carefully designed to encode the complexities of genome and pathway
data. Once a genome is encoded within the Pathway Tools schema, new types
of complex analyses become possible because so many important semantic rela-
tionships have been described in a structured fashion. The Pathway Tools software
components support several different tasks, including querying and visualization,
analysis, interactive editing, and Web publishing.

The PGDB constitutes an evolving knowledge model of the organism that
can be published on an organization’s internal Web site using the Pathway Tools.
The Pathway Tools provides a comprehensive and unique collection of query
and visualization tools that can be used to determine the current state of knowledge
regarding the organism: What function is attributed to a given gene product?
What role does it play in a given pathway? How are the genes in that pathway
distributed in the genome? To ensure that the PGDB reflects the most up-to-date
knowledge about an organism, the Pathway Tools provides a rich set of interactive
software tools for curation of a PGDB.

This chapter provides an example of how a drug discovery team would use
the Pathway Tools in a genomics-based drug discovery project.

OVERVIEW OF PATHWAY TOOLS COMPONENTS

The Pathway Tools software components, and their primary functions, are as
follows.

PathoLogic
Given an annotated genome of a pathogenic micro-organism as its input,
PathoLogic predicts the metabolic pathways of the organism, providing
new global insights about its biochemistry.

PathoLogic creates a new PGDB describing the genome and the pathways
of the organism.

PathoLogic can generate reports that summarize the evidence for the pres-
ence of each predicted metabolic pathway.

Pathway/Genome Editors
The Editors are a set of forms-based editing tools that are specially designed
to update the different data types within a PGDB.

The Editors are used to alter the content of a PGDB to reflect the evolving
knowledge of the biochemical machinery of the organism, such as
modifying the functional annotations of genes, the assignment of gene
products to pathways, and the connectivity of reactions assigned to a
pathway.



45Pathway Tools Software

Pathway/Genome Navigator
Scientists employ the Navigator to query and visualize the contents of a
PGDB.

Visualization tools include a chromosome browser, pathway viewer, and
displays of operons and regulons.

The Navigator can run in a WWWmode to publish a PGDB on the Internet
or an intranet.

The Navigator can perform comparisons of the entire metabolic networks
of multiple organisms.

The Navigator can paint gene-expression or protein-expression data sets
on a diagram of the full metabolic network of an organism.

We next consider each of the three software components in more detail.

PATHOLOGIC

Use of the Pathway Tools begins with an annotated genome of a pathogenic
microorganism, meaning a complete genome sequence (closed or gapped) for
which bioinformatics analyses have already identified the locations of likely cod-
ing regions and have predicted the functions of these genes. The genome can be
provided in the form of a Genbank file or in a PathoLogic-specific format that
can accommodate more information than can the Genbank format. If the Genbank
format is used, it is important that the input file adhere closely to the Genbank
standard, which, unfortunately, many completed genomes fail to do [3]. Figure
1a shows a sample portion of a Genbank file input to PathoLogic; Figure 1b
shows the same information in PathoLogic Format.

In brief, PathoLogic imports the genes and proteins described by the input
files into a new PGDB that is structured using the Pathway Tools schema and
then matches the enzymes listed in the annotated genome against the enzymes
required by every pathway in the MetaCyc DB [1]. Those pathways with signifi-
cant matches are imported into the new PGDB. More precisely, the algorithm
followed by PathoLogic is as follows.

1. Initialize the schema of the new PGDB by replicating the MetaCyc
schema.

2. Create a DB object for each chromosome or plasmid in the input file(s).
Then create a DB object for each gene in the input file(s) and for the
gene product of each gene.

3. Attempt to determine the reaction catalyzed (if any) by each gene prod-
uct in the organism. If an EC number was assigned to the gene product
in the input file, then rely on the EC number. Otherwise, match the
name of each gene product against the extensive dictionary of enzyme
names within MetaCyc.
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FIGURE 1 A fragment of an input file to PathoLogic for a single gene. (a) Genbank
format. (b) PathoLogic format.

4. Match the list of reactions now known to be catalyzed by the organism
from step [3] against all MetaCyc pathways. For pathways with signifi-
cant numbers of matches, import the pathway and its associated reac-
tions and substrates from MetaCyc into the new PGDB.

The diversity of pathways in MetaCyc influences the power of the Patho-
Logic pathway predictions: The broader the space of pathways in MetaCyc, the
larger the range of pathways that PathoLogic can recognize in a new organism.
MetaCyc version 7.0 (February 2003) contains 467 pathways from 174 different
organisms. Although the majority of MetaCyc pathways were experimentally
elucidated in bacteria, approximately 50 MetaCyc pathways were elucidated in
plants or animals, and many of the bacterial pathways are likely to be shared by
plants and animals. Table 1 shows the number of pathways present in MetaCyc
from the most frequently occurring species. Some MetaCyc pathways are labeled
as occurring in more than one species.

PathoLogic can generate reports that summarize the amount of evidence
supporting each pathway predicted to be present in the new PGDB and that list
the “pathway holes”—the enzymes missing from each predicted pathway.
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TABLE 1 The Number of MetaCyc Pathways Marked as
Occurring in Specified Species

Pathways Organism

173 E. coli
35 Salmonella typhimurium
31 H. sapiens
20 Sulfolobus solfataricus
18 B. subtilis
18 Soybean
17 Pseudomonas
15 Hm. influenzae
12 Mycoplasma capricolum
7 Pseudomonas putida
7 Mycoplasma pneumoniae
6 Ascomycotina
5 Rhizobiaceae
5 S. cerevisiae
4 Clostridium
4 Thauera aromatica
4 Pseudomonas aeruginosa
4 Thermotoga maritima
4 Thermotoga maritime
4 Rhodococcus
4 Klebsiella pneumoniae
3 Pseudomonadacea
3 Pseudomonas sp.
3 Neisseriaceae
3 Klebsiella aerogenes
3 Rattus norvegicus
3 Archaebacteria
3 Methanosarcina barkeri
3 Archaea
2 Pseudomonas aureofaciens
2 Brevibacterium
2 Arthrobacter globiformis
2 Oryctolagus cuniculus
2 Mammalia
2 Lactobacillaceae
2 Pseudomonas acidovorans
2 Pseudomonas putida ATCC 17453
2 Sphingomonas sp RW1
2 Azotobacter beijerinckii
2 Acinetobacter

(continued)
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TABLE 1 Continued

Pathways Organism

2 Comamonas testosteroni T-2
2 Aerobacter aerogenes
2 Methanosarcina thermophila
2 Methanogens
2 Synechocystis sp. strain PCC 6803
2 Sinorhizobium meliloti
2 Halobacterium salinarium
2 Thiobacillus ferrooxidans

PATHWAY/GENOME NAVIGATOR

The Navigator software provides a scientist with the ability to interrogate a PGDB
and visualize the results of a query in an intuitive, graphical fashion. It also
provides analysis operations, such as whole-metabolic-map comparisons across
multiple organisms. The Navigator functionality is available through both X-
windows and the World Wide Web (WWW).

The most advanced capability within the Navigator is its ability to generate
a diagram of the full metabolic network of the organism, called the Overview
Diagram (see Figure 2). The Overview is a device for visualizing global relation-
ships within the metabolic network of the organism. The user can employ an
extensive menu of query operations to interrogate the PGDB and visualize the
results on the Overview. Queries supported by the Overview include the fol-
lowing:

• Highlight all reaction steps shared with other organisms for which
PGDBs are available or unique to the current organism with respect to
other organisms

• Highlight all reaction steps for which the enzyme is activated or inhibited
by a specified metabolite or for which the enzyme is located in a specified
cellular compartment

• Highlight all reaction steps for which the reaction is used in multiple
metabolic pathways (in which case, knocking out that enzyme will knock
out multiple pathways), or highlight those reactions for which the cell
has multiple isozymes that catalyze the reaction

• Paint a protein-expression or gene-expression data set onto the Overview
by painting each reaction step in the diagram with a color that reflects
the expression level of the enzyme that catalyzes that reaction or of its
gene
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FIGURE 2 Metabolic Overview diagram forE. coli. In this diagrameach line denotes
a singlemetabolic or transport reaction, and each node denotes a singlemetabolite.
Metabolite shapes encode their chemical class; for example, triangles represent
amino acids and squares represent carbohydrates (see legend at top right).

• Highlight all reaction steps for which the enzymes catalyzing the reaction
are all controlled by a user-specified transcription factor

• Highlight specific entities in the diagram by name or substring search,
such as the name of a pathway, enzyme, or metabolite

The user can also select an entity within the Overview for closer inspection,
such as to display a given pathway, enzyme, or metabolite in a window of its
own. Each of the Navigator display windows for individual entities (such as a
pathway) allows the user to display other related entities by clicking on them.
For example, the Navigator pathway window displays all of the reactions, en-
zymes, and metabolites within a pathway, all of which are clickable.
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The user can alter the display of a metabolic pathway to show the same
pathway at multiple levels of detail, from a skeletal view of the pathway that
shows only the main substrates at the pathway ends and internal branch points
to a detailed view of the pathway that includes enzyme names, gene names, EC
numbers, and chemical structures for the substrates. The Navigator allows users
to retrieve metabolic pathways by name search, by substring search, and by query-
ing a pathway-classification system. For example, the classification system allows
users to retrieve all biosynthetic pathways or all pathways involved in amino acid
biosynthesis.

When a user clicks on a gene within a pathway display, a gene-display
window shows information about the gene such as its name and synonyms, the
name of the gene product, and chromosomal position in nucleotides. When the
gene is part of a known operon, the structure of the operon is drawn. Clicking
on the operon produces an operon-display window that provides references and
commentary about the promoter and the transcription-factor binding sites within
the operon.

The Navigator includes a chromosome browser that can depict both linear
and circular chromosomes and can produce multiple high-resolution views of a
user-selected chromosomal region. Semantic zooming adds new visual features
at higher levels of resolution, such as depicting the extents of coding regions and
the positions of promoters.

Clicking on the name of the gene product within a gene-display window
generates a display of the gene product. The exact style of the display that is
produced depends on the type of the gene product as follows:

• For enzymes, the display shows one or more chemical reactions catalyzed
by the enzyme and displays information about each reaction, including
the cofactors, activators, and inhibitors that modulate the activity of the
enzyme

• For transporters, the display provides a graphic depiction of the transport
activity, indicating its energy-coupling mechanism (e.g., ATP-driven
transport versus symport) and the transported substrate

• For transcription factors, the display depicts all of the operons that contain
a binding site for that transcription factor (the regulon of the transcription
factor)

PATHWAY TOOLS EDITORS

The accuracy of global genome analyses such as comparisons of the metabolic
networks of multiple organisms, and interpretation of expression data, depends
intimately on the accuracy of the genome annotation. In a typical microbial ge-
nome, 30–40% of the genes will have no predicted function. Of those genes that
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do have predicted functions, some number of those functional predictions will
be incorrect [Brenner estimates a 7% error rate [4]]. We postulate that another
source of errors in genome annotation is underannotation of multifunctional pro-
teins. Most complete genomes have few proteins that are annotated with more
than one predicted function, yet of the 607 enzymes in the EcoCyc DB, 100 are
multifunctional [5]. If this frequency of multifunctional proteins is representative
of the full genomes of other organisms, many protein functions are being missed
by genome analysis.

The point of this discussion is that the initial annotation of most genomes
is incomplete and error prone and that as more knowledge about the genome is
gained, it is important to update the PGDB to reflect the current state of knowledge
regarding the genome. A PGDB can serve as a vehicle for recording the current
best knowledge of the genome annotation and the rationale for the annotation
and can be used to disseminate that knowledge within an organization through
the WWW Navigator. The rationale for the genome annotation can be encoded
both through PGDB fields that indicate whether a given gene function was deter-
mined computationally or experimentally and through history notes within a gene
that allow users to record time-stamped, name-stamped comments describing why
annotations were changed.
The purpose of the Pathway/Genome Editors is to allow users to efficiently update
the genome and pathway annotations within a PGDB to reflect the evolving
understanding of the organism. The Editors are a collection of interactive forms
such as that shown in Figure 3. Each form is designed to support the editing of
one of the datatypes within a PGDB. The editing tools include the following:

• A pathway editor for creating new metabolic pathways and modifying
existing pathways

• A protein editor for creating and modifying enzyme and transporter de-
scriptions

• A gene editor for creating and modifying genes
• A compound editor for creating and modifying small molecules within
a PGDB

• A transcription-unit editor for creating and modifying descriptions of
transcription units and transcription factors

THE OCELOT OBJECT DATABASE SYSTEM

Data management services for the Pathway Tools are provided by an object-
oriented database system developed called Ocelot [6]. Ocelot combines the ex-
pressive power of the frame knowledge representation systems [7] developed
within the Artificial Intelligence (AI) community with the scalability, multiuser
access capabilities, and robust operation of relational database systems.
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FIGURE 3 The Pathway Tools enzyme editor.

The Ocelot data model structures all data as frames, which are of two types:
classes and instances. Class frames describe general classes of entities, such as
the class of all genes, or the class of all pathways. Instance frames describe
specific biological entities, such as a specific gene or pathway. The object data
model allows the complexities of biological data to be modeled far more com-
pactly than does the relational data model.

Ocelot databases (such as PGDBs) can be stored persistently in Oracle
databases and in disk files. The disk-file approach is advantageous for an organiza-
tion that does not wish to face the complexity of installing and managing Oracle.
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However, Oracle storage is required when multiple users want to be able to update
a PGDB simultaneously. The Oracle approach also allows faster incremental
saving of PGDB updates, in contrast to the disk-file approach, which requires
that a PGDB be saved in its entirety when it has undergone any change. The
performance of Ocelot has thus far been adequate for managing 10 PGDBs for
microbial genomes simultaneously on low-end Sun workstations such as the
Ultra-5.

DISCUSSION

The Pathway Tools will be particularly useful to organizations that are interested
in metabolic enzymes as a class of drug targets. Metabolic pathways provide the
energy and manufacturing plant of the cell. Compounds that interfere with those
processes will disrupt cell growth.

We advocate a two-phased approach to microbial drug design. Phase I is
the search for essential in vivo metabolic pathways: pathways whose function is
essential for microbial growth in the host. Phase II is the search for targets within
essential in vivo pathways.

This approach is advantageous for two reasons. First, by dividing the search
for targets into two phases, we drastically reduce the size of the target search
space. A strategy that simply considers each gene product as a potential target
faces a target space of thousands of genes. In contrast, the two-phased pathway
approach reduces the initial search to consider hundreds of essential pathways.
If we assume that 10–20 essential pathways are identified, and that each pathway
contains 10 gene products, Phase II will consider 100–200 proteins as targets. The
second advantage is that knowledge of pathway topology is extremely valuable in
Phase II. For example, targets that occur in multiple essential pathways are pre-
ferred over targets in a single essential pathway. Targets without multiple iso-
zymes are preferred over those with multiple isozymes. Targets that occur in a
location within the pathway that cannot be circumvented by another branch of
the pathway are preferred over targets in parallel branches. Targets that occupy
pathway holes (pathway steps whose enzymes have not yet been determined) are
preferred over identified enzymes because the enzyme that fills a pathway hole
(if it can be found within the genome) is unlikely to have been patented.

As well as providing global insights about the biochemistry of the organism,
the pathway-prediction process is a method for validating the genome annotation
produced through sequence analysis. Pathway holes indicate what gene functions
still remain to be identified within the genome, whereas singleton enzymes in
pathways indicate possible false-positive function predictions, since it is unlikely
that an organism would contain a single enzyme in the middle of a pathway.

The metabolic Overview diagram can be used to analyze gene-expression
and protein-expression data in a pathway context. For example, by using this tool
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to analyze gene-expression data from growth of a microorganism in the presence
of a lead compound, the Overview can be used to detect compensating pathways
that might become active under those conditions. The Overview can also be used
for comparative pathway analysis. A menu-driven query interface allows the user
to visualize reactions that are common to one specified set of organisms, but
absent from a second set, in order to identify targets present in a preferred group
of organisms.

SUMMARY

Pathway Tools is a powerful software package for operating on Pathway/Genome
Databases that provides a pathway framework for antimicrobial drug discovery.
The capabilities of the software include prediction of the metabolic network of
an organism in the form of a PGDB, publishing of the PGDB on a Web site,
comparative analysis operations and visualization of expression data in a pathway
context, and interactive curation of PGDBs.
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Genomic Strategies in Antibacterial
Drug Discovery

Christopher P. Gray and Wolfgang Keck
Morphochem AG, Basel, Switzerland

INTRODUCTION

As has been emphasized since the mid-1990s, there is a pressing need for new
classes of antimicrobial compounds to circumnavigate resistance problems. The
lifetime of second-generation drugs in the clinic is increasingly shorter. One
proposal is to seek novel targets for which it is to be assumed that the inhibitors
will also be novel. Alternatively, antibiotics that have never been used in the
clinic either because of toxicity problems or lack of information as to their mode
of action could be reinvestigated using the more advanced tools now at hand.

The quest for new targets has been indirectly facilitated by the human
genome project. The development of rapid sequencing techniques led to the com-
plete genomic sequences of free living organisms, first of the Haemophilus in-
fluenzae genome [1] and then to that of many more bacteria (available at: http://
www.tigr.org/tdb/ and http://www.sanger.ac.uk/Projects/Microbes/). This has en-
abled a comparison of genomes that has in turn allowed the identification of
conserved genes. In a first analysis, these conserved genes are considered to be
essential for the growth and/or spread of bacteria in general. These analyses not
only compare the sequence conservation of the genes but also the phylogenetic
conservation, including gene order and the presumed habitat of the organisms.
Such comparisons, now termed comparative genomics, have also addressed the
metabolic abilities of bacteria sometimes even predicting the total metabolic ca-
pacity. One of the first comparative analyses [2] predicted that H. influenzae is
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best suited for anaerobic growth, whereas in vitro the bacteria grow faster and
to higher densities under aerobic conditions. This difference between the in silico
analysis and real life is presumably due to the incompleteness of our knowledge
as to the nonannotated genes and the regulation of expression. With no further
information as to when and where genes are expressed these predictions can only
remain hypotheses. That said, it has, however, been possible to identify genes
that fulfill specific requirements for individual pathogens, thereby defining new
virulence genes.

With the many genome sequences available, comparative genomics is also
addressing the problems of the functional annotation for gene products encoded by
novel coding sequences (CDSs) using the information gleaned from the molecular
architecture of the genes and domain structure revealed by X-ray crystallography.
Functional annotation is not only a problem for the gene products encoded by
novel CDSs but is also required for many earlier database submissions. Either
the entry only reflected the researchers’ direct interests or had no specific meaning
as to function. An example of the latter can be found in an Escherichia coli
protein annotated in the SwissProt database as “a histone like protein” (hlpA),
“an outer membrane protein” (ompH) or “a seventeen kilodalton protein” (skp).
Only the first of these annotations provides any information as to a possible
function. The last annotation not only provides no information as to function but
also could, in fact, be misleading as the H. influenzae homolog is �21 kDa.

Generally annotation of the genome sequence databases was performed
only at the time of publication. Apart from the genomes of bacteria that are
considered to be of commercial value the newer findings for gene products of
several bacteria can be accessed in the curated public database (available at:
http://www.pasteur.fr/externe). For E. coli several websites (e.g., http://web.bha-
m.ac.uk/bcm4ght6/genome.html) are regularly updated but for other bacteria the
data must be sifted from the literature.

As yet, the information gained from the genomes has not, to our knowledge,
initiated any programs for drug discovery directed at gene products that were
previously unknown, i.e., “conserved hypothetical proteins.” The rationale for
this is clear; the development of an assay for a protein for which the function is
unknown is impracticable. The genomics initiative has, however, been instrumen-
tal in the validation of enzymes and biosynthetic pathways that have until now
been largely ignored. An example of this is fatty acid biosynthesis. Although
inhibitors such as thiolactomycin, cerulenin, triclosan, and diazaborines have been
known for many years, it is only recently that the targets for these antibiotics have
been identified. The identification of the genes encoding the enzymes required for
fatty acid biosynthesis in the different bacteria has led to an understanding of the
antibacterial activity of these inhibitors and also to the validation of the pathway
as a target. Another area where genomics is making an impact on target selection
is in the clustering of targets according to their potential catalytic mechanisms
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or substrate similarity. These properties can be inferred by examining the domain
homologies between all the CDSs of a genome.

The science of comparative analysis is relatively young but programs are
continuously being developed which, together with the technologies for analyzing
expression, will accelerate the process. It is only a matter of time before the
functions of nonannotated gene products, identified as essential in pathogenesis,
are elucidated and take their place as targets for antimicrobial research.

The development of antibiotics has passed through several phases. After
Fleming’s discovery of penicillin microorganisms were screened in whole-cell
assays for the production of active agents. If found, all that was required was to
determine the antibacterial spectrum, stability, toxicity, and the best formulation.
The structure of such natural products was, with time, elucidated, which some-
times allowed the chemist to modify the product to enhance some desired prop-
erty. In most cases, even where possible, this modification has proven to be
difficult due to the structural complexity of the starting compound.

The screening of natural products is a slow process often resulting in the
“rediscovery” of the same product from phylogenetically different organisms.
Other problems associated with screening natural products from micro-organisms
are the culture conditions for the biosynthesis of the desired products and the
limited proportion of available organisms that can be cultured. There is still a
bias to grow cultures containing a single strain, a situation seldom found in nature
and most certainly a major factor in our lack of success in realizing the full
potential of natural products.

Since the observation that the dyestuff Prontosil rubrum is metabolized in
the liver to produce the antibiotic sulfanilamide, natural product screening has
been, at first, supplemented with and then largely superseded by the screening
of chemical libraries. With more information as to which processes are essential
for bacteria the whole-cell assay has been replaced with the enzyme assay, the
emphasis always moving toward a better understanding of the structure of the
enzyme/ligand complex. Although there have been successes, the screening of
large chemical libraries cannot be considered as a cost-effective exercise, even
with the trend to high-throughput screening. Very few “hits” are identified in
these libraries mainly because they are the result of directed synthesis for defined
projects and lack diversity. Paradoxically this lack of diversity has led to a renais-
sance in attempts to screen natural products.

Combinatorial chemistry, producing millions of new compounds, was also
introduced to overcome the lack of diversity in standard libraries but was soon
found to be impracticable in that the resynthesis and isolation of “hits” did not
result in the desired activity. In many cases it was suspected that the activity was
the result of undefined impurities that could not be reproduced in the resynthesis.

More recently there have been attempts to rationally design inhibitors.
These attempts have met with only partial success because, although the inhibitor
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may be improved as to its in vitro activity, the modifications required are not
always compatible with properties such as solubility, lack of serum absorption,
and so on. Using a combination of computer-selected “needles” and multicompo-
nent reactions (MCR) we are now able to combine rational design and diversity.
Multicomponent reaction is the name given to a form of combinatorial chemistry
first described in 1838 in which a mixture of diverse derivatives of two to five
precursor classes will react sequentially to give defined classes of end products
[3]. Starting with the crystal structure of the target or, where possible, the target/
ligand complex, a computer program that has been developed in-house suggests
lead compounds by virtually docking compounds from chemical databases. In a
second step the program proposes a series of reactions that can be carried out
through MCR to build diversity around the lead compounds. This allows the
introduction of diversity at any position in the lead molecule. Using the appropri-
ate assays to analyze the efficiency of the desired property and X-ray crystallogra-
phy to determine the structure of the target/product complexes, the products are
assessed and the results fed back into the program that then refines the next set
of MCR. This process of introducing diversity and feedback loops accelerates
the development of a lead molecule to a drug candidate for clinical evaluation.

TARGET IDENTIFICATION

The identification of the target molecule of an antibiotic is nowadays a prerequi-
site for the development of a drug. Where possible the chemist and in particular
themedicinal chemist try to design their compounds with reference to the structure
of the target or, better still, the target/ligand complex.

The determination of the mode of action of an antibiotic is also of interest
as an understanding of the interaction of the drug and its molecular target could
generate new hypotheses as to how to improve or synthesise entirely novel inhibi-
tors. It should be further noted that any well-characterized inhibitor of a cellular
process is a useful tool to enhance our knowledge of biochemistry that in the
long term will lead to new unexplored targets for antimicrobials.

Over the years various methods of studying inhibitors and inhibitor/cell
interactions have been used to identify or verify targets at the molecular level.
For simple structures the chemical class of an inhibitor can act as a preliminary
indication as to its target or target pathway. Analogies of the structure to metabolic
intermediates, cofactors, nutrients, and so on, may quickly lead to hypotheses as
to possible classes of target but mostly it is only in retrospect that the significance
of the analogy is appreciated. In the case of puromycin, the similarity to the
aminoacyl terminus of tRNA was a major determinant in understanding the action
of this antibiotic. Another example whereby analogy contributed to the identifica-
tion of the target pathway was when the similarity of the sulfonamides to p-
aminobenzoic acid, a metabolite in the biosynthesis of folic acid, was noticed.
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With the elucidation of the folate biosynthetic pathway, dihydropteroate synthase
could be recognized as the target enzyme, although even today we do not fully
understand the mechanism of inhibition.

Observing the physiological state of cells exposed to the inhibitor also
provides information as to the mode of action. Clearly lysis indicates a perturba-
tion of the cell wall directing attention to cell-wall constituents and their biosyn-
thetic pathways. Cessation of growth can be analyzed as to whether it is reversible
upon removal of the antibiotic or the addition of various supplements (bacterio-
static vs. bactericidal).

Biochemical analysis of cellular constituents such as nucleotide levels, the
kinetics of nutrient uptake, or the kinetics of macromolecular biosynthesis is also
useful in generally discerning the possible pathways that could be affected. At a
more advanced stage, in vitro assays probing suspected biochemical systems can
be analyzed. However, these may prove negative when metabolism of the drug
is necessary for the interaction or when the target is part of a complex that is
disrupted upon purification.

With the advent of total expression analysis we have the possibility of
rapidly examining the changes effected upon the cell by an inhibitor. Facing a
variety of growth conditions (e.g., starvation, heat, anaerobiosis, and toxins),
cells have developed highly elaborate regulatory networks to adapt to different
environments, temperatures, nutrients, and so on. Many of these adaptive re-
sponses take place at the level of gene expression. Thus, the gene expression
pattern reflects the underlying growth condition. Inhibition of a particular function
with an antibiotic is comparable to exposure to a toxin and the cell’s response
will also be reflected in the gene expression pattern. The response often has more
than one component but will always include a specific response which results
from the cell’s direct attempt to overcome the inhibition. Although the mode of
action of many antibacterials has been described in some detail the study of their
effects on the delicate networks of metabolism, gene regulation, cell cycle, and
so on, is still in its infancy. However, with experience, an interpretation of these
changes will lead to a rapid determination of the target pathway and, with further
experimentation, validation of the target molecule itself. Two approaches relying
on the analysis of the response of bacteria after exposure to the inhibitor are
presently being employed. Either the change in the expression pattern in response
to the inhibitor is compared to a database of responses or an hypothesis is proposed
based on the changes observed in the gene expression/protein synthesis/metabo-
lites involved in particular cellular processes. The first approach is the easiest
but requires a response pattern for an antibiotic that is disrupting the same cellular
process. Even when such a response pattern does exist, the new compound does
not necessarily elicit a response pattern that can be identified as such. This also
applies to compounds derived from chemical programs directed at a defined
target. Difficulties that arise in this comparison approach involve the concentra-
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tion level of inhibitor and the time point after addition of the inhibitor at which
the cells should be analyzed. We have tried to standardize this by using a concen-
tration of inhibitor that reduces the growth rate by a factor of 2 and to perform
a kinetic study. This approach was reasonably successful for analyzing the pro-
teome but often resulted in changes that were too subtle when analyzing expres-
sion patterns. In an experiment performed as above, comparing the responses of
three newly developed dipyrimidines with good in vitro activity against dihydro-
folate reductase to the response pattern of trimethoprim (TMP), only one of the
new compounds resulted in a response pattern that had any similarities to that
of TMP. The responses elicited by the other two inhibitors cannot be interpreted
at this stage and would require analysis at many concentrations and times after
addition of the inhibitors. We have also noted that many of the classical antibiotics
for which the target has been described produce phenotypes at the mRNA and
protein level which indicate that they, in fact, inhibit more than one cellular
process. It is a philosophical argument as to whether this serendipitous situation
is advantageous. The major consideration with such findings, using new com-
pounds, is the potential that these secondary affects will prove to be toxic to the
eukaryotic cell, thereby eliminating there usefulness at a later and therefore more
expensive stage of the drug discovery process.

Although, as already mentioned, there are no drug discovery programs
involving gene products derived from CDSs of unknown function, there are still
good reasons to identify new targets. Resistance development is not the only
reason that antibiotics sometimes fail to clear infections. Targets are usually
described as being essential proteins but the term essential must be qualified to
“essential for a particular physiological state of the cell.” Bacteria can and do
change their complete metabolic processes to suit their environment. This can
lead to the cell entering a phase where it does not actively grow, thereby rendering
genes normally essential for growth nonessential. In such a state antibiotics that
inhibit cell wall biosynthesis (e.g., the penicillins), DNA replication (e.g., the
quinolones), or even protein synthesis (e.g., many of the macrolides) become
ineffective. Infections that do not respond to antibiotic treatment are most com-
monly found for bacteria that live intracellularly (e.g., Chlamydia sp.) or form
biofilms (e.g., Staphylococcus aureus) but can also occur when the infectious
agent grows planktonically (e.g., Streptococcus pneumoniae). At present we know
very little about how and why the cells enter this state and what is necessary to
maintain it.

The best studied systems, because of their amenability to experimentation,
are biofilms. It would appear that bacteria in most ecosystems prefer to live in
biofilms associated with surfaces [4]. Biofilms cause chronic infections account-
ing for approximately 65% of human infections, for example, lung infections in
cystic fibrosis patients, prostate infections, and endocarditis. Microbes in biofilms
exist in layers that adhere to a surface and are protected from the cells of the
immune system. The resistance of bacteria within biofilms to antibiotics would
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not, as previously thought, appear to be a problem of penetration but rather, as
mentioned above, a reprogramming of gene expression [5]. Experimentally it was
shown that bacteria in the center of the biofilm are less susceptible than bacteria
growing on the outside because they enter an anaerobic state, which spurs them
to downshift and stop growing. Access to the genomic sequence of E. coli has
allowed the identification of many genes in a study using random insertion muta-
genesis, with a promoterless lacZ Mu phage construct, to assess changes in gene
expression in biofilm cells versus planktonic cells [6]. Again using the genomic
sequence, in this case, from S. aureus, microrepresentational-difference analysis
(micro-RDA) could be employed to identify genes that are typically expressed
in biofilms [7]. The results from these studies, plus many others that do not
address the whole genome, all point to the cells responding to a signaling process
known as quorum sensing [8]. Due to species specificity, quorum sensing itself
as a target process will most likely only lead to narrow-spectrum antibiotics. The
analysis of the expression patterns of the cells in biofilms from many different
species may, however, result in antibiotic targets with broader spectra.

At the time of this writing, there have been few attempts to apply genomic
technologies to the analysis of the expression in bacteria in which the persistence
is either intracellular or planktonic. Both states require in vivo models and this
limits which technologies are practical. One of the few publications that does
attempt a more “global” approach [9] used signature tagging, identifying a gene
in Brucella abortus that is homologous to a gene already known from Mycobacte-
rium tuberculosis to be essential for persistence. This suggests that some mecha-
nisms for long-term persistence may be shared among chronic intracellular patho-
gens.

TRANSCRIPTOME OR PROTEOME: DIFFERENT VIEWS
OF COMPLEXITY

Using the technologies that have evolved with the genome initiatives it is now
possible to quantify all the transcripts or hundreds to thousands of the proteins
present in the cell at any particular time point. The question arises as to which
technologies are appropriate for the analysis of bacterial responses. Although the
total phenotype of a cell is determined by the proteome it is easier to analyze
the transcriptome. However, it must be realized that due to posttranslational modi-
fications, changes at the protein level are not necessarily reflected by changes at
the RNA level. Another consideration when analyzing the responses of the cell
via the expression pattern is the half-life of the different mRNAs that will be
dependent on the individual sequences together with the RNA degrading com-
plexes present at any particular time. The regulation of the type and number of
these degrading complexes must also be considered as a target of what we term
“the secondary effects” of an antibiotic.
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At present, it is only possible to quantify the amount of a particular mRNA
as a fraction of the total mRNAs. If a particular mRNA in the induced state is
degraded as fast as it is transcribed and translated, then the level of this message
will not change as a fraction of the total. This scenario is of course an extreme
situation but is mentioned to illustrate that the level of mRNA measured is not
necessarily reflecting the level of transcription. Concrete examples of this phe-
nomenon have been encountered in the differences between measuring proteins
as a fraction of the total compared to what is actually being translated within a
short time frame. This is demonstrated in Figure 1, which is taken from a series
of experiments studying the responses of H. influenzae to TMP. As can be seen
the changes in the levels of expression measured as a fraction of the total protein
present in the cells are not as dynamic as when the de novo changes are measured.
This figure also illustrates the additional information that can be obtained from
studying the proteome in that the two forms of the protein, presumably the result
of posttranslational modifications, do not always change to the same extent or
even in the same direction. In these five examples only 2 spots could be identified
as representing the proteins; however, some proteins were represented by at least

FIGURE 1 Dynamics of expression. The ratios for the changes in the intensity of
five different H. influenzae proteins after the cells had been treated for 30 min with
trimethoprim are shown. For each protein, two spots (sp. 1 and sp. 2) could
be identified in the 2D-PAG image (see text). Cells were labeled either contin-
uously ( ) or during 3-min pulsing ( ) with [35S]methionine.
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5 spots. The phenomenon of a gene product being represented by more than one
spot in � two-dimensional polyacrylamide gel (2D-PAG) is often encountered
and in the case of eukaryotes it has been demonstrated that many gene products
are represented by up to 10 spots [10]. The characterization of the various forms
of the proteins represented by the different spots will add yet another layer of
complexity to the analysis of expression.

Many methodologies have been developed to analyze the changes in the
levels of mRNAs induced by external stimuli. Each method has its perceived
advantages and disadvantages but very few groups have published direct compari-
sons between more than two methodologies. It has, however, been noted that
there are differences in the relative values obtained using different methodologies
for the detection of the RNA. We have experienced this with values observed
for several genes analyzed by either the AffyMetrix Chip or by Northern method-
ologies. In the best-studied example Northern analysis resulted in values that
were comparable to those determined from the proteomics data. It would be
preferable to be able to measure the synthesis and degradation of both the mRNAs
and the proteins, but as mentioned for the former this is not yet possible and for
the latter we can only measure a subset.

For many years a major distinction cited between eukaryotic and prokary-
otic mRNAwas the polyadenylation of the former. We now know that prokaryotic
RNAs can also be polyadenylated but to amuch lesser extent and that this polyade-
nylation is a signal for degradation. Whether all, or only subsets, of RNAs are
flagged in this manner is, at present, unknown. However, an analysis of these
polyadenylated RNAs could open a window into the dynamics of RNA turnover.

MODEL ORGANISMS

The two most extensively studied bacterial species are undoubtedly E. coli, as a
gram-negative, and Bacillus subtilis, as a gram-positive. The genomic sequences
of these two organisms were, however, unavailable when we initiated our micro-
bial genomics program. The first free-living organism for which the entire genetic
information became available was Haemophilus influenzae [1], which is a small,
nonmotile, gram-negative bacterium. Its only natural host is the human, where
it is found as part of the normal commensal flora of respiratory and genitourinary
tracts [11]. Infection is caused by invasion of the blood stream and spread from
the respiratory tract, with strains of capsular type B being the most invasive.
Although the introduction of vaccines based on type B capsular antigen has greatly
diminished the incidence of pediatric otitis media [11], H. influenzae infections
are still relatively common in children. Its importance as a pathogen, its relatively
high susceptibility to antibiotics, and its amenability to genetic manipulation make
H. influenzae an attractive model organism.
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As a representative of Gram-positive bacteria, we chose another important
human pathogen, Streptococcus pneumonia, which causes invasive infections
such as sepsis, meningitis, and pneumonia [12]. As with H. influenza, S. pneumo-
nia has a relatively small genome and is susceptible to antibiotics and amenable
to genetic manipulation. In a collaboration between Hoffmann-La Roche and
Human Genome Sciences/TIGR, approximately 95% of the genomic sequence
of the strain R6, a laboratory strain, was determined and posted on the TIGR
database in 1997 to become one of the first publicly available Gram-positive
genomes.

RESPONSE PROFILING IN PRACTICE

We have used H. influenzae in a number of studies examining protein synthesis,
expression or both protein synthesis and expression in response to different antibi-
otics.

In one series of experiments [13] we used 2D-PAGE alone to analyze the
effects of a transcriptional inhibitor (rifampicin) and several translational inhibi-
tors (chloramphenicol, erythromycin, fusidic acid, puromycin, and tetracycline),
including representatives of the aminoglycosides (kanamycin and streptomycin).
Streptomycin was also chosen because of its particular characteristics with respect
to mode of action and resistance development [14]. Data extracted from the
literature proposes the following mechanisms of inhibition: Chloramphenicol pre-
vents the peptidyltransferase reaction [15], erythromycin is believed to act by
blocking the translocation of peptidyl-tRNA from the A to the P site [16], fusidic
acid inhibits the same step by binding to elongation factor G [17], and tetracycline
prevents binding of aminoacyl-tRNAmainly to the A site [18]. Finally, puromycin
is an aminoacyl-adenosine analog and leads to premature chain termination [16].
A protein map of H. influenzae, accounting for more than 500 unique proteins
[19,20], facilitated this study.

The responses to the arrest of protein synthesis, either through inhibition
of different stages of the protein synthetic process itself or through inhibition of
the synthesis of mRNA, were compared to evaluate whether the response patterns
are indicative of the different modes of inhibition. It could be shown that the
induction of the synthesis of components of the transcriptional and translational
machinery is a characteristic common to all transcriptional and translational inhib-
itors included in the study with the exception of the aminoglycosides. The relative
rate of synthesis of these proteins, therefore, potentially provides a diagnostic
tool for the inhibition of transcription or translation. The failure to detect this
response in cells treated with aminoglycosides is most likely due to their action
against multiple targets [14]. However, using a simple comparison program, it
was possible to show that responses to aminoglycosides were more similar to
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the transcriptional/translational inhibitors than to antibiotics acting upon targets
involved in different cellular processes.

In a second study, responses to inhibitors of DNA gyrase were examined
using both the proteomic and transcriptomic approaches. The goals of this study
were threefold. As well as investigating the responses of the two classes of antibi-
otics, we wished to cross-validate the two technologies, transcriptomics and pro-
teomics, evaluating to what extent the combined use of the two technologies
could enhance the power of expression analysis.

DNA gyrase (E.C. 5.99.1.3.), a prokaryotic topoisomerase II enzyme essen-
tial for viability, consists of two subunits, A and B, the active enzyme being an
A2B2 tetrameric complex (for review see 21). The enzyme has no direct mamma-
lian counterpart and is the only enzyme known to be able to introduce negative
supercoils into DNA by using the energy derived from ATP hydrolysis. A key
step in this supercoiling reaction is the DNA gyrase-mediated cleavage of DNA.
It has been shown that a class of inhibitors binding to subunit A, the quinolones
and the pyrimido[1,6-�]benzimidazoles, interrupt the cleavage and resealing
cycle at the cleavage step [22,23]. This is effected through the formation of a
stable ternary complex consisting of the enzyme, DNA, and the inhibitor and
results in DNA damage, which in turn blocks replication and transcription (for
review see 24). As a consequence, the expression of DNA repair systems, mainly
the SOS system, is induced [25]. It has also been noted that, depending on the
bacterial species and on the quinolone, preferential inhibition of topoisomerase
IV can be observed [26,27,28]. In vivo, quinolones also have additional effects
that go beyond the inhibition of topoisomerases.

A second class of DNA gyrase inhibitors, the cyclothialidines and the cou-
marins, bind to the ATP binding site located in the subunit B, thereby inhibiting
the supercoiling activity of the enzyme but leaving the DNA otherwise intact
[29].

Although these inhibitors are not per se bactericidal, by inhibiting the activ-
ity of DNA gyrase they indirectly influence supercoiling. The initiation of tran-
scription of many genes is sensitive to DNA supercoiling, often exhibiting an
optimum with respect to the degree of supercoiling [30]. As expected, this differ-
ence in the mode of action was reflected in the expression patterns resulting from
the cells’ responses to the two inhibitors.

At low concentrations of the quinolone ciprofloxacin, only a few genes
were altered in their level of expression. Most of these genes are annotated as
belonging to DNA repair processes and include genes involved in SOS repair
(recA, uvrA, and lexA) as expected. At higher concentrations of ciprofloxacin, the
level of expression changed for many genes, most probably indicating secondary
affects. It was of interest that the expression level of the gene parC was not
drastically changed which would indicate that topoisomerase IV in H. influenzae



66 Gray and Keck

is not a target for this quinolone. This is in contradiction to the findings that
mutations in parC confer resistance to ciprofloxacin [31,32].

At low concentrations of the coumarin novobiocin (1X MIC), only a few
genes were altered in respect to their level of expression. Most significantly,
these included DNA gyrase (subunit B) and topoisomerase I, a result that can be
interpreted as the cells’ attempts to compensate for the enzyme inhibition and to
maintain optimal supercoiling. At higher concentrations (10X MIC), approxi-
mately 37% of the genome showed, at least at one time point, increased or de-
creased expression rates. These presumably secondary affects were considered
to be nonspecific inhibitory activity of ATPases that have similar binding sites
to the gyrase.

Not surprisingly, the sensitivity and reproducibility of this analysis was
better using the oligonucleotide chip technology than that obtained using proteo-
mics. The changes in the values measured for transcripts were within three orders
of magnitude, whereas those measured for proteins varied within five orders of
magnitude. However, although the changes were qualitatively similar, there were
quantitative differences in the responses detected by protein quantification com-
pared to those detected by mRNA quantification. This highlights the importance
of combining both technologies to obtain information as to the level (transcrip-
tional or translational) at which the regulatory mechanisms act. Moreover, post-
translational modifications constitute an important additional level of regulation
and can only be studied by proteome investigations. The detection of proteins
present as multiple spots underscores this point (see above).

Finally it could be concluded from this set of experiments that, as expected,
lower concentrations of inhibitor result in a more specific response. The concen-
tration of inhibitor used to achieve specificity will depend on what levels of
change in the specific signal can be measured compared to the changes in the
nonspecific signals. An example has already been mentioned above for inhibitors
of DHFR. In that case, even at what were considered to be low concentrations,
the changes in the specific signals were minor compared to those in the secondary/
nonspecific signals. Clearly, a wide range of concentrations will have to be ana-
lyzed for every inhibitor.

Whereas creating a database of responses to antibiotics that are commer-
cially available can be carried out using large culture volumes, miniaturization
is required for analyzing the compounds produced by MCR chemistry. Miniaturi-
zation of the cultures obviously results in a miniaturization of the amount of
RNA that can be recovered and the labeling process therefore requires an amplifi-
cation step. The major concern with the amplification of cDNA is related to PCR.
There is a real risk of biasing the results by the specific amplification of fragments.
Recently methods have been developed in the analysis of tumor samples that use
a combination of PCR and in vitro transcription for the specific amplification of
mRNA [33]. It was demonstrated that, using such combinations, it is possible
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to amplify without introducing a bias. We are applying an adaptation of this
methodology to amplify labeled cRNA from bacterial total RNA.

ALTERNATIVE OR COMPLEMENTARY TECHNOLOGIES TO
TRANSCRIPTOMICS

Resistance to an antibiotic can result from the overexpression of the target gene.
A relatively common example of this form of resistance, observed in clinical
isolates, is the overexpression of the DHFR gene in response to treatment with
trimethoprim. Either the expression is upregulated by mutations of the promoter
region [34] or the gene is located on a multicopy plasmid [35]. This principle
has been exploited to isolate the DHFR gene from various organisms [36]. A
second example whereby the principle of overexpression has been utilized to
isolate the target gene of an antibiotic is for thiolactomycin [37].

In experiments to investigate the usefulness of this principle for isolating
the resistance genes (which could include the target gene itself) a library of
E. coli fragments cloned into pUC were plated out on agar containing well-
characterized antibiotics at concentrations slightly higher than their relevant MIC.
The plasmid inserts from clones able to grow on these plates were sequenced
and in four cases the target gene was indeed included among the sequences. An
analysis of the sequences, however, demonstrated the limitations of this approach
in that the target gene could be represented in only a small fraction on the clones
or sometimes not at all. This can easily be explained for antibiotics for which
the target is a protein complex involving genes with different loci as for example
in the case of quinolones and DNA gyrase but the explanation is not always so
clear. This clonal approach involves the sequencing of many fragments to obtain
a statistically reliable result and does not take the fitness of the bacteria into
account. We are adapting this methodology to culture, analyzing inserts that
convey an advantage to the cell using E. coli oligonucleotide arrays.

The ability of cells to survive in sub MIC levels of antibiotics is dependent
not only on the expression of the target gene or resistance mechanism but also
on the changes in the expression of other genes. Some of these genes, although
nonessential under normal growth conditions, become essential when the cell is
challenged with the antibiotic. In order to identify these genes we are analyzing
libraries in which genes have been disrupted by random transposition. The disap-
pearance of cells containing a disruption in a particular gene indicates the require-
ment for that gene for growth in the antibiotic. Knowledge of these genes also
provides pointers as to the mechanism of the antibiotic.

CONCLUDING REMARKS

For many years, few investigators considered the prokaryotic cell as more than
a convenient sack containing genes and gene products. This perception was re-
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flected in numerous studies where genes were investigated as individual entities.
Various approaches using cloning, chemical/UV-induced mutation, transposition,
or antibiotics all sought a clean phenotype that was then considered to be the result
of the change in the expression of a single gene. This philosophy is particularly
entrenched in the textbook explanations of antibacterial activity. A more detailed
study, however, often reveals secondary targets that are important for the efficacy
of a particular drug. Using the technologies that have been developed since the late
1990s we can now put genes back into context and examine the true complexity of
cellular processes and the disruption of such.

As with the genes, bacterial species have, until now, been mostly studied
in isolation and under optimal growth conditions. A single species is seldom the
case in many indications, where even an out-growing pathogen is but one of many
species at the site of infection [a recognized problem for bacterial diagnostics [38].
Bacteria are opportunistic, utilizing any nutrients or beneficial factors, including
genetic information [39], in the environment in which they find themselves. Their
environment also determines their physiological state, which is unlikely to be
comparable to that achieved by growth in vitro. The interactions between species
and their relative physiological states are areas of research that can now be ex-
plored, perhaps leading to antibacterial research focused more toward indications
rather than species.
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INTRODUCTION

Before the advent of antibiotics, mortality due to bacterial infections was a major
cause of death worldwide [1]. While infectious diseases still play a role in global
health issues, the discovery of antibiotics had a revolutionary impact on the prac-
tice of medicine, as infectious diseases were now treated on an almost routine
basis. The introduction of penicillin was followed by the rapid discovery of several
new structural classes of antibiotics in the 1940s and 1950s. Even tuberculosis,
the dramatic AIDS-like illness of its day, in which young people succumbed after
lingering courses, came under the control of chemotherapy in the late 1940s.
These “miracle” compounds, most of which were natural products isolated from
soil microbes, were identified by straightforward bacterial growth inhibition
screens [2]. Antibiotic resistance was initially a laboratory tool used as a conven-
ient phenotypic marker [3]. Isolated cases of clinical resistance failed to raise
major alarms. The discovery of transmissible resistance extrachromosomal ele-
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ments in the 1950s and 1960s was the beginning of the recognition of serious
resistance problems. Today, the resistance problem has grown to encompass vir-
tually all the serious pathogens and classes of antimicrobial compounds [4]. Drug-
resistant tuberculosis is becoming a widespread issue of serious concern [5].
Attempts to control resistance by cycling the use of antibiotic classes in the clinic
has met with mixed success, due to both prescribing practices and the persistence
of resistance genes in the absence of drug selection [5,6]. Almost in parallel to
the rise in antibiotic resistance in the 1960s, efforts by the pharmaceutical industry
to identify novel classes of antimicrobial agents declined. Only within the past
2 decades has there been the recognition of the increasingly serious nature of
resistance [8,9]. The consensus has emerged that as part of an overall strategy
to control resistant pathogens, novel antibiotic classes will be an essential part
of the solution [10].

Since the 1950s, significant modifications have been made to most classes
of antibiotics to increase spectrum and potency and limit their vulnerability to
resistance mechanisms. Yet the resistance problems that defeated earlier versions
of these compounds are now overtaking the newer members of existing classes.
The problems, for example, with increasing quinolone resistance levels and novel
types of �-lactamase variants that hydrolyze the newer penicillin and cephalospo-
rin derivatives, are well documented [11–13]. In parallel with efforts to modify
existing antibiotics, there was a renewed search for novel antimicrobials. This
search has yielded to date only one fundamentally new class of antibiotics, the
oxazolidinones, introduced into the clinic in the past 30 years [14]. The formulas
for success that unearthed multiple new antibiotic classes in the middle of the
last century do not appear to be yielding additional compounds. Clearly, a new
approach to discovery is needed. If we accept that, given current trends, drug
resistance will continue to erode the utility of existing compound classes, then
it becomes clear that innovative strategies are necessary to discover novel antimi-
crobials and maintain our ability to control serious infections.

The existing structural classes of antibiotics with utility are relatively few
and target a small subset of essential bacterial processes [11]. While it can be
argued that not every essential function in bacteria is an ideal antimicrobial target,
it is clear that identifying the sum total of essential bacterial gene products has
the potential to lead to the identification of novel inhibitors of a subset of these
reactions. These would in turn expand the number of available antimicrobial
classes. It might be argued that if inhibitors of these targets existed, they should
have been identified in whole-cell screens in the past, where in essence a mi-
crobe’s entire set of essential functions are screened. This presumes, however,
that such inhibitors are made as natural products in concentrations sufficient to
be detected in such screens or that potent inhibitors of one or more of these
functions have been synthesized in the laboratory by chemists.With the identifica-
tion and availability of essential gene products through the use of microbial geno-
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mics, it will be possible to establish novel in vitro and in vivo screens of increased
sensitivity to detect inhibitors. It will also be possible to perform detailed struc-
tural analyses on purified forms of the targets (protein or otherwise), with the
goal of computer-aided design of specific functional inhibitors. These novel tar-
gets may also be inhibited by members of the array of new compounds that are
generated by combinatorial chemistry. In the course of this review, some of the
strategies to identify novel targets for drug development among the newly avail-
able microbial genome-based information will be highlighted.

ANTIBIOTIC RESISTANCE

The driving force behind the renewal of interest in antibacterial programs is
unquestionably the recognition of the serious and growing bacterial resistance
problem. In recent years, there has been a growing appreciation that serious
pathogens have acquired a range of resistancemechanisms. For years, the dissemi-
nation of R plasmids with multiple resistance determinants was a widespread
and well-known phenomenon [15,16]. However, many surprising and unexpected
developments in resistance mechanisms were also uncovered. One example is
the development of non-�-lactamase forms of penicillin resistance arising from
mosaic genes in the penicillin binding proteins (PBPs), the targets of �-lactam
antibiotics, that result from exchange of gene segments via transformation in
streptococci and Neisseria spp. [17]. These novel recombinant genes resulted in
variant forms of PBPs, which had reduced affinities for drug and yet retained
their essential function in cell-wall synthesis. Along similar lines, methicillin-
resistant Staphylococcus aureus (MRSA) were found to have acquired an addi-
tional PBP that had very low affinity for key �-lactam compounds and could
substitute for the native staphylococcal PBPs in wall synthesis [18]. This new
PBP, not present in antibiotic sensitive staphylococci, was encoded by part of a
larger genetic element only found in MRSA strains. As mentioned previously, the
evolution of variant �-lactamase enzymes, the extended spectrum �-lactamases
(ESBLs), has been driven by the introduction of newer �-lactam antibiotics specif-
ically designed to be resistant to hydrolysis by known members of this enzyme
class [19].

Another unexpected resistance development was the high-level vancomycin
resistance gene system in Enterococci spp. Prior to this, it was believed that
vancomycin, the drug of last resort for certain serious infections, was by its
mechanism of action immune to resistance problems. The drug acts by binding
to the terminal D-alanyl-D-alanine of the peptidoglycan structural precursor and
inhibiting cell-wall assembly. It is clear that this transposon-borne set of resistance
genes remodels the bacterial peptidoglycan to remove the vancomycin target of
D-alanyl-D-alanine, replacing it with D-alanyl-D-lactate [20,21]. The vancomycin
resistance system includes a two-component regulatory system that, in an as yet
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undetermined way, senses the presence of the antibiotic and turns on expression
of the vancomycin resistance genes.

Successful efforts to improve the potency of the fluoroquinolone class has
resulted in the selection of increased numbers of clinical strains which have one
or more point mutations in the protein subunits of the two targets of this class,
DNA gyrase and topoisomerase IV. These mutations are most often at key amino
acid residues that apparently interact with the drugs, termed the quinolone resis-
tance determining regions. The mutations reduce the drug affinity for the target
protein–DNA complex [12].

Another mechanism that reduces susceptibility to a broad range of antimi-
crobials is active efflux. This consists of several structurally distinct classes of
both narrow and broad specificity efflux pumps. These act to actively pump
antibiotics out of cells and thereby reduce the intracellular concentration of antibi-
otic, resulting in resistance. The discovery of these pumps and their regulation
was yet another indication of microbial versatility under stress [22].

Is there a “price” of resistance in terms of reducing the fitness of the microbe
expressing resistance? There is evidence that the metabolic expenditure of main-
taining a resistance mechanism has a fitness cost in the absence of the antibiotic
(e.g., 23), and even a small difference in fitness will lead to loss of the less fit
organism from a population over time [24]. Thus, in the absence of drug, a
resistant organism should be purged over time by natural selection from the
population. This has led to efforts to reduce resistance to an antibiotic class by
eliminating or greatly restricting its clinical use for a period of time. However,
the idea that removing an antibiotic from the environment will select for a bacterial
population that reacquires drug sensitivity has been challenged by the discovery
that secondary mutations, either extragenic or intragenic, can restore fitness in
resistant organisms [25,26]. The extensive use of antibiotics may have established
an environment in which selection not only favors resistant mutants, but also
may result in additional mutations that compensate for fitness costs imposed by
the resistance rather than drug-sensitive revertants. It has been argued that the
rates of fitness compensatory mutations exceed that of true reversions to drug
sensitivity, favoring the retention of resistance [27]. This has been demonstrated
both in vitro and in mouse virulence models in which antibiotic resistant Salmo-
nella typhimurium, which initially were avirulent, reverted to virulence without
loss of antibiotic resistance [26]. Although these results may in time be demon-
strated to be of considerable importance, it is currently uncertain as to how signifi-
cant compensatory mutations are to maintaining resistant organisms in a popula-
tion [27].

Another recent concept in the emergence of resistance is the notion that
naturally occurring mutator strains present in microbial populations may acceler-
ate the rates of antibiotic resistance development [28,29]. Mutators are found
naturally among bacterial populations and can be the result of deficiencies in
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mismatch repair (e.g., mutH, mutS, mutL, and uvrD), among other mechanisms
[30,31]. This can lead to a subpopulation of hypermutable bacteria that could
generate antibiotic-resistant mutants at a higher rate than the overall population.
In addition, the deficiency in mismatch repair may promote gene exchange via
recombination with exogenous DNA, resulting in another source of potential
resistance development. Such hypermutable strains could rapidly develop multi-
step resistance to an antibiotic, as well as resistance to multiple classes of antibiot-
ics. Laboratory evidence exists that indicates that the mutator phenotype, in the
absence of selection pressure, leads to loss of multiple gene functions and reduced
fitness of the mutator population [32]. There is evidence, however, that hypermu-
table strains may have an advantage in the rapidly changing environment of the
host. A recent finding has been of very high frequencies (36%) of hypermutable
strains of Pseudomonas aeruginosa in cystic fibrosis patients (CF) [33]. These
strains were found to have higher resistance frequencies to a broad range of
antibiotics. The CF patient is subjected to multiple antibiotic regimens, and the
shifting lung environment may favor organisms that can rapidly adapt to changes.
The finding that mutators are also present at high (�1%) incidence in pathogenic
Escherichia coli and Salmonella enterica isolated from food related outbreaks
indicates that there may be an advantage to having mutators in the population
that permits rapid variation in the shifting environment of the infected host [30].
Clearly, the situation in nature is more complicated than the laboratory culture;
however, it is clear that mutators can and do constitute part of the natural bacterial
population.

Another aspect of antibiotic resistance is what has been termed “adaptive
mutation”. In these cases, mutation in a subpopulation of stressed or starved cells
leads to an increased rate of mutagenesis [34,35]. Recent evidence has been
presented that the genome wide hypermutation may be regulated by the SOS
response in response to stress [36]. Evidence has been presented for a role of the
SOS induced dinB gene, which encodes DNA polymerase IV, an error prone
polymerase, in adaptive mutation [37]. Thus the frequency of genetic variation
can be increased under stress conditions such as antibiotic inhibition, nutrient
starvation, or stationary phase. This in turn can lead to increased rates of resistance
development as a result of the antibiotic exposure or other stresses.

It should be very clear from the preceding information that antibiotic resis-
tance is a phenotype that can be the result of multiple and varied genetic mecha-
nisms. Strategies for control of resistance will be far more challenging than simply
instituting a more careful approach to antibiotic use. Although forced reduction
in the use of a specific antibiotic can decrease the incidence of resistance, drug
susceptibility may not necessarily revert to preantibiotic levels [6]. In fact, para-
doxical cases of antibiotic resistance increase following reduction in utilization
of a given antibiotic have been reported [6,38]. Although hundreds of antibiotics
are on the market, these represent derivatives of only a small handful of structural
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classes. Most of these are, as mentioned previously, modified semisynthetic com-
pounds from natural product starting points, usually derived from bacterial
sources in nature. Preexisting resistance genes, presumably from the producer
soil organisms, have been mobilized on promiscuous genetic elements (plasmids,
phages, transposons) [39]. These widespread resistance determinants can act in
some cases in concert with efflux mechanisms and mutational resistance to further
increase the level of resistance. In the case of totally synthetic antimicrobials
such as the fluoroquinolones and oxazolidinones, resistance has been selected
that has been almost exclusively due to antibiotic target site mutations and/or
efflux. It is clear that multiple gene acquisitions, mutations, and amplifications can
all lead to the same phenotypic consequence, namely resistance. A comprehensive
strategy to maintain control of microbial infections will require new classes of
antimicrobials as well as a clearer understanding of the forces at work that promote
resistance.

MICROBIAL GENOMICS AND DRUG DISCOVERY

Older antibiotic identification strategies that were successful at the dawn of the
antibiotic age have not yielded additional useful classes of compounds in recent
years. As a result, novel ways to identify new bacterial targets for the discovery
or design of novel inhibitors have been sought. One aspect has been the continuing
attempt to catalog the entire metabolic machinery of microbes to identify essential
functions that might serve as starting points for the search for novel inhibitors.
This program was stimulated in 1995 by the unexpectedly early arrival of the era
of microbial genomics, with the delivery of the Haemophilus influenzae genome
sequence [40]. It was widely believed up to that point that the first full sequence
of a bacterial chromosome to be delivered would be that of Escherichia coli K-
12, which was largely performed in an ordered sequence from overlapping lambda
phage clones physically mapped onto the chromosome [41]. The focus on the E.
coli genome was understandable, as a vast amount of mutant gene mapping and
microbial physiology had been performed in this organism, and as a result, many
genes had reliable functional annotations [42].

In contrast to the ordered approach of physical mapping and serial sequenc-
ing, the concept of “shotgun” random sequencing strategy of genomes, followed
by computer assembly of the short sequences into larger “contigs” was employed
with stunning success. The contigs were subsequently linked in a finishing strat-
egy to yield a complete closed genome. The first genome completed, H. influen-
zae, was a demonstration of the power of this technique [40]. It is critical to
emphasize the role of high-speed computers and sophisticated assembly software
in the random shotgun sequencing approach. The overwhelming success of this
approach led to its rapid adoption as the method of choice for genome sequencing.
It was subsequently applied to a large number of procaryotic genomes, as well
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as to larger genomes [43,44]. The accumulation of genome data has occurred at
a truly breathtaking rate and has been further accelerated by the introduction of
a new generation of capillary electrophoresis-based DNA sequencers with in-
creased capacity and ease of use [45]. The ability to compare, annotate, and design
experiments across multiple microbial genomes via computational methods has
had an influence on the very conduct of microbiological experimentation. In many
cases, computer analysis of genomic data is used to generate multiple hypotheses,
which subsequently are rapidly tested at the lab bench. This is a profound change
from the experimental model of the recent past, in which an individual DNA
sequence was obtained from a gene or region cloned as a result of a phenotype
of interest.

Several pharmaceutical firms quickly understood that this sudden influx of
microbial genome data could be mined for sets of novel targets for both antibiotic
and vaccine development [45]. In addition to identifying a significant number of
novel targets, the microbial genome efforts serve as a test bed for development
of advanced computational tools and pioneering genomic strategies such as DNA
microarrays for expression analysis [46,47,48,49] and proteomic analysis of cells
[50,51]. Numerous innovative, but in many cases unproven, drug discovery tools
have been generated mainly by small biotechnology firms, and antibiotic discov-
ery has been an early focus of several of these efforts. The microbial genomics
experience, dealing with smaller genomes and organisms that have readily acces-
sible genetic systems, are in preparation for the larger assault on identifying
targets from the human genome and developing drugs for these targets. In the
case of microbes, the drugs sought are selective toxins; in the mammalian case,
agonists and antagonists of specific cell targets are sought to modify metabolism.

NOVEL TARGET IDENTIFICATION

The underlying assumption of employing this technology is that microbial geno-
mics will provide a number of essential, validated targets as possible candidates
for the discovery of new antimicrobials. The ideal new antibacterial target should
include the following properties: (1) It should be broad spectrum in that it should
be present in multiple pathogenic bacteria. Proteins of high sequence similarity
that are distributed among microbes, termed “orthologs”, are considered high-
value targets. (2) The gene would encode an essential function whose inhibition
would result in a bacteriostatic or bactericidal effect on the pathogen. (3) An
inhibitor of the target would be a novel chemotype lacking cross-resistance with
currently used clinical agents. (4) Selectivity for bacterial cells over eukaryotic
cells in order to reduce the likelihood of adverse effects that would be associated
with a novel compound in the clinic. To evaluate targets for such criteria, a
combination of bioinformatics and experimental biology is required.
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There are two fundamentally different philosophies that may be taken to
the identification of novel targets in bacteria. In the first approach, genes that are
essential for in vitro growth (i.e., growth on artificial bacteriological media) are
identified by several methods, some of which are discussed in detail below. There
is strong precedence for inhibition of in vitro essential targets as excellent antimi-
crobial targets. Virtually all the antibiotics presently in use in the clinic inhibit
bacterial growth on or in artificial media, and this in fact forms the basis for current
clinical antimicrobial susceptibility testing [52]. A different, novel strategy is
to identify targets that are only expressed or only essential in the context of the
infected host. Inhibitors of these processes would presumably interfere with the
infection process and/or continued survival of the microorganism within infected
tissues and would constitute a previously undiscovered class of antimicrobial
inhibitors [53]. These targets would constitute an “in vivo” essential target class.

Essential processes that are potential antimicrobial targets can be identified
by two broad strategies. In the first case, essential genes may be identified in
the laboratory by what are nontargeted or essentially random methods of gene
disruption. In these cases, large populations of organisms are mutagenized by
one of several methods, and the resulting subset of cells is analyzed for mutants
that would define specific targets. In contrast, a second strategy consists of spe-
cific gene targets that are preselected on some basis and disrupted for essentiality
testing in a target-specific fashion.

ESSENTIAL GENE IDENTIFICATION BY RANDOM
MUTAGENESIS

One example of the first process of random target generation was the identification
of a set of conditional mutants which all possessed a phenotype that is nonpermis-
sive for growth at extreme temperature, termed ts (temperature sensitive) mutants
[54]. The temperature-sensitive genes presumably produce thermolabile proteins
that, because of the nonpermissive phenotype, are generally believed to be essen-
tial to survival. In this case, a culture of bacterial cells is usually mutagenized
and screened for mutant progeny with the temperature-sensitive characteristic.
Specific gene mutations are subsequently identified, usually by screening a
plasmid library constructed from the parental wild-type genome for the restoration
of growth at nonpermissive temperatures. The complementing gene carried by a
plasmid is then sequenced to identify the probable gene identity, and confirmation
by a number of standard genetic techniques of the temperature-sensitive essential
gene is performed [55]. An advantage to this approach is that the temperature
sensitive strains can be readily employed in high-throughput screens to search
for inhibitors. The supposition is that even at the growth permissive temperature,
the thermolabile essential protein is still suboptimal, and the cells would therefore
be more sensitive to an inhibitor of that target protein. In this case, as in the case
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of the transposon mutagenesis, described below, the bioinformatics analysis is
carried out after the identification of the gene responsible for the conditional
phenotype. Obviously, it is a great advantage if the organism selected for the
process is one whose genome has already been sequenced.

Another random methodology to identify potential essential genes that
could constitute targets is the use of transposon mutagenesis [56]. After introduc-
tion into a culture of bacterial cells, the transposons will insert into multiple
genomic locations in the different cells of the population. In this case, the transpo-
sons can act as gene knockout systems by insertion into the genome and disrupting
control or coding sequences. The transposons usually bear some form of selective
marker, such as antibiotic resistance, to readily identify the transposon-bearing
cells. Since transposons disrupt genes into which they insert, they can be used
to identify essential genes by a process of elimination. Failure to repeatedly
observe a transposon insert into a region of the genome would be indicative of
an essential function in that region [57,58]. Thus, the transposon strategy to detect
essential genes is in essence a negative one, in which the lack of an insertion
event is sought. A drawback with all transposon-based gene essentiality tests
is the sheer numbers of insertions necessary to saturate the chromosome with
statistically significant numbers of transposon inserts. The transposon insertion
sites may be localized in the genome by DNA sequencing using a known transpo-
son primer sequence extended into the adjacent genes. Alternatively, a foot-
printing procedure may be used to locate transposon insertions near and within
a gene of interest. Insertion of a transposon into an essential gene will lead to
the loss of that cell and its progeny from the pool. To screen for this loss, a PCR
primer within the transposon is used along with an opposing primer near the
region of interest. The resulting PCR products can be sized on a gel, and failure
to recover viable transposon insertions in a gene would result in a “gap” in the
PCR band sizes corresponding to the gene. The gene would therefore be presumed
to be essential. Another method, utilized in yeast, follows the loss of strains
with inserts into essential genes over time from a population mutagenized with
transposons [59].

The transposon disruption process can be confounded, however, due to the
preference for certain insertion site sequences (“hot spots”) exhibited by most
transposons [60]. This problem of nonrandom inserts has been largely alleviated
by the adaptation of an in vitro tranposon system based on themariner transposon
of the horn fly [61]. This system uses a modified mariner element (antibiotic
resistance gene flanked by the mariner inverted repeats), the transposase, and
purified bacterial chromosomal DNA as a target [62]. Themariner system exhibits
little site preference, needing only the dinucleotide TA in the target sequence.
The strategy, termed Genome Analysis and Mapping By In vitro Transposition
(GAMBIT) reintroduces the pools of in vitro transposons into a transformable
bacterial species (e.g., H. influenzae or S. pneumoniae). Genetic footprinting, as
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described above, is used to determine regions in which the target genes are desig-
nated essential by virtue of the lack of recoverable inserts. This system has been
further developed into a transposon termed TnAraOut, which uses the mariner-
based transposition and an outward-facing arabinose-inducible promoter PBAD
[63]. In this case, transposition into a promoter region of an essential gene results
in an arabinose-dependent cell growth phenotype, dependent on the inserted arabi-
nose promoter expression. This allows the essential genes so identified to be
regulated by the arabinose concentration in the media. A number of known essen-
tial as well as previously undiscovered essential genes were uncovered with this
system.

Transposon systems can also be readily adapted to search for genes that
may only be expressed in the infected host and be important to the development
or progression of the infection process. This could lead to the identification of
inhibitors that work in a different manner than traditional antibiotics. A specific
example of this is the TnphoA system and its use to identify genes that encode
virulence related surface proteins for Salmonella typhimurium and Vibrio chol-
erae [64]. It is conceivable that a small molecule that interfered with the function
of this surface protein would attenuate the intestinal infection process of these
two pathogens.

Finally, it should be noted that another problem, unique to procaryotes,
also complicates transposon-based essential gene hunting. This is the fact that
many bacterial genes exist in operons, which are transcriptionally linked genes,
often comprising a metabolic pathway [65]. Disruption of an upstream gene in
this cluster by a transposon or other insert can profoundly affect downstream gene
expression; a situation termed polarity [56,66]. Computational and experimental
analysis of the genome in the region of a putative essential gene is necessary to
either exclude polarity or to design further experiments to address the individual
genes in an operon structure.

There are several additional methods that rely on nontargeted, random ge-
netic manipulations to discover essential processes. One such technique, cassette
mutagenesis, uses restriction enzymes to digest chromosomal DNA in vitro; circu-
larize the DNA; cut with a second enzyme and insert an antibiotic resistance
cartridge, thus recircularizing; and finally digest with the original restriction endo-
nuclease to linearize the DNA for introduction via transformation [67,68]. Selec-
tion for the antibiotic resistance identifies clones that have received cassette in-
serts and still retain viability. By a process of insert saturation of the genome
and the failure to detect inserts in certain genes, essentiality may be inferred. This
technique has been used to investigate genes essential to genetic transformation in
H. influenzae [68].

Another strategy that relies on a random process and subsequent phenotype
screening is the use of randomly generated antisense RNA fragments [69]. In
this approach, sheared chromosomal DNA is inserted into a tetracycline-regulated
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expression vector and introduced into S. aureus and expression induced by the
weak antibiotic anhydrotetracycline. Inserts were identified that led to reduction
or halting of growth. Approximately one-third of the growth inhibitory DNA
fragments were found to be antisense-oriented gene fragments. The exercise re-
vealed more than 150 critical staphylococcal genes where antisense expression
led to growth inhibition.

In the above situations, where random gene disruptions are created, the
bioinformatic analyses of the data is performed after the initial “wet” biology.
Locating the position of a temperature-sensitive mutant or transposon in a se-
quenced genome is followed by an informatic analysis of the altered gene and
its surroundings. In the case of temperature-sensitive mutants, comparison of the
Ts form of the gene with the wild-type sequence will disclose valuable informa-
tion on the location of the mutation within the gene and possibly the function of
the gene. If the gene is in a partially characterized operon, further functional
information may be gleaned. In the case of tranposon insert libraries, informatic
analysis will reveal which genes have multiple transposon inserts and which genes
do not harbor inserts in situations of saturation mutagenesis of a genome. The
noninsert “holes” would signal the presence of potential essential genes. The
computational analysis of the surrounding region would indicate the likelihood
of operon structure and the need for further biological experimentation. Computa-
tional comparisons will also reveal the distribution of orthologs of potential essen-
tial proteins among pathogenic species of interest.

ESSENTIAL GENE IDENTIFICATION BY TARGETED GENE
KNOCKOUTS

A second strategy to identify essential genes uses genomic information to specifi-
cally select genes for subsequent targeted disruption in the chromosome. In this
case, the initial informatics analysis is done up front to determine which genes
should be targeted based on specific criteria. For example, genes can be grouped
based on their distribution among a variety of gram-negative and gram-positive
bacteria at a given level of amino acid similarity of their gene products. The
assumption is that orthologous proteins with highly conserved amino acid se-
quences will have similar three-dimensional structures (and, by extension, similar
function) than proteins that do not share similarity. Targets with the highest
similarity among several pathogens can be assumed to offer the best hope for
broad specificity. Alternatively, genes specific to either gram-negative or gram-
positive bacteria can be identified. There are several successful currently marketed
antibacterial agents with such specificities, albeit not based on genomic differ-
ences [70,71]. This approach can also be used to find organism-specific targets
that can lead to the discovery of “niche” drugs. For example, pathogens such as
the mycobacteria are rich in potential targets not present in other bacteria. These
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niche antimicrobials would be of interest for organisms such as Helicobacter
pylori orMycobacterium tuberculosis [72]. Using a similar reasoning, comparison
of the targets selected with human genomic and other eucaryotic databases can
provide an indication of possible selectivity of inhibitors, thus reducing the pro-
gression of mechanism-based toxic compounds.

COMPUTATIONAL-BASED TARGET SELECTION

An example of one such bioinformatic application for target selection was de-
scribed in a Concordance analysis of microbial genomes [73]. This system per-
forms a FASTA comparison of multiple genomes at the amino acid level and
builds tables for subsequent data access by a web-based interface. The retrieval
of sequences can be made based on end-user-specified similarities and organism
selections, which distinguishes it from other comparison tools such as COG,
HOBACGEN, and others which use fixed default constraints [74,75]. The Con-
cordance published compared the E. coli genome against B. subtilis,H. influenzae,
H. pylori, and M. tuberculosis using a BLOSUM62 matrix and subtracted out
eukaryotic sequences with similarity greater than a selected exclusion criterion
using the yeast Saccharomyces cerevisiae. Almost 2000 sequences were found
with a match to at least one of the five species under the selected criterion;
however, only 265 matched all species. The final result was the selection of 89
sequences in common with all five bacterial species with an additional 176 se-
quences eliminated because of similarity to yeast sequences. The Concordance
will display CLUSTALW multiple alignments of the protein similarities among
organisms upon user request. The utility of such an approach was demonstrated
by examination of the sequences ultimately selected. For example, the gyrA gene
encoding DNA gyrase, the target of the quinolone class of antibiotics was identi-
fied as well as murA, the target for fosfomycin. Several additional previously
reported essential genes were found, including dnaA, ftsZ, and mraY. Different
organisms and user-specified criteria can be used for such analyses depending
on the desired endpoint. Also, organism-specific sequences can be discovered
with this approach.

Another program that accomplishes a similar subtractive analysis is Find
Target [76]. In this Unix-based system, a BLASTP comparison of proteomes is
accomplished based on user specified parameters, although the program can also
use FASTA or PSI-BLAST for similarity. The program has several utilities for
the researcher to examine the details of each match, such as global alignments
and phylogenetic trees.

Use of the above programs, as well as others [77–79], can define sets of
microbial genes that can be tested for fitness as novel antimicrobial targets. As
discussed previously, criteria might include broad distribution of the putative
targets among pathogenic bacteria and minimal similarity to available eucaryotic
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genomes, most notably the human genome. At this point, the computational pro-
grams used to sort proteins as to their similarity on genomewide scales rely on
primary amino acid relationships. These programs are used to generate lists of
genes for essentiality testing. An important point for consideration is that limited
sequence similarity should not be used alone to evaluate targets. There are several
examples available to illustrate the risk of using limited sequence similarities
to identify potential targets. Examples include human and E. coli dihydrofolate
reductase, the antibacterial target for trimethoprim (28% identical at the amino
acid level), and human and E. coli topoisomerase II, the target for quinolones
(20% identical). From a different perspective, subfamilies of the penicillin binding
proteins (PBPs) show low overall identity at the amino acid level to each other,
but inhibitors often show broad specificity with strong affinities for PBPs across
numerous bacterial species [80]. This is due to tertiary structural similarities and
small conserved regions that make up both the active site and the site of inhibition
by �-lactam antibacterial compounds. Therefore, it is possible to have selectivity
despite similarities to human orthologs or broad-spectrum targets even though
the level of overall identity of proteins among various bacterial species appears
low.

Another consideration in attempting to identify essential genes by targeted
gene disruption is that although one is preselecting targets with broad bacterial
distributions, it is both technically and pragmatically impossible to test these
targets in multiple bacterial species. Many pathogens do not readily lend them-
selves to efficient gene disruption, although, as will become clear in the following
section, efforts to develop and broaden genetic tools are progressing. The man-
power costs of performing a large-scale gene knockout campaign also severely
limit the number of individual pathogens that can be interrogated with regard to
gene essentiality. In the following section, genetic systems that are adaptable to
the task of high-throughput examination of gene essentiality in several bacterial
systems is examined.

TARGETED GENE KNOCKOUT SYSTEMS

As previously discussed, E. coli represents the best characterized organism in
terms of genes and metabolism. This is due largely to the vast number of mutants
that have been isolated and defined over 50 years of intense study. The analysis
was aided by genetic manipulations (conjugation, phage transduction, transposi-
tion) that permitted the construction of a detailed physical map [81] and a signifi-
cant proportion of individually sequenced genes. The publication of the complete
genome sequence marked the complete delineation of the genes of E. coli K-12
[41]. It is sobering, however, that despite the intense genetic and physiological
work performed over a half-century, almost 40% of the open reading frames
detected were initially annotated as having unknown function. Nonetheless, much
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of the annotation of genome sequence information of other microbes is based on
comparison to E. coli orthologs. It was only recently, however, that E. coli genetic
systems were devised to perform gene knockouts in a relatively straightforward
fashion.

One knockout system, pKO3, was based on a derivative of an earlier
plasmid, pMAK 700 [82], that was temperature sensitive for replication. The
pKO3 plasmid has both positive (chloramphenicol resistance) and negative (su-
crose sensitivity) selection and can deliver PCR constructs into the chromosome
via homologous recombination [83]. Subsequent resolution of the integrated con-
struct is performed at 30�C, and selection for plasmid loss is in high sucrose,
with loss leading to restoration of chloramphenicol sensitivity. By careful con-
struction of PCR products, the system can be used to create precise deletions or
insertions into the E. coli chromosome. A demonstration of the utility of the
pKO3 plasmid was the identification of six E. coli unknown function essential
genes identified among 26 genes that were conserved in Mycoplasma genitalium
[84]. This system was also recently employed to identify six novel, essential
genes in E. coli among a set of 27 genes conserved in H. influenzae, S. aureus,
S. pneumoniae, and Enterococcus faecalis [85]. The drawback of all the plasmid-
based systems is that multiple steps are involved in integration and resolution of
the plasmids. One strength is that by careful construction, precise gene deletion
is possible, thereby minimizing potential polar effects in operons.

Methods for introduction of linear DNA segments into the E. coli chromo-
some have also been perfected in recent years. It has long been recognized that
E. coli contains exonucleases that degrade linear DNA that is exogenously intro-
duced [86]. Early attempts to circumvent this problem include the use of recBC,
sbcB mutants, which are inactivated in exonuclease V or recD mutants, which
are similarly defective in exonuclease V [87,88]. These methods yielded low
numbers of recombinants and required extensive homologies between the intro-
duced DNA and the target chromosomal location. More recent developments
have employed the � phage Red genes (�, �, and exo) expressed from either a
chromosomal, low copy plasmid or defective � prophage construct [89–91]. The
� Red system is part of the phage recombination system, and upon expression,
promotes a greatly enhanced rate of recombination. In addition, the gam (�) gene
inhibits exonuclease V. The overall result is E. coli cells that can take up and
integrate linear DNA after electroporation. These systems have been demon-
strated to work with short regions of target region homology (ca. 50 bp) flanking
a heterologous DNA insert (e.g., antibiotic resistance gene) [91]. The short regions
of homology may be incorporated synthetically into the PCR primers used to
amplify the heterologous insert (see Figure 1). Systems such as these offer the
real possibility of a rapid, systematic approach to gene replacement and deletion
in E. coli. For example, one of the reports on the Red system made 40 different
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FIGURE 1 Replacement of a target gene by a linear product with flanking sequence
homology. This generalized diagram illustrates the principle of heterologous gene
replacement via a double crossover promoted by flanking homology within a linear
DNA product. In the case of E. coli � red, gam system described in the text, the
flanking regions can be less than 50 basepairs on either side of the heterologous
gene. These flanking regions of homology may be incorporated into the PCR
primers used to amplify the antibiotic resistance gene. Recovery of an antibiotic
resistant strain via integration of the resistance gene would indicate that the target
gene was not essential for cell survival.

disruptions in the E. coli chromosome, using 36-bp flanking homologies to the
targets on either side of a resistance gene [90].

With regard to gram-positive microorganisms, genomic sequencing of sev-
eral key organisms has stimulated the development of genetic tools to probe gene
essentiality, function, and structure. The gram-positive counterpart of E. coli
with regard to the most information developed in genetics and physiology is
undoubtedly Bacillus subtilis. Plasmid vectors for B. subtilis that are specifically
designed to address multiple questions are the pMUTIN series [92]. The pMUTIN
plasmids, with an E. coli-based Co1E1 replicon, cannot replicate in B. subtilis.
The plasmids contain a �-lactamase gene for plasmid manipulations in E. coli,
an erythromycin resistance expressed in gram-positives, and a multiple cloning
site to insert B. subtilis DNA that, by homologous recombination, will promote
single crossover integration of the plasmid via a Campbell-like mechanism (see
Figure 2A) [93]. By inserting a central DNA fragment (lacking substantial parts
of the N- and C-terminal coding regions) of the gene targeted for disruption, the
plasmid recombines into the chromosome, yielding a partial insertion duplication
of the target gene flanking the integrated plasmid. If the target gene is nonessential
to in vitro survival, erythromycin-resistant cells will survive and colonies will
be recovered. If a gene is essential, no erythromycin-resistant progeny will be
observed. The pMUTIN-4 plasmid also contains the pSpac promoter, with an
altered operator and strong upstream transcriptional terminators to permit tight
regulation of a gene from the integrated pSpac. By inserting the 5′ end of the
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FIGURE 2A Integration of pMUTIN into the Bacillus subtilis chromosome. This
plasmid, which cannot replicate in B. subtilis, was specifically designed for high-
throughput knockout and gene analysis in B. subtilis. In the protocol outlined above,
the plasmid is being used for a targeted gene knockout. The central region of the
target gene, lacking significant sequence from both the 5′ and 3′ regions of the
gene, is amplified via appropriate PCR primers. This fragment is inserted into
pMUTIN and the resulting plasmid introduced into B. subtilis. The fragment acts
as a region of homology, facilitating an insertion of the plasmid via a Campbell-like
mechanism, flanked by partial, nonfunctional target gene duplications. Recovery of
transformed colonies that are erythromycin resistant indicates that the disruption
of the target gene was not lethal. The promoterless lacZ gene can be used to
monitor native promoter strength under different culture conditions.

target gene behind the Spac promoter, the resulting integrant will generate a
complete copy of the target gene under Spac control (see Figure 2B). This feature
also allows an analysis of potential polarity effects caused by the insertion of the
pMUTIN plasmid into an operon. The pSpac promoter makes it possible to ex-
press genes “downstream” of the plasmid insert in a potential operon.

Community acquired respiratory disease is a major medical problem, and
Streptococcus pneumoniae is a major gram-positive pathogen responsible for the
majority of community-acquired pneumonia. Pneumococci are readily transform-
able by exogenous DNA when made competent, a previously somewhat difficult
process recently rendered straightforward by the discovery of a competence-
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FIGURE 2B pMUTIN integration and transcriptional control by the Spac promoter.
By using a target fragment that contains only the 5′ end of the gene and is oriented
such that expression can be driven by the Spac promoter, an insertion can be
generated that yields a partial gene duplication, the plasmid insertion, and a com-
plete gene behind the Spac promoter. Since Spac can be regulated by exogeneous
IPTG, the target gene becomes dependent on the level of IPTG for expression. In
this manner, essential genes can be recovered with colony formation conditional
upon IPTG presence.

inducing peptide [94]. In addition, the pneumococcus contains active recombina-
tion pathways, making these organisms ideal candidates for gene knockout experi-
ments. A plasmid to create gene disruptions by homologous recombination lead-
ing to insertion duplication in pneumococci was designated pEVP3 [95]. Similar
to the later pMUTIN system, pEVP3 replicates only in a gram-negative (E. coli)
background. The plasmid carries chloramphenicol resistance, which is expressed
in both gram-positive and gram-negative backgrounds. Insertion of a central frag-
ment of the target gene for knockout generates a plasmid capable of inser-
tion–duplication via recombination, although due to the mode of pneumococcal
DNA uptake, the process is not a straightforward Campbell integration. The result,
however, is that the target gene is disrupted. If the target is nonessential, chloram-
phenicol-resistant colonies will be recovered; if essential, no colonies will result
on chloramphenicol-containing agar plates. Another plasmid for use in the pneu-
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mococci, pRKO2, has a similar mechanism of gene disruption by insertion of
the plasmid promoted by homologous recombination of a gene fragment [96].
This plasmid also contains an optimized tetracycline promoter, which permits
controlled expression of the gene where the insert has occurred. Demonstration
of the utility was made by integrating the plasmid into the known essential gyrA
gene, placing the gene under the control of the tetracycline promoter. The resulting
pneumococcal strain was found to be dependent on tetracycline for growth. Devel-
opment of pneumococcal plasmid knockout systems has resulted in the ability
to perform gene knockouts in a high-throughput manner, identifying multiple
new targets for potential antibiotic development [97].

Systems for gene disruption in another important gram-positive pathogen,
Staphylococcus auneus, have also been developed (see Figure 3). One disruption

FIGURE 3 Insertion of plasmid pSA3182 into the Staphylococcus aureus chromo-
some via a Campbell-like insertion duplication. A fragment of the target gene lack-
ing the 5′ and 3′ coding regions is inserted into pSA3182 at a unique BamHI
site. Upon introduction into an S. aureus strain lacking RepC, the plasmid cannot
replicate and recombines into the chromosome at the target gene site, leading to
insertion duplication of partial gene fragments at either end of the inserted plasmid.
Neither copy of the gene that flanks the inserted plasmid is full length, and, there-
fore, both are nonfunctional. If the gene is nonessential, a tetracycline-resistant
cell, due to the integrated tetA gene, will result. The plasmid is initially replicated
in a strain of S. aureus RN4220 that has multiple copies of the repC gene on
transposon inserts. The presence of the ø11 gene permits packaging by the phage
and transduction of the plasmid into the target S. aureus strain at very high frequ-
ences (�5%).
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vector, pSA3182, carries tetracycline resistance and is dependent on the presence
of the repC gene for autonomous replication [98]. Strains of S. aureus that contain
RepC will permit maintenance of the plasmid, whereas strains lacking the RepC
protein will retain tetracycline resistance only if the plasmid is integrated into
the chromosome. As in the above examples, this integration is dependent on the
homologous recombination of the plasmid by single crossover into the chromo-
some, promoted by the target gene DNA fragment. Failure to observe tetracycline-
resistant recombinants indicates that the disrupted gene that was targeted was
essential. The plasmid also contains a segment of the �11 phage, which permits
phage packaging and transduction of the plasmid among staphylococcal strains.
It is possible, by PCR, to construct a gene with a central deletion in it. Introduction
of this construct into the plasmid will result in the insertion duplication of the
deleted gene upon plasmid integration. Subsequent introduction of a replicative
plasmid that overproduces RepC leads to loss of the integrated pSA3182. The
excision can resolve such that the gene deletion remains in the chromosome,
yielding an unmarked deletion. By careful construction, the deletion can be polar-
ity neutral, permitting expression of downstream genes.

Integrating plasmid constructs with promoters that can be exogenously reg-
ulated have also been developed for S. aureus. One derivative, pFF81, carries
the Spac promoter from Bacillus phage to drive transcription of the target gene
after plasmid integration into the chromosome [99]. A similar construct that also
uses the Spac promoter was used to demonstrate the essentiality of the murE
gene in S. aureus [100]. In this case, plasmid replication is temperature sensitive,
permitting selection of antibiotic-resistant integrants into the chromosome at high
temperatures. A two-step procedure that places any S. aureus gene of interest
behind a controllable promoter has also been developed [101]. In this procedure,
the gene under investigation is initially placed in a construct behind a controllable
promoter such as Spac or Xy1/tet, along with a selectable antibiotic marker. This
construct is integrated via a site specific into an ectopic site in a nonessential
gene in the S. aureus chromosome. The native gene is then disrupted, and the
gene under promoter control is regulated via exogenous inducers. This permits
titration of the expression levels, resulting, in the case of essential genes, in
inducer dependent growth.

Gene disruption via flanking homology and recombination in various bacte-
rial systems has been facilitated by the use of PCR-based techniques such as
splice overlap extension (SOE) [102,103]. This in vitro construction method,
outlined in Figure 4, permits the precise fusion of two or more genes through
the use of carefully designed PCR primers. It can also be employed to place
regulated promoters in front of a gene, introduce precise point mutations, generate
precise gene deletions by fusing genes on either side of a targeted gene, and
many other manipulations. The ability to reintroduce such engineered fragments
back into a transformable bacterial species (either natural or artificial transforma-
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FIGURE 4 The SOE PCR technique. This in vitro method permits the construction,
via design of PCR primers, of a number of different recombinant molecules. In this
example, two genes are precisely spliced together in a four-step operation. In step
1, the two genes are amplified separately via PCR, using primer pairs 5′ A-forward
and 3′ A-reverse and then 5′ B-forward and 3′ B-reverse. The 3′ A-reverse reverse
primer has a region that is identical to the sequence of the 5′ end of gene B, and
the 5′ B-forward has a region identical in sequence to the 3′ end of gene A (that
is, the two “joining” primers are reverse complements of each other). In step 2,
the two genes are amplified separately via multiple rounds of PCR. In step 3, the
products of step 2 are mixed and annealed. The complementary strands that have
free 3′ ends will be extended via rounds of PCR in this step. Finally, in step 4, the
original gene A 5-forward primer and the original gene B 3′-reverse primer are
used to amplify the new, longer spliced product. An analogous reaction can be
used to place a controllable promoter upstream of a gene, substituting the promoter
for gene A in the reaction.
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tion), with subsequent integration via homologous recombination, is a powerful
analytical tool in understanding gene function and regulation.

BEYOND TARGET IDENTIFICATION—GENES TO SCREENS

All of the above methods are examples of the tools that can be employed on a
large scale to probe microbial genomes for genes of interest as antimicrobial
targets. The identification of the genes that represent potential novel targets is a
fundamental early step along the path to novel compounds. It should be appreci-
ated that this is the first of many subsequent steps to progress a candidate gene
to the point where the encoded protein can serve as a substrate for, e.g., a high-
throughput screen, or for structural studies. In the case of essential genes that have
significant similarities and identities to genes of known function, it is relatively
straightforward to test if the proteins encoded have similar biochemical activity.
In the case of conserved unknown function genes, several additional technologies
(many examples of which are covered in chapters of this book) may be employed
to discern possible function and/or screen for inhibitors. Potential roles of un-
known function genes may be explored experimentally by DNA microarrays and
proteomics to discern common regulatory patterns and physiological responses
[104–107].

Bioinformatics also has a role to play at this stage, as programs that compare
genes and annotate by marshaling multiple lines of evidence and programs that
reconstruct metabolism can both bring value in delineating potential roles for
unknown function genes [108,109]. Additional informatics analyses may include
searches for sequence patterns, for example, the Pfam database tools and
HMMER, which are based onHiddenMarkovModels [110]. A recent comprehen-
sive discussion of bioinformatics tools covers the above topics and additional
genome analysis programs [111]. Many of these tools are based on different
models and computational approaches, and judicious use can pay dividends in
suggesting functional possibilities for unknown genes.

Despite the identification of a large number of essential genes conserved
among a broad array of pathogens using genomics approaches, a key question is
the overall “quality” of the targets. One dimension of a target’s quality is undoubt-
edly how rapidly resistance will arise. In this regard, antimicrobials that target
multiple, physiologically related targets within a bacterial cell might be less sus-
ceptible to rapid high-level resistance development. Several examples exist of
current antibacterial drugs that target multiple, functionally related targets within
bacteria. The targets of the �-lactam antibiotics are multiple penicillin binding
proteins, which participate in peptidoglycan synthesis and other essential cellular
processes [112]. Likewise the quinolone antibiotics have dual targets, two en-
zymes (gyrase and topoisomerase IV) that maintain the proper supercoiling and
decatenation of the bacterial chromosome [113]. Mutational resistance to these
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targets tends to be incremental stepwise changes. In contrast, rifampin, which
targets a single protein, RNA polymerase, is noted for the relatively rapid develop-
ment of single step, high-level resistance [114,115]. If the presence of multiple
targets within a cell is deemed important to reduce resistance development, it
may be necessary to investigate functionally related proteins (paralogs) within
species as potential sources of multiple targets. Other target-quality considerations
are less well understood and formulated. To identify inhibitors, it will be necessary
to either randomly screen the targets against libraries of small molecules or obtain
detailed three-dimensional information on their active sites for attempts at de
novo inhibitor design. In either case, it may lead to a target inhibitor that has
little activity in whole cells. Unfortunately, the chemical features that permit
penetration of inhibitor molecules into bacteria are critical but poorly understood
properties [116]. The problem extends further as our abilities to craft an inhibitor
molecule that can both penetrate to a target and fit into a critical binding pocket,
while simultaneously possessing the necessary human pharmacological properties
to be a drug, are currently fundamentally lacking. While the proximate application
of genomics has been successful in microbial target identification, there remain
nonetheless significant obstacles to translation of this information into therapeutic
agents. Additional work in microbial membrane permeation properties and further
refining the pharmacological parameters that make a molecule “druglike” are
necessary to eventual success.

EPILOGUE

It is certain that with the discovery, development and clinical use of novel antibac-
terial classes, there will also come new mechanisms of resistance. To limit such
development, it would be tempting to reserve novel compounds for use solely in
cases of severe infection from multiresistant organisms. However, this argument
has two flaws: First, existing drug resistance is not a static situation; survey data
indicate that it continues to increase overall in both the hospital and community
settings [117]. It is currently true that many infections eventually respond to some
form of treatment. However, it can be anticipated that there will be continued
erosion in treatment options due to resistance. This in turn will force the increased
use of novel agents as they become the only option for multiresistant organisms.
Second, to insure the continued development of novel agents, it is necessary to
create incentives for industry to develop them. Arbitrary and limited use and
reimbursement policies will further discourage investment in antimicrobial devel-
opment. Overall, it is more a choice of using the right antibacterial rather than
an “old” or “new” one in a given clinical situation. Clearly, some global consensus
that takes into account both the medical and economic consequences of the devel-
opment and use of novel agents should be debated, defined, and enunciated.
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Success at formulating novel antimicrobials will give us a “second chance” at
effective infection control. It will be important to use this resource wisely.
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Pathogenesis Genes as Novel Targets

Andrea Marra
Pfizer Global Research and Development, Groton, Connecticut, U.S.A.

The current crisis in medicine represented by antibacterial drug resistance is
poised to send us back to the preantibiotic era if novel, potent, and safe drugs to
treat infections are not developed soon. One approach that has been discussed as
having some promise for success is that of identifying bacterial functions with
specific roles in human infection and developing drugs to inhibit them. This
strategy would represent a significant shift in antibacterial drug development,
which historically relied on either whole-cell screens or targeted assays aimed at
inhibiting a small number of targets involved in essential bacterial functions. The
most successful and widely used antibiotics interfere with either bacterial cell
wall synthesis, DNA replication, or protein synthesis; other drugs target the cell
membrane, RNA polymerase, or a metabolic pathway. Drugs against proven
targets such as these have been exploited to yield third- and even fourth-generation
antibiotics in some classes, often with limited utility due to resistance issues. The
need to develop novel drugs is undisputed; however, there does not appear to be
a novel target class or pathway that has the appeal or promise of any of the proven
targets. More widespread use of animal infection models and clever strategies to
understand and identify virulence determinants begs our consideration of such
functions as targets for antibacterial drug discovery.

There are several advantages to such an approach, making pathogenesis
genes attractive targets: [1] virulence genes are likely to be specific to bacteria,
with little chance of having close homologs in the human genome [1];[2] drugs
targeting pathogenesis determinants will not necessarily interfere with bacterial
growth, thereby perhaps removing the selective pressure for survival and subse-
quent resistance problems that plague traditional antibiotics [2];[3] antivirulence
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drugs may be used in conjunction with conventional therapies with possible syner-
gistic effects or to “customize” more broad-spectrum antibiotics [1,3]; and [4]
pathogenesis targets are likely to be novel since they may not be the same func-
tions as those required for laboratory growth and thus are unlikely to already
have drugs developed against them or be cross-resistant with current drugs.

There are however, several significant drawbacks to using these types of
targets as the basis for antibacterial therapy. The major obstacle involves the
difficulty of setting up screens to inhibit them in vitro; traditional minimal inhibi-
tory concentration (MIC) screening would be ineffective in this scenario. The
challenge will be to formulate assays in the absence of knowledge of function,
in vitro activity, or phenotypic effects. In addition, it is unclear whether inhibition
of these targets in vivo will have a significant enough effect to clear the infection.
Given the distinctive nature of infections caused by different pathogens even
within the same host site, it may be that an agent developed against a virulence
factor from one organism will have no effect on a different organism. In other
words, such targets may not be broad spectrum enough to be useful. This chapter
focuses on current strategies to identify pathogenesis targets and how this formida-
ble challenge for drug discovery might be overcome.

HISTORICAL PERSPECTIVE

It has long been observed that passage of virulent bacteria on laboratory media
resulted in a decreased ability of those organisms to cause infection upon reintro-
duction into animals. This observation emphasizes the notion that bacteria are
compact, efficient factories, generating only those products that are required for
their immediate growth and/or survival. Such conservation of energy at times
can result in genetic alteration, rendering the bacteria completely attenuated for
virulence while their laboratory growth is unaffected. Indeed, genetic manipula-
tions of bacteria have also generated mutants that show little to no growth defect
in vitro but that are unable to cause infection in an animal model. Numerous
examples of this phenomenon exist; one obvious explanation is that requirements
for growth in vivo are more stringent than those in vitro such that mutations that
are silent in rich laboratory media can have significant effects in vivo. Likewise
it is possible that a mutation can have a more pleiotropic effect in vivo due to
the complex environment of the host. Investigators have exploited this phenome-
non by using gene banks to complement defects and restore virulence, thus iden-
tifying the gene(s) responsible for that trait. Complementation of mutant
strains helped to identify several genes required for full virulence in a number
of organisms.

Cell Culture Models

Early studies of pathogenesis relied on cell culture to dissect the multiple aspects
of virulence into its individual components. Cell lines and assays were developed
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to study bacterial adhesion; uptake/internalization/invasion; evasion of host de-
fenses such as phagocytosis, complement binding, and phagosome–lysosome
fusion; survival and growth within cells; and host cell killing in a variety of
systems. These methods, combined with the power of bacterial genetics, enabled
researchers to identify bacterial factors important for these functions. The use of
cell culture models as surrogates for animal infection allowed the development
of assays designed to study individual aspects of pathogenesis, and bacterial
proteins required at the different stages were identified for a number of pathogens.
It was not always the case, however, that bacterial factors identified via such
screens were found to be required for in vivo pathogenesis [4]. Investigators were
forced to deal with the fact that virulence is multifactorial and dynamic, and
organisms have evolved redundant and/or compensatory functions to be able to
adjust accordingly. By way of example, the invasin protein of Yersinia pseudotu-
berculosis was identified in cell culture assays as being critical for cell adhesion
[5]. Invasin was the first demonstration that a single protein could, when expressed
in noninvasive Escherichia coli, render that organism invasive. The expectation
was that an invasin mutant would be severely attenuated in vivo. In fact, further
studies showed that an invasin loss-of-function mutant was still virulent in murine
infection models and that Y. pseudotuberculosis has evolved alternate pathways
to infect its host [6,7]. It soon became clear that cell culture screens do not take
into account the temporal aspect of pathogenesis, such that a protein involved at
an early stage in infection may not be required at later time points or for survival
in another host site [4].

Screens Using Animal Models of Infection

In order to fully understand the multiple facets of the infection process it was
necessary to develop infection models in animals that more closely resemble
human disease. Such models should ideally take into account the route of infec-
tion, the bacterial load, the tissue tropism observed, the course of the infection
through the host, and the eventual outcome as compared to those in humans.
There exists a wide range of animal infection models covering the major bacterial
pathogens affecting humans, the use of which has facilitated antibacterial discov-
ery but which have been used only recently to study pathogenesis at the molecular
level. More widespread use of animal models has resulted in a pool of information
on molecular pathogenesis with the potential to identify new bacterial targets.

The most significant limitations to animal models compared to cell culture
models are due to those of cost, space, and ethics. For a genetics approach to be
successful, a large collection of mutants must be screened for loss of a given
phenotype, making an animal infection screen impractical. For these reasons,
researchers have developed clever, high-throughput strategies to identify bacterial
factors important for the establishment, maintenance, and outcome of infection,
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ostensibly to understand how the infection process occurs for a given organism,
but also to potentially develop inhibitors of that process for use as antibacterial
therapy.

Two general approaches have been taken: one involves a mutagenesis proto-
col and the other involves strategies for studying conditional (in vivo) gene expres-
sion. In the first scenario, signature-tagged mutagenesis (STM), a pool of uniquely
tagged mutants is used to infect animals, and, via comparison of input and output
populations, attenuated mutants may be identified. In the second scenario, either a
library of promoter fusions is screened for expression via cell sorting (differential
fluorescence induction, or DFI) or selection (in vivo expression technology, or
IVET), or a global analysis of mRNA is performed following infection (microar-
rays or transcript profiling).

Comparisons of Some of the Different in Vivo Strategies

Beneficial features common to all these approaches include the feasibility of
tapping into multiple host sites at different times following infection, the adapt-
ability to high-throughput format, and the ability to work in a wide range of
genetically tractable gram-negative and gram-positive bacteria. The advantages
and cautions of the different strategies are compared more broadly in Table 1.

STM. This method relies on the power of a mutant selection to identify bacterial
genes required during infection of an animal [8]. The perennial limitation to using
animals to screen mutants has been that mutants must be screened individually;
STM avoids this by employing pools of uniquely tagged mutants in an in vivo
negative selection scheme to identify those mutants that are unable to cause
infection. This enables the investigator to infect mice with up to 100 different
mutants each. As a direct consequence of this, each infection is in effect a competi-
tion experiment, whereby small differences in virulence between mutant strains
are amplified in the context of a pool of pathogenically wild-type clones. In
addition, the infection model chosen can influence the outcome. In the case of
a model in which the organisms must disseminate to deeper tissues, or traverse
some barrier in order to access their preferred niche, it is likely that some clones
in the diverse infection pool would be killed or otherwise lost prior to spreading
to the site that is sampled. As a result, such clones may be scored as being
attenuated and yet when screened individually are found to be virulent. Technical
problems due to the complexity of the pools of tags have arisen, requiring re-
searchers to either purify 96 unrelated tags or to infect with a lower number of
tagged mutants. Last, because this is a mutant screen, all mutants involving in
vitro essential genes would be lost prior to infection.

However, despite these caveats, STM has been applied to numerous organ-
isms, with the result that known virulence determinants as well as proteins in-
volved in every cellular function have been identified (Table 2). Most of these
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TABLE 1 Comparison of Recent Approaches to Identify in Vivo Important
Targets

Strategy Advantages Limitations

IVET and RIVET

STM

DFI

Microarrays
(transcriptional
profiling)

Is a selection, so
downstream screening is
minimized

Not necessarily limited in the
number of clones that may
be screened at once

Can be applied to multiple
models to identify
functions important for one
infection or many

Is a selection

Can arbitrarily set thresholds
so as not to exclude lower
expressing promoters

Does not depend on “off”
condition

Is not a selection
Can identify both up- and

down-regulated genes
Not limited by the number of

clones that may be
screened at once

Global analysis
Is not a selection
Can study both host and

pathogen gene expression
during infection

Threshold level of induction
must be reached to
overcome selection

Can be used to identify
induced genes only not
down-regulated genes

Mutants must be generated
in order to assess the role
of the identified genes in
virulence

Is a mutant screen—in vitro
essential genes will be
missed

False negatives due to
clonal effects
competitive indices
complexity of tags

Potential for clones to
transcomplement each
other in vivo

Difficulty of sorting bacterial
cells harvested from
mammalian tissues; 
Gfp stability

Variability of gfp expression
depending on growth
phase of cells

Mutants must be generated
in order to assess the role
of the identified genes in
virulence

Expensive to set up
Vast amounts of data to

analyze
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TABLE 2 Summary of in Vivo Strategies Applied to Selected Bacterial
Pathogens

Pathogen STM IVET DFI

Actinobacillus �(38) �(39)
pleuropneumoniae

Brucella abortus �(40)
Brucella melitensis �(41)
Escherichia coli K1 ��(42,43) �(44)
Legionella pneumophila �(45)
Listeria monocytogenes �(46) �(47)
Mycobacterium tuberculosis ��(48,49)
Neisseria meningitidis �(50)
Pasteurella multocida �(51)
Proteus mirabilus �(52)
Pseudomonas aeruginosa �(53) �(54)
Pseudomonas putida �(55)
Salmonella typhimurium �(56) ���(11,57,58) �(17)
Staphylococcus aureus ���(9,59,60) �(61) �(62)
Streptococcus gordonii �(63)
Streptococcus pneumoniae ��(64,65) �(66)
Vibrio cholerae �(67) �(68)
Yersinia enterocolitica �(69) �(70)
Yersinia pseudotuberculosis �(71)

latter proteins had never before been implicated in virulence. Some of the more
interesting findings came about when multiple infection sites were polled [9];
these sorts of experiments allow one to determine whether specific proteins are
required to infect certain niches, whereas others are involved more broadly in
survival, dissemination, and replication functions regardless of the particular host
site.

IVET and RIVET. IVET [10,11] is a selection strategy based on complementa-
tion of a defined auxotrophy. The auxotrophy [either thyA [12] or puraA [10]
have been used successfully] renders the organism avirulent, and the selectivity
comes from a promoter-trap library cloned upstream of the complementing gene
lacking its own promoter. When auxotrophic organisms carrying this library are
introduced into an animal, the majority of the bacteria will be unable to survive;
however, those clones carrying a fragment of DNA containing a promoter that
is up-regulated in the host will express the complementing gene and thus survive
and multiply. Several permutations of IVET have been reported, including those
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that rely on antibiotic resistance or recombinase [RIVET [13,14]] as a reporter,
depending on the organism of interest. Each permutation is a subtle variation on
the original theme, yet each can add value by overcoming some of the limitations
of the original. For example, RIVET (recombinase-based in vivo expression tech-
nology) removes the selective pressure and allows the identification of transiently
expressed genes. In a twist on a traditional application, a recent report [15] used
RIVET in Vibrio cholerae to identify regulators of toxT and ctxA that function
in vivo to direct virulence.

Yet another variation of this is in vivo induced antigen technology (IVIAT)
[16], whereby sera from infected patients are pooled and used to screen an induci-
ble expression library to identify clones carrying host-induced genes. Unlike
classical IVET, IVIAT is not a selection. This method allows the screening of
potentially thousands of clones in a high-throughput fashion following a human
infection, one of the rare methods to date to do so.

DFI. DFI is a promoter-trap screen for genes induced under various in vitro or in
vivo conditions [17,18]. The screen relies on a promoterless gfp (green fluorescent
protein) gene cloned downstream of random chromosomal fragments from the
organism of interest. If a specific DNA fragment contains a promoter active under
a given growth condition, gfp will be expressed and such clones can be sorted
on the basis of their fluorescence using flow cytometry. Unlike the IVET system,
DFI is not a selection, and so a threshold level of expression is not required for
cell viability at any stage of the screen. This allows investigators to isolate pro-
moter clones with even modest inducing effects. In addition, this screen does not
necessarily depend on a strict “off” reading in the noninducing condition to be
successful. On the other hand, because it is not a selection, it is necessary to
individually screen hundreds of sorted clones to identify particular clones of
interest. In addition, the stability of Gfp makes it difficult to use DFI to determine
whether promoters are only transiently expressed, and it has been observed that
gfp expression can vary in some bacteria depending on the growth phase of the
cells.

Genomics and Microarray Technology. The vast amount of information that
will be obtained through genomics and microarray technology (expression profil-
ing) promises to have an enormous impact on antimicrobial drug discovery. With
nearly 40% of genes from sequenced organisms having no assigned function a
wealth of novel targets is waiting to be identified. Microarrays can point toward
functions for unknown genes; likewise, by bundling gene expression profiles we
may gain understanding of potential regulons [19,20]. In addition, as we learn
more about bacterial requirements for and during infection we can identify genes
and pathways needed for pathogens in a given niche or host environment. One
recent study compared gene expression profiles of Pseudomonas aeruginosa
grown in broth culture with that grown in a biofilm [21]. It is known that many
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bacterial infections involve biofilm formation, and the assumption is that signifi-
cant differential gene expression is required for the bacteria to convert from a
planktonic state to a biofilm. However, the authors found that only about 1% of
genes were differentially expressed, with half being induced and half repressed
in the biofilm condition.

That microarray technology may be applied to human infections opens up
a huge opportunity to study aspects of disease never possible before. Bacteria
(or bacterial mRNA) can be recovered from infected human tissue and gene
expression analyzed [22], organisms identified, and antibiotic susceptibilities de-
termined. These studies are really an extension of IVET and DFI, but on a more
global scale, potentially in a human host, and with the addition of gene annotation
to glean maximal information. A potential drawback to wide use of this technol-
ogy is the small numbers of bacteria that can routinely be recovered from infection
sites [19]. However, as technology progresses and more sensitive tools are devel-
oped, this should no longer be a hindrance.

Other Approaches. One interesting approach makes use of the fact that a single
pathogenic bacterium can cause disease in a wide range of genera, with the hope
that identifying common virulence determinants will provide greater understand-
ing of the infection pathway for this organism as well as provide surrogate models
in which to study infection [23–26]. It has been shown that a clinical isolate of
Pseudomonas aeruginosa (PA14) can infect mice in a burn model, cause lesions
in an Arabidopsis thaliana leaf infiltration model, and killCaenorhabditis elegans
when it is used as a food source [24,26]. The authors demonstrated that several
nonessential genes act as virulence determinants in all three systems. More recent
work has shown that C. elegans is also susceptible to killing by gram-positive
bacterial pathogens, implicating specific proteins as being important for this path-
ogenesis [27]. It is still too early to tell whether these types of surrogate infection
models will have utility as screens for antibacterial therapies or indeed whether
this approach can be applied to a more broad range of bacterial pathogens. Such
studies can lead to the identification of highly conserved virulence mechanisms
and, through the use of a genetic system such as C. elegans, a means for screening
potential compounds for in vivo efficacy and drug resistance mechanisms. Though
the C. elegans and A. thaliana models are far removed from human disease, their
usefulness as in vitro assays for high-throughput screening of compounds may
lie in the ability to observe bacterial killing or growth inhibition in the absence
of an MIC screen and outside of an animal.

A number of groups are extending these studies by attempting to identify
genes whose expression is induced during human infection. For obvious reasons,
the only reagents available for such studies are patient sera and infected tissue
samples. One group [28,29] described a surface polysaccharide [poly-N-succinyl-
�-1-6 glucosamine, (PNSG)] of Staphylococcus aureus that is preferentially ex-
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pressed during mouse and human infections. This antigen was identified in lung
tissue samples taken from S. aureus-infected patients using specific immune rab-
bit serum. When the same antiserum was used to probe S. aureus isolates grown
under in vitro conditions, antigen expression was found to be decreased, indicating
specific expression of the polysaccharide in the host. Subsequent studies indicated
that this antigen would be a good vaccine target, and indeed, immunization with
PNSG protected mice from challenge with S. aureus. All S. aureus strains exam-
ined contained the genes involved in PNSG biosynthesis, icaADBC. A surprising
finding in light of these results is that S. epidermidis [30] and S. aureus (A. Marra
and S. Ho, unpublished observation) strains carrying deletions of the ica locus
are still capable of causing infection. This would indicate that either the expression
of this antigen is model specific or that an inhibitory antibody perhaps can block
more than PNSG, thus leading to attenuation of virulence.

In Vivo Targets: Some Evidence for Success

As the era of genomics progresses and more information is gained on the genetic
structure of a multitude of bacterial pathogens, it is likely that a target’s attractive-
ness will be determined as much by its importance in the disease process as its
spectrum. Several common themes in the pathogenic arsenal are emerg-
ing—namely two-component signal transduction systems (TCSTS’s), quorum
sensing systems, and type III secretion systems. These may not have direct se-
quence homologies among pathogens but could easily have structural and func-
tional homologies that may be exploited and to which small molecule inhibitors
may be directed. TCSTS’s are of great interest due to their capacity to regulate
bacterial gene expression [31,32] and the finding that several have been shown
to be essential [33,34]. It is known that in a wide range of gram-positive and gram-
negative pathogens, quorum sensing plays a role in virulence gene regulation by
coordinating gene expression of a population of cells [35]. The AgrC/AgrA sys-
tem of S. aureus and the LasI/LasR system of P. aeruginosa are two notable
examples. In the case of type III secretion systems, used by bacteria to inject
potentially toxic molecules into host cells, it is often the case that the secretory
apparatuses are highly conserved, whereas the injected molecules vary in structure
and function [36]. The recent identification of a type III-like function in a gram-
positive pathogen may serve to broaden the spectrum of this highly appealing
target [37].

Vaccines represent a sort of proof-of-concept that virulence factor inhibition
may be a successful strategy against bacterial pathogens [3]. The majority of
current vaccines against bacterial virulence factors are aimed at either preventing
colonization or blocking the function of a toxin. Such vaccines have been highly
effective in preventing incidence and spread of disease, thereby lending support
to the idea of inhibiting virulence factor production or function to fight infection.
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Information Obtained from in Vivo Strategies

The most comprehensive analyses to search for in vivo targets have been per-
formed with STM, IVET, and DFI. These methods have been applied to a wide
variety of gram-negative and gram-positive bacterial pathogens (Table 2), many
using different animal infection models, with some overlap in results in terms of
identified genes (Table 3). Using different approaches or the same approach in
a different animal model is likely to lead to a greater understanding of the genetic
requirements for virulence in a given organism.What is striking from these studies
is that they do not point toward a particular gene, or class of genes, that would
be an ideal target(s) for antibacterial therapy.

TABLE 3 Select S. aureus Genes Identified in Multiple in Vivo Screens and
Attenuation of Mutants

STM/ RIVET/ DFI/
Gene attenuated? attenuated? attenuated?

asd →*/yesa

Coenzyme A disulfide →/yes §/yes
reductase

Copper-transporting £/ND §/nob

ATPase copA
Glycerol ester £/ND §/no

hydrolase
Glutamyl →/yes §/�/�

endopeptidase
Lipase precursor →/�/� §/no
Asparaginyl tRNA →/yes §/�/�

synthetase
lspA →*/yes
lysA →*/yes
odhB →*/yes
oppF →*/yes
pmsR →*/�/�
trpB →*/yes

→ Gene identification by STM as reported by (9).
* Gene identification by STM as reported by (59).
£ Gene identification by RIVET as reported by (61).
§ Gene identification by DFI as reported by (62).
a At least 10-fold attenuation in at least one animal model.
b No attenuation compared to wild-type.
�/�, different attenuation levels depending on animal model.
ND, not determined.
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Table 3 summarizes some overlapping results following published analyses
of S. aureus using STM, IVET, and DFI. A number of genes were identified
either in more than one application of a given screen or in different screens
entirely. No single category of genes stands out as being isolated a disproportion-
ate number of times from these screens, which is most likely indicative of the
somewhat subtle requirements imposed by each. The disparate genes identified
in the different screens also reflect the strain and model differences utilized by
the different groups. A gene must be mutated in order for its role in virulence
to be assessed. As expected, because it is a mutant screen, most of the genes
identified by STM are important for virulence, since mutants in those genes show
attenuation. In contrast, the two other strategies assume that genes expressed at
a high level in vivo are important for infection. At any rate, no gene was identified
in all three screens, which would require that a gene is not only induced but is
essential for virulence in all the models examined, which include systemic, kidney
abscess, subcutaneous abscess, wound, and rabbit endocarditis.

In combination these approaches have yielded targets and methods for un-
derstanding pathogenesis on a much larger scale than was possible even as late
as the early 1990s. There has been a significant overlap in identified genes but
also it is clear that these screens have the potential to identify genes that are
model and/or method specific. Perhaps the complementarity achieved by these
approaches will impact the future of the field and enable researchers to look at
pathogenesis with a fresh eye.

Conclusions and Forecast

Since the early 1990s the rise of innovative, creative approaches to molecular
pathogenesis, with great potential for identifying novel targets for antibacterial
therapy. A number of intriguing targets have been isolated by these in vivo strate-
gies; however, none has yet led to a successful drug candidate. That is not to say
that this is an impossible task or an unfeasible approach. It is far too early at this
stage to be able to predict the success of these strategies, but no other current or
past approach is showing more promise.

With the molecular tools and infection models that have recently been
developed, we are poised to reap the benefits. Perhaps more specific models
would help move this area forward—allowing us to consider bacterial adaptations
in vivo, as well as niche-specific, host-specific, and strain-specific responses. A
genetic switch that would allow one to turn gene expression on or off in vivo
would be a tool of enormous value. Surrogate models such as those discussed
above may be helpful in target identification and high-throughput screening of
antibacterial compounds.

Probably the main reason for avoiding this approach is the inability to
generate MIC’s and demonstrate in vitro activity of compounds directed against
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virulence targets. In some cases it may be possible to identify in vitro conditions
under which inhibition of a virulence target would be lethal. It may be that the
traditional screening paradigms need to be adapted in order to accommodate this
new range of targets. This issue should be given serious consideration in the near
future.

Perhaps the best bet for compounds against these targets would be in adjunct
therapy in order to add specificity to current drugs. Virulence targets can have
an impact on antibacterial drug discovery and all avenues should be explored.
This field is still relatively new and further research will be needed to validate
both the strategies and the targets they have generated, but the more significant
lesson here is the necessity of developing tools for studying pathogenesis in the
human host or appropriate surrogates to do so. As we gain a better understanding
of molecular pathogenesis, we can only be in a better position to combat the
pathogens.
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INTRODUCTION

Approximately 30 years ago, the prevailing opinion was that the fight against
infectious diseases was all but over. Optimistic predictions were made in the
belief that a combination of improved public health, vaccination, and the current
variety of antimicrobial agents would be sufficient to combat most, if not all,
infectious diseases. Synthetic analogs of known antibiotics that were effective
against a broad range of organisms had been developed, and thus there was little
perceived need for the development of new drugs. In fact, until very recently, no
new classes of antibiotics had been licensed for clinical use against bacterial
infections (1). The search for new drugs was limited to well-known compound
classes with insufficient variability to prevent the escalation of clinical resistance
(2,3).

With the increasing incidence of infection with multiple-drug-resistant tu-
berculosis strains, the World Health Organization (WHO) declared a worldwide
emergency and responded with the directly observed therapy, short-course
(DOTS) program (4–6). Streptomycin, isoniazid, and pyrazinamide, which were
developed in the 1940s, are still integral parts of the chemotherapeutic regimens
used today. The most recent introduction of an antituberculosis agent into the
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modern treatment scheme of tuberculosis was rifampin in the 1960s. The current
treatment recommendations for tuberculosis from the Centers for Disease Control
and the WHO for pan-sensitive strains involves a 6-month regimen, beginning
with a 2-month (intensive phase) treatment cycle of isoniazid, rifampin, and pyra-
zinamide, followed by a 4-month cycle of isoniazid and rifampin. Although pro-
tracted, this is considered short-course chemotherapy (7). Alternative agents such
as ethambutol and streptomycin are included in the intensive phase if there is a
possibility of drug resistance (8,9).

The postgenomic era of expression profiling affords insight into the global
biological response induced under diseaselike conditions in addition to drug pres-
sure. Through the identification of gene and operon responses, specific pathways
can be identified that are unique to a particular disease (10). To study bacteria
in a diseaselike state has always been a difficult undertaking to achieve. Recently
studies have been performed looking at the global gene response to altered growth
states using microarray. These studies have been performed under artificial
growth conditions to control the number of variables. In each case, specific
changes were made, such as oxygen (11) and nutrient limitation (12). Although
much information has been obtained at the level of the gene and related metabolic
pathway, there is still not a clear picture of the impact this information has on
the biology of the bacterium and thus the pathology of the disease. However,
when these genes and pathways are analyzed, a picture develops of how the cell
alters related regulons in order to compensate for the change in growth environ-
ment. The identification of these regulon networks results in information on the
metabolome of the bacillus. This knowledge can be used to establish gene essen-
tiality, conditional expression requirements, and determine genes associated with
virulence. Although this information is extensive for the simple design of high-
throughput screens, it affords predictive value in terms of the targets affected
and the circumventive measures the bacillus uses to avert the pressure of drugs
under different growth conditions such as the intracellular environment (13).

To some, high-throughput screening (HTS) has come to mean screening
thousands of compounds with a pass–fail criterion. Ironically, none of the current
antitubercular drugs could have passed the stringent conditions that are in place
today. Therefore, we now realize that HTS is not intended to screen-out candidates
but, rather, define rapidly and systematically the properties of many compounds so
that they can be prioritized and further characterized through relevant secondary
screens. It is important to clearly define the criteria that will be used to judge
the candidates at each step of the drug discovery process. The overall goal is to
make HTS a rational process such that assumptions made in the design do not
compromise the quality of the data and therefore adversely impact the conclusions
drawn from that data.
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THE MYCOBACTERIUM TUBERCULOSIS GENOME AND
ASSESSING THE IMPACT OF CHANGES IN ENVIRONMENT

The sequencing of complete genomes has had a profound influence on drug
discovery, with its main promise being the potential to understand disease pro-
cesses at a genetic level and determine optimal targets for drug intervention (14).
Thus far over 1100 complete genomes have been sequenced, including 98 from
bacteria and 16 from archaea (National Center for Biotechnology Information
web site). This list includes many important human pathogens, although the bias
is toward organisms that affect individuals in the developed countries (15). The
complete M. tuberculosis genome was added to the list in 1998 (16). It is obvious
that this sequence contains information on all possible drug targets encoded
therein.

Genomic information is now an integral part of the modern drug discovery
process and can be used interpretatively to understand protein and pathway func-
tion, allowing rapid target identification (17). This understanding is then used to
establish a potential pathway to support the target of interest and virtually validate
it. In addition to interpretive analysis, the greatest benefit of genome sequence
is that it affords predictions toward establishing the metabolism of the bacterium.
Usually researchers study M. tuberculosis on an artificial medium. Although the
transcriptional regulators and associated networks can be used to predictively
develop assays, they may not be reflective of the metabolism occurring in the
organism during an infection and disease. The availability of the entire sequence
information provides insight into the global metabolic capabilities and tendencies,
which can be used to guide inhibitor design in a manner that may bias development
toward relevant aspects of disease (14).

This approach has been deemed “structural genomics,” and the aim is to
structurally characterize proteins and thus pathways from sequence information
(16,18). There is considerable effort in the postgenomic era to validate protein
predictions with experimental determination via crystallography and NMR spec-
troscopy and synthetic pathways via experimental enzymology. However, cur-
rently the functional annotation of proteins and thus metabolic roles is based
primarily on similarities to homologs in the databases (19). The primary assump-
tion is that proteins with homologous sequences catalyze the same reactions.
Although this is generally true, gene sequence cannot always be a reliable way
to determine protein activity (20). Frequently, homologous enzymes do not cata-
lyze the same chemical reaction and the same chemical reaction is not catalyzed
by homologous enzymes. Although homologs can maintain function, there is
mounting evidence that divergent evolution is an active process; a progenitor
gene is duplicated and its copy assumes a new function in response to selective
pressure (21). Because the outcome of divergent evolution can be quite different,
functional assignment on the basis of homology could be grossly misassigned.
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Although gene and protein homology can provide information about the nature
of the reaction that is catalyzed, homology alone will provide very little informa-
tion about the specific identity of the reaction (21). Therefore, genomic enzymol-
ogy requires a correlation between structure (sequence) and chemical reaction
(enzymatic function); neither structure-only-based nor function-only-based analy-
sis will be totally accurate. This could be an underlying factor contributing to
the high percentage (�40% in the case of M. tuberculosis) of genes that have
no known function (16).

However, regardless of the difficulties associated with predicting all of the
diverse chemical reactions present in the life of bacteria, including M. tuberculo-
sis, genomic information has already proven invaluable in addressing a host of
important research questions. A primary advantage of the availability of sequence
information is that it has effectively made classical “reverse genetics” highly
abbreviated. With genomic information, genes can be rapidly identified and
cloned to evaluate function, and this approach is proving particularly useful when
coupled with classical biochemical knowledge. Below we provide examples of
this principle in the context of target definition and drug discovery. Pathways
that can be exploited as novel and potent antibacterial targets are being mined
in silico and this information is then applied to actual validation experiments.

Identifying genes, predicting protein function and pathway elucidation from
preexisting biochemical data, is proving useful in determining the role of hypo-
thetical and unknown genes through linkage (22,23). This linkage may be estab-
lished based solely on location in the genome and proximity to known genes or
by known function established through homology or experimentation. Ultimately,
the information that is acquired contributes to the elucidation of specific and
associated pathways, which may provide complete metabolome information. This
then can provide clues about essential genes involved with disease, virulence
factors, and conditional responses. Experiments designed to elucidate specific
metabolic responses are rapidly developing into potential options for drug
screening.

In an attempt to understand the disease process at a genomic level, studies
have been performed to explore the altered metabolism of M. tuberculosis grown
under defined conditions thought to mimic their intracellular niche (11,12). Classi-
cal biochemical studies have demonstrated that M. tuberculosis can survive ex-
tended periods of nonreplicating, stationary phase states, induced by limited
growth conditions such as reduced oxygen and nutrient deprivation (24–26).
However, until recently, these studies have not addressed the bacterial response
at the gene-protein level.

Using microarray and proteome analysis, under nutrient starvation growth
conditions, differential gene and protein expression were investigated (12). Pro-
teome analysis derived from bacteria under these conditions revealed alterations
in several proteins. Among repressed proteins were the 45-kDa and MPT64 anti-
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gens. It is interesting that these very proteins are the ones primarily recognized
by the immune response of the majority of tuberculosis patients and their contacts
(12,27). This phenomenon of the repression of the expression of two important
immunogens under nutrient starvation may be explained by the fact that these
are secreted proteins, and thus the artificial nutrient starvation conditions may
affect protein secretion. It is not at all clear whether such artificially induced
nutrient starvation conditions reflect long-term persistence or reactivation of dis-
ease. Several protein spots were shown to increase in intensity under starvation
conditions. Among these are two conserved hypothetical proteins that have no
identifiable functional motifs or domains when an in silico sequence-based analy-
sis was performed (12).

In a more sensitive, perhaps more relevant and global approach to analyze
the adaptive response of M. tuberculosis to nutrient starvation, the transcriptional
profile was monitored at multiple time points using DNA microarrays (12). Differ-
ential gene expression was detected for all of the major functional gene classes.
Genes associated with energy metabolism such as aceAb were upregulated, which
may reflect altered carbon sources, although other tvilarboxylic acid cycle (TCA)
related genes did not show consistent alteration. In accordance with reduced
respiration rates and metabolic shutdown, genes thought to encode proteins in-
volved in a shift from aerobic to anaerobic metabolism had altered expression
profiles. Genes that are categorized into other functional groups, such as lipid
and polyketide synthesis, translation, and transcription, responded accordingly to
the slowdown in bacterial growth rate and metabolism. Of interest was the altered
expression response of several unknown regulatory genes, and this may have the
greatest potential in understanding the way M. tuberculosis responds and postures
itself to surviving long-term starvation. Although a number of these genes have
homologs and have been studied outside mycobacteria, the full understanding of
their role in metabolic adaptation is as-yet unknown.

Sherman and colleagues (11) have also used DNA microarray technology
to explore the adaptive response of M. tuberculosis. In these studies, gene response
to hypoxic growth conditions were investigated. The gene expression changes
that were noted were indicative of broad adaptations to reduced metabolic activity.
Among the repressed genes, 40–60% (range is due to genes of unknown function)
encode proteins with roles in biosynthesis, cell division, and aerobic metabolism.
Genes induced by hypoxia tell a subtler story. Genes classically assigned to
play a roles in M. tuberculosis latency, such as genes encoding glyoxylate shunt
enzymes (28,29) and alternative sigma-factors (30,31), were essentially unaltered.
However, of notable interest was the hypoxic induction of a two-component
regulatory operon encoding Rv3134c/Rv3133c/Rv3132c. Providing more evi-
dence that this regulatory operon is involved in hypoxic adaptation is the fact
that targeted disruption of the upstream gene Rv3134c, eliminated hypoxic regula-
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tion of hspx. This is consistant with previous studies which clearly indicate the
role of hspx in stationary-phase growth and growth in macrophages (32,33).

It is clear that the availability of genomic information has fostered the ability
to delve into the intricacies of the bacterial response to a number of environmental
changes. However, the current challenge is how to delineate expression profiles
to provide an understanding of the disease state. Thus far, microarray and protein
profiling have provided evidence for induction of the stringent response and
downregulation of aerobic respiration, translation, cell division, and lipid biosyn-
thesis, in response to hypoxic and nutrient-limited growth conditions. Induced
genes such as acr, alanine dehydrogenase, and fumerate reductase may facilitate
survival under these conditions and therefore may represent relevant drug targets
for persistent organisms. In addition, the numerous genes of unknown function
induced under these conditions may perform specific mycobacterial functions
associated with invasion, pathology, and latent disease and warrant further investi-
gation in terms of their relevance as potential drug targets.

TARGET-BASED DRUG DISCOVERY IN THE
POSTGENOMIC ERA

Targeted screening allows the researcher to take advantage of the power of bioinf-
ormatics, which can be used to select potential targets from known or previously
unexplored biochemical pathways. Once the target is selected, molecular biology
techniques are used to clone and express recombinant forms of the protein. The
resulting highly purified protein (usually an enzyme or a receptor) is then the
foundation for the development of a high-throughput screen. As noted in Table
1, this method facilitates rational drug design, since it is often possible to utilize
the purified recombinant protein for three-dimensional structural studies, which,
in turn, allow structure–activity relationship (SAR) analysis (34). With a compu-
tational representation of the preferred molecular interaction, drug candidates
can be screened, in silieo, for their ability to interact within this protein, which
streamlines library screening. The power of target-based drug discovery is that
very quickly the structure and the putative activity of a protein can be revealed.
Then the specific characteristics can be applied to either understanding the path-
way of interest to pursue related steps as targets or to developing an HTS-style
drug screen. Since target-based assays are completely synthetic situations in
which all of the mechanism kinetics can be predetermined, the assay can inform
the researcher very easily about the inhibitory properties of a compound or class
of compounds. This information can then be applied to combinatorial chemistry
approaches to optimize inhibitory activity, as is discussed later. An additional
advantage of target-based methods is that they allow detection of inhibitors that
are not able to cross permeability barriers. Although these compounds are ob-
viously not useful as therapeutics because they are not bioavailable nor able to
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TABLE 1 Characteristics of Target-Based and Genome-Based Whole Cell
Screening

Screening 
method Advantages Disadvantages

Target based

Genome based
whole cell

Can detect poorly permeable
compounds that may be
suitable for optimization

Facilitates rational drug
design

Highly reproducible
Compatible with combinatorial

chemistry approaches

Selection for compounds that
permeate cells

Can establish antimicrobial
properties

Highly reproducible
Historically successful
Independent of preconceived

targets
Can address potential targets

of unknown function
Compatible with combinatorial

chemistry approaches

Cannot address potential
targets of unknown function

Assay development is time
consuming (may be difficult
to optimize for high
throughput assays)

In vitro inhibitors need to be
converted into drugs

Targets must be validated
in vivo

Insensitive to compounds that
do not permeate cells

No rational basis for
compound optimization

Identification of target is
difficult

May have mixed mechanisms
of action

Does not predict
pharmacokinetic issues

penetrate the bacterium, they do provide useful information that can be applied
to discover other novel targets that are to be used to optimize new classes of
inhibitors to improve their druglike properties.

Target-based screening does have some drawbacks. The method presup-
poses that a robust assay amenable to HTS can be developed. Development of
assays of this nature can be time consuming and requires a considerable level of
expertise. For this reason, target-based screening cannot address potential targets
that have no known function. Thus, �40% of the M. tuberculosis genome, some
of which may be potential targets, is unavailable for target-based drug discovery.
In addition, the essentiality of the potential target must be established in vivo,
and this is not a trivial consideration when dealing with M. tuberculosis (35).
Finally, compounds that inhibit an assay in vitro may not have druglike properties
or may not be able to cross the permeability barrier imposed by the complex
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mycobacterial cell wall (36); turning an enzyme inhibitor into a drug is a very
expensive endeavor in terms of both resources and time.

This approach in the context of tuberculosis is exemplified by targeting
the L-rhamnose biosynthetic pathway in M. tuberculosis. L-Rhamnose plays an
essential structural role in the cell wall of M. tuberculosis (Figure 1) as a key
sugar component of the disaccharide “linker unit” (P-GlcNAc(�1–3)Rha), which
connects the peptidoglycan heteropolysaccharide to the remainder of the cell wall
“core,” the galactan-arabinan-mycolic acid complex. In addition to its structural
role in the cell wall, rhamnose biosynthesis was also chosen because it does not
exist in mammalian cells, and, hence, inhibitors of its biosynthesis should have
a lesser chance of being toxic to humans.

dTDP-Rhamnose is the precursor of the rhamnose found in the linker unit,
and it is known that four enzymatic steps are required for its biosynthesis. Accord-
ingly, four potential enzymes (RmlA-D) were sought through homology via in
silico analysis of the M. tuberculosis genome. This analysis revealed eight ORFs,
which could encode for proteins that catalyze these four enzymatic steps. Only
one copy of rmlC (Rv3465) and rmlD (Rv3266c) were identified (16), and, upon
cloning, the hypothesized enzymatic activity for each protein was demonstrated
(37,38). The situation for rmlA was ambiguous because two candidate genes
showed possible homology. However, upon cloning and expression, it was shown
that Rv0334 encoded an active RmlA, whereas Rv3264c encoded a similar pro-
tein, ManB, but not involved in rhamnose synthesis. The situation was not as clear
for the identification of the RmlB encoding gene. Through a series of molecular
strategies, Rv3464 was determined to encode rmlB. One candidate, Rv3634c,
encodes a protein with homology to RmlB, but the fact that its N-terminal se-
quence is nearly identical to UDP-galactose epimerase (GalE) from M. smegmatis
(39), indicated that this gene encodes the GalE protein. Two other possible candi-
dates, Rv3784 and Rv3468c, showed homology to rmlB; however, the enzymatic
activity of the recombinant protein products could not be established, suggesting
that these genes do not encode an active RmlB. Nevertheless, we cannot rule out
the possibility that the soluble recombinant proteins are merely inactive forms
of RmlB. Therefore, we assumed that there is only one isoform of RmlB present
in M. tuberculosis, but this has not yet been established unequivocally.

The genome organization of the dTDP-rhamnose synthesizing (40) genes
in mycobacteria revealed no clues in terms of their catalytic role. In most other
organisms, such as Escherichia coli, rmlA-D are on a single operon, often in the
order B, D, A, C (41–44). However, from the results above and the genome
sequence it is clear that in M. tuberculosis the four genes responsible for dTDP-
rhamnose synthesis are in three different loci. Thus, rmlA (Rv0334) is separate
from all of the other genes involved in rhamnose metabolism and appears to be
the fourth gene in an operon where the functions of the proteins encoded for by
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FIGURE 1 Anabolic pathway and proteins associated with rhamnose biosynthesis
in M. tuberculosis. (A) The metabolic conversion of glucose-1-P to the rhamnose
nucleotide, which is the direct precursor of cell wall rhamnose. (B) The macromolec-
ular structure of the rhamnose containing “linker region” and arabinoglactan of the
cell wall. (C) Operon of genes whose targets are being exploited as novel targets
in M. tuberculosis drug discovery projects.



120 Slayden et al.

the other three genes are not known. The genes rmlB and rmlC (Rv3464 and
Rv3465) are the second and third genes in a complex operon consisting of perhaps
five genes where the last two genes are part of an insertion sequence and the
first gene encodes for a protein of unknown function. Finally, rmlD (Rv3266c)
is the first gene of a three-gene operon. In this case, the second gene is wbbL,
the rhamnosyl transferase, and the third is manB (labeled as rmlA-2 in the genome
sequence). There is some logic in the coordinate expression of manB in conjunc-
tion with the rhamnose genes, since manB is needed for the synthesis of all
mannosyl glycolipids and polysaccharides, which, like the rhamnosyl unit, are
an important part of the mycobacterial envelope (45). The finding, however, that
the rml genes are so scattered throughout the genome is surprising.

With the identification of each enzyme involved in the synthesis of dTDP-
rhamnose, an assay was then developed. This assay took advantage of the fact
that RmlD converts dTDP-6-deoxy-L-lyxo-4-hexulose to dTDP-rhamnose with
the concomitant oxidation of NADPH to NADP�, which makes it possible to
couple the enzyme activity of each step in a facile microtiter plate assay amenable
to screening inhibitors of the rhamnose biosynthetic pathway. Increased resolution
specific to each enzymatic step was achieved by titrating the enzyme of interest
within the assay system, thus altering required inhibitor concentrations. Upon
analysis, it became apparent which enzymatic step was being inhibited.

This target-based assay, developed from genomic information, was used to
screen 8000 compounds (supplied by Nanosyn, Tucson, AZ) in an HTS format.
Prior to testing, in silico analysis of these candidates was performed based on
Lipinski’s “rule of 5,” which categorizes candidates in terms of molecular weight,
logP, hydrogen bond donors, and hydrogen bond acceptors (2,36). These charac-
teristics have been experimentally determined and have been shown to correlate
to the effective bioavailability of a drug from current orally available medicines.
With respect to these four criteria, 89% of the compounds of the library had
“druglike” properties and 9% of the compounds were within the acceptable range,
satisfying three of the four criteria. The compounds were also selected for the
presence of “druglike” functional groups and the lack of reactive groups such as
aldehydes. The candidates that survived were screened at a concentration of 10
�M. Eighteen compounds, which showed activity initially, were rescreened in
triplicate. To confirm the inhibitory activity of these 18 candidates, new samples
were reexamined. However, upon rescreening, only 11 of the 18 compounds were
inhibitory in the target-based assay. These 11 compounds were then assayed for
their ability to specifically inhibit RmlB, RmlC, or RmlD, and all were shown
to inhibit RmlC (dTDP-6-deoxy-D-xylo-4-hexalose epimerase). With specific in-
hibitory activity determined, these drug candidates will now proceed into whole
cell-based assays to determine essentiality and inhibitory activity.
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WHOLE-CELL-BASED SCREENING IN THE POSTGENOME
CONTEXT

Classical antituberculosis drug discovery relied on whole-cell-based assays in
which the primary readout was cell death. Although this approach has been re-
sponsible for the few anti-TB drugs in use today, the extended culturing times
of M. tuberculosis (�4 weeks) made high-throughput screening impossible. How-
ever, since the genome sequence has become available, whole-cell-based screen-
ing has entered the era of HTS. A number of advances in our understanding of
the biochemistry of the tubercle bacillus via genomic information have provided
a scientific platform to design quick (�24 hr) bioluminescent-based HTS assays
(Figure 2) (46–48). A primary breakthrough was the demonstration of the ease
of expression profiling under stress conditions. The basic rationale in terms of
modernized whole-cell-based screen development is that the selective inhibition
of a metabolic pathways causes an accumulation of precursors and a concomitant
depletion in products (2,49). These gross changes can be expected to selectively
induce changes in the transcription of genes, thus altering the expression of the

FIGURE 2 Design of high-throughput bioluminescence reporter strains used in M.
tuberculosis drug discovery.



122 Slayden et al.

proteins that comprise the affected pathway, particularly before a more general-
ized stress response ensues. The resulting expression profile then serves as a
“biological fingerprint” for that specific metabolic perturbation. While regulated
genes themselves may or may not be targets for drug intervention, they, with the
help of software algorithms linking genes with proteins and known functions,
can point researchers toward known pathways. In addition, this information can
be used to incriminate the affected pathway and classify the target for unknown
inhibitors.

In terms of drug discovery and screening development, the expression of
each gene in the genome or each protein in the proteome needs to be interrogated
simultaneously in the presence and absence of the inhibitor (2). If an inhibitor
of the pathway of interest is not available, then a manipulatable alteration needs
to be introduced. One approach that we are currently employing is genetic engi-
neering to construct temperature-sensitive strains of M. tuberculosis which can
then be studied. This approach allows us to directly perturb the intended target
protein, thereby introducing a “druglike” effect. Another strategy that has had
limited success is the introduction of an inducible promoter to control the gene
of the target protein. The limitation in the case of M. tuberculosis is attributable
to the lack of an available good promoter that can be turned off when needed.

Currently, microarray technology is at the forefront of expression profiling
in tuberculosis research because it is able to report on differential expression on
a global scale that has not been realized by proteomic techniques (50,51). A typical
M. tuberculosis array is fabricated with either amplicons or oligonucleotides and
covers only the predicted ORFs. In terms of expression profiling of M. tuberculo-
sis and drug discovery, the utility of transcriptional response profiling has been
validated with the use of the M. tuberculosis-specific inhibitor, isoniazid (49).
Although isoniazid has been thoroughly studied with arrays, it illustrates the
important aspect of interpreting microarray data for screen development.

The mode of action of isoniazid, arguably, has been studied more than any
other antimicrobial agent. Although the actual proteomic target has been debated,
it is agreed that the affected macromolecules are the mycolic acids (3,52–56).
When the transcriptional response of M. tuberculosis to isoniazid treatment was
studied using DNA microarray technology (49), a subset of genes involved in fatty
acid synthesis were differentially regulated. Many of these genes were assigned
through biochemical studies and homology to fatty acid metabolism. The list
includes genes of the FAS II operon Rv2243–2247, and associated genes fbpC
(antigen 85c) (57), fadE23, and fadE24, in addition to isoniazid associated genes
such as efpA (49) and ahpC (58–60). To confirm and validate the microarray
results, real-time polymerase chain reaction (PCR) was performed. These experi-
ments confirmed the expression profiles of all the genes tested. Our understanding
of the molecular consequences of isoniazid on mycolate biosynthesis provides
confidence that many of the responsive genes encode proteins that are relevant
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to the mode of action of the drug. Accordingly, microarray hybridization provides
evidence useful in predicting the mode of action of a novel compound based on a
physiologically derived interpretation of its expression response to that compound
(49). Specific drug-responsive promoters identified by expression profiling serve
as sensors of the intracellular conditions that are characteristic of the drug’s
activity which can then be exploited for the design of screens to identify novel
compounds that exert similar effects on the bacteria.

Building on this approach, we have experimentally characterized the bacte-
rial transcriptional response to over 20 inhibitors that affect several aspects of
cell wall and macromolecular biosynthesis and cell division. Although many
inhibitors clearly show similar transcriptional profiles, it is not always easy to
rationalize the results from other inhibitors. Oftentimes, the highly induced genes
are conserved hypothetical genes with no functional assignment. In such cases,
it is hard to link a specific gene with the pathway affected by the inhibitor.
Nonetheless, information is still generated that can be used as the basis for a
mode of action specific high-throughput screen. We have been able to categorize
compounds on the basis of common gene inductions. This not only indicates
which drugs may affect similar biosynthetic pathways but also allows for the
design of reporter strains of M. tuberculosis that can be used in an HTS format
to rapidly evaluate the MIC of a molecule and characterize its possible mode of
action. One has to remember, as previously discussed, that the premise of whole-
cell, genome-based screens is that one is monitoring a unique phenotypic re-
sponse, a “biological fingerprint” and not necessarily the targeted pathway.

INTEGRATION OF COMBINATORIAL CHEMISTRY INTO THE
ANTITUBERCULOSIS DRUG DISCOVERY EFFORT

Modern combinatorial chemistry has already contributed to the modern drug
discovery revolution (61). It is now possible to rapidly produce drug candidates
with high levels of diversity and complexity, in marked contrast to rational drug
design of just a decade ago in which chemists selected specific molecules for
synthesis. This new chemical approach leads to compound libraries which have
the ability, in theory, to sample all possible three-dimensional space

Barry and colleagues (62,63) have been instrumental in pioneering the use
of combinatorial chemistry and expression profiling to discover new classes of
inhibitors for M. tuberculosis. The beauty of this approach is that it capitalizes
primarily on genomic sequence information which is readily available. The ap-
proach is centered on the idea that from genetic information, screens can be
designed to report on the activity of drugs against a specific target, strictly from
the reactive response of the bacterium. The advantage of this approach is that
reporter strains (based on transcriptional response) can be designed very easily,
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and these are amenable to HTS automation. Progress is limited by classical struc-
tural methods such as crystallography (2).

To validate the whole-cell-based screening approach, Barry and colleagues
used the known antimycobacterial drug ethambutol and interrogated the bacterial
response to its inhibitory action (63). Although the target of ethambutol has been
identified as arabinose polymerization in the cell wall, its specific protein target
or targets are still unknown. In addition, ethambutol’s potency could be improved;
unlike other mycobacterial inhibitors, the toxicity profile is relatively low. These
two factors allow for vast improvement of the drug’s activity with a lesser chance
of toxicity. With information of the transcriptional response to ethambutol treat-
ment, a bioluminescent reporter strain was created and validated using ethambutol
as a control. In addition to developing an ethambutol specific whole-cell-based
HTS, a directed compound library was synthesized using combinatorial chemistry
strategies. Ethambutol is a symmetrical diamine, and the directed library focused
on exploring the activity of asymmetrical molecules around the diamine scaffold.
The overall goal was to identify better inhibitors with the same mode of action
as ethambutol using only genomic information. Numerous candidates were identi-
fied using HTS formatted MIC and bioluminescent assays that shared the same
mode of action of ethambutol, but had better minimal inhibitory concentrations.
The inhibitory activities of several of the candidates were confirmed using classi-
cal biochemical techniques and tested in the animal model of infection to evaluate
efficacy. From analyzing the structure of all of the molecules in the library (com-
pounds with and without inhibitory activity) in terms of their activity, it was
possible to develop SAR information. Another round of molecular optimization
can then be imitated biased by the SAR information to further improve the potency
and the pharmacokinetic characteristics of the compounds. These first-generation
molecules demonstrated the power of this approach in the development of new
antimycobacterial drugs.

CONVERGENCE OF COMBINATORIAL LIBRARIES AND
WHOLE-CELL- AND TARGET-BASED SCREENINGS

The convergence of chemistry and genomic information in combination with
automation technologies has fostered a new approach to drug screening which
utilizes both whole-cell-based and target-based approaches (64). In the scheme
in Figure 3, a desired phenotypic change is sought by screening initially through
high-throughput low-resolution whole-cell assays. These assays are designed
based on unique patterns associated with specific pathway inhibition as deter-
mined by expression profiling. It is important to reiterate that the expression
pattern may not implicate the actual proteomic target; it is simply readout of the
bacterial response to the metabolic pressure. These screens have the ability to
accommodate large libraries of diverse compounds and drastically reduce the
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FIGURE 3 The modernized M. tuberculosis genome-based whole-cell screening
approach.

number of candidates progressing through the discovery process. The “hits” iden-
tified from the whole-cell-based screens are then interrogated with higher resolu-
tion assays designed around specific enzymatic targets. These high-resolution
assays provide high-quality data and establish inhibitory kinetics. Once the library
has been narrowed to a small fraction of compounds with the desired effect, they
are prioritized by surrogate animal models and finally evaluated for efficacy in
an actual animal model. This drug screening process is designed so that the
high-throughput low-resolution assays which are robust enough to handle large
compound libraries are used before low-throughput high-resolution assays are
used to confirm and bias the procession of candidates into model systems of
infection.

As the number of potential drug candidates increases, so does the need for
quick, efficient, and high-volume screens that generate data of high quality. The
current testing management problem is that screening is not conducted on the
same candidate a million times but on a million different candidates at the same
time. The purpose of the drug discovery process is to find and explore significant
differences between compounds. Therefore, the screening process has to be de-
signed to categorize quickly the inhibitory characteristics of the drug candidates.
The largest challenge in screening is not just the large member libraries, but the
low hit rates associated with them. With the latest advances in high-throughput
screening using multiwell plates, the initial testing volume can be much greater
than 10,000 candidates a day. Modern primary screens are designed to accomplish
two things: first, to establish a minimal inhibitory concentration for each candidate
and, second, to provide clues as to the potential target. This can be accomplished
by multiplexing the assays. The advantage of multiplexed whole-cell-based
screens is that a couple of requirements are built into the assay. The drug candidate
has the strict requirement to be able to subterfuge the mycobacterial cell wall
and be metabolically stable within the cell. The primary benefit of whole-cell-
based screens is to streamline the process and reduce the screening burden on
target-based screens.

Potential drug candidates coming through the whole-cell-based assays can
be prioritized and biased into the target-based assays based on their specific
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inhibitory profile. With the information on MIC, the ability to kill the bacterium
is established and a reasonable idea of target pathway is known. However, the
absolute target is not known and therefore the specific kinetic details have not
been established. Although, in simplistic terms, this detailed information may
not be necessary, it is required for predictive studies in terms of resistance mecha-
nisms and potential microbial spectrum. There are a number of advantages in
target-based screens, particularly if they are not responsible for the primary cate-
gorization of potential drug molecules. They provide better resolution in terms
of target identification and they are an additional method of target validation.

Whole-cell-based assays and target-based assays are very compatible strate-
gies in the quest to rapidly characterize potential molecules as drug candidates.
They exploit both genomic information and expression profiling. A screening
strategy that uses these two approaches in tandem has the ability to establish
essentiality through MIC, elucidate targets, and establish kinetic information of
the inhibited reaction. Despite all of these advantages, each approach has its
disadvantages. Whole-cell-based screens can be insensitive; many active com-
pounds have associated toxicity issues in general and possible mixed mechanisms
of action. Target-based assays have problems associated with turning in vitro
inhibitors into antibacterial drugs and genetic validation of essentiality. However,
in combination, these two approaches compliment each another, and the disadvan-
tages associated with each are essentially eliminated.

CORRELATING IN VITRO ACTIVITY WITH IN VIVO
EFFICACY

The greatest need in the search for new antituberculosis drugs is a surrogate
screening system for animal testing. Animal models of infection are used in the
final stages of the drug development cycle to assess the antimicrobial efficacy
in a model of human disease. Recent experience with library testing confirms
historical evaluations of the extremely poor correlation between in vitro drug
potency and in vivo drug efficacy (2,65,66). The reasons for this poor correlation
may be due to (i) altered physiology of the bulk of the bacterial cells growing
in macrophages; (ii) the simultaneous existence of several discrete populations
of bacteria each with varying susceptibilities to the drugs being tested; and (iii)
the extremely complex pharmacokinetics involved in delivering the drugs to the
site of infection, namely the alveolar macrophages. A large number of compounds
are being discovered and synthesized that show promise in in vitro assays against
M. tuberculosis. In fact, many more in vitro lead molecules are being generated
than can reasonably be assessed through traditional animal models of efficacy.
Therefore, the development of reliable surrogate models for chemotherapy of
human disease that has a moderately high-throughput format is an urgent matter
(Table 2).
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TABLE 2 Characteristics of Animal Models of Infection

Screen Advantages Disadvantages

Surrogate
system

Single-point
animal model

Classical animal
testing model

Establishes antimicrobial
properties under bacterial
metabolism conditions
associated with disease

Reproducible
Prioritizes the procession of

candidates
Compatible with combinatorial

chemistry approaches
In vitro inhibitors need to be

converted into drugs
Can detect poorly bioactive

compounds
Highly reproducible
Prioritizes the procession of

candidates
Compatible with combinatorial

chemistry approaches
Fast and relatively easy
Detects for compounds that

permeate cells
Can establish antimicrobial

efficacy in animal model
Addresses properties of

bioavailability

No rational basis for
compound optimization

Targets must be validated
in vivo. Identification of
target is difficult

Many antimicrobials are also
toxic to eukaryotes

Assay development is time
consuming

Cannot address properties of
bioavailability

Many potential inhibitors are
also toxic to animals

Not compatible with
combinatorial chemistry
approaches

Time consuming
Many potential inhibitors are

also toxic to animals

Bioluminescent screening systems to address these questions have been
attempted using the same basic approaches as the whole-cell assays. Currently,
murine-derived macrophage cell culture is used as a possible testing surrogate
(67,68). More recently, screens have been developed with bacteria derived from
infectious animal tissue, such as the lung or spleen of a mouse (69). Since the
bacteria have established an actual infection, they have also adopted the proper
physiological state to cause disease and persist. The purpose is to establish this
bacterial metabolic state so that drug candidates can be screened rapidly and
easily in a system that mimics the bacterial state of disease. Although current
approaches have utilized macrophage lines, it is best if this metabolic state could
be induced in artificial medium. This does not seem to be possible at the moment,
but, with genomic information and ongoing studies on in vivo metabolism of M.
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tuberculosis, a manipulatable, quorum-sensing-based system may be possible in
the future. It is important to remember that the primary quality from a surrogate
animal system is that it establishes the bacterium in a metabolic state similar to
that of true infection. This should not be confused with developing a system that
tries to mimic the site of infection.

After the efficacy of a compound has been addressed in the surrogate model
of infection, it is then tested in an animal model of infection. Due to the number
of candidates that can proceed through a whole-cell-based discovery strategy to
this step, low-cost, low-resolution, single-time-point animal experiments are use-
ful. These animal tests are based on a single-time-point analysis, such as 40 days
of infection. The animals begin therapy at 2 weeks postinfection, and the gross
effects of drug efficacy are determined at the time of harvest. It is important to
begin therapy before visible pathology is apparent. The bacterial burden, which
reflects the efficacy of the drug candidate, can be qualitatively determined via
gross pathology, and the quantities of bacteria can be determined through ap-
proaches such as bioluminescence and molecular tagging, if desired. This ap-
proach is intended, like the other screens, to bias the procession of candidates,
sifting the most promising compound to the top of the pile. Candidates that show
promising activity can be further analyzed via classical animal model experiments
designed to determine the efficacy profiles of potential drugs over several weeks,
consisting of multiple time points that provide high-quality statistical data.

THE NEXT GENERATION: INHIBITION OF THE MECHANISM
OF AN ENZYME OR ENZYME MECHANISMS?

In terms of drug discovery, it is paramount to have functional knowledge derived
from genomic sequence or experimental data to fully understand the inhibitory
mechanism. With the genomes of so many organisms completed, it is becoming
possible to globally compare organisms with similar disease niches and pathology.
This genomic–metabolic linkage among pathogens is proving to be the aspect
that is most promising to understanding the weakness of organisms in general.
With this metabolic information, combinatorial libraries can be designed which
are biased for unique activity specifically against reactions, not necessarily unique
enzymes.

The next step to optimizing drug activity is to marry mechanistic and chemi-
cal information with the predicted function of the target protein based on genomic
information and homology so that chemical libraries can be tailored to specific
enzymatic chemistry. At the moment, whole-cell-based bioluminescent screening
strategies have the potential to characterize large sets of candidates against a
single enzyme within a pathway. This is slowly producing hits and resulting in
the identification of novel inhibitors. However, they usually lead to a single target,
and, with the treatment pressure by current drugs, they are rapidly losing their
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potency due to resistance. Thus, years of work and resources can be lost because
a drug that has been designed against a single enzyme which undergoes a mutation
event renders the drug useless.

Perhaps the next step is to use genomic sequence to inform drug design
against specific enzymatic reactions that are represented numerously within the
metabolism of an organism or multiple organisms. This would effectively make
it impossible for an organism to acquire a single polymorphism that would provide
resistance. Microorganisms develop resistance at a frequency as low as 105; if a
number of targets were inhibited simultaneously, this mutation frequency would
be multiplied based on the number of targets. Organisms have the ability to reach
high numbers in an infection, which makes this frequency a very real number.
The basic rationale is not to design inhibitors against a reaction catalyzed by a
specific enzyme, but rather against a specific reaction catalyzed by protein analog
super families.

Analysis of the mycobacterial genome sequence reveals that the organism
has undergone massive gene duplication. This is particularly evident by the num-
ber of fatty acid genes, related polyketide syntheses (PKS), and glycosyl transfer-
ases that are responsible for cell wall construction and accessory molecules. Al-
though all of these related enzymes catalyze similar reactions utilizing a variety
of related substrates, they clearly produce very different products. This has essen-
tially led to the characteristic heteropolymeric cell wall of the tubercle bacillus,
which is made up of diverse polysaccharides and unique lipids.

Once a gene is duplicated, it is thought that it undergoes evolution to fulfill
a new metabolic role. It has been proposed that metabolic pathways evolve back-
ward. When the substrate of an enzyme in a pathway is limited, a new enzyme
evolves to supply that substrate from an available precursor. Accordingly, evolu-
tion is constrained to retain binding specificity, because the original enzyme and
the newly evolved enzyme must retain the ability to bind the same substrate/
product. The specific mechanism of the reactions need not be conserved. Ulti-
mately, the progenitor and new enzyme may catalyze the same reaction from
slightly different substrates or catalyze a slightly different reaction from similar
substrates, each case utilizing the same type of intermediate.

In M. tuberculosis, an example of the first idea may be the ketoacyl synthe-
ses KasA and KasB and possibly the related domain of fatty acid synthase, Type
I (FASI). Each one catalyzes the same reaction under the same conditions, the
primary difference being substrate specificity; KasA specifically catalyzes the
condensation of short-chain lipids and KasB condenses long-chain lipids. If mole-
cules can be tailored to mimic the mechanistic state of the condensation in this
case, then all three enzymes in addition to PKSs could be potential targets.

The family of enzymes responsible for the introduction of heterogeneity
into mycolic acids may represent the second scenario. It has been suggested that
these enzymes introduce different functionality into the hydrocarbon chain under
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a common transition state. In this case, the substrate and intermediate are the
same; the primary difference in the reaction is how the reaction proceeds, therefore
resulting in a different functional group. A synergistic strategy utilizing genomic
information and evolutionary principles can be expected to provide a more effi-
cient solution to drug development than the more traditional approach of studying
a single enzyme at a time.

CONCLUSION

It was once thought that the “Holy Grail” in understanding the molecular basis
of infectious disease was to know the total genetic sequence of the infectious
organism with the promise of an understanding of the disease and pathology of
each infectious agent at a genetic level. However, it is becoming obvious that
deciphering and understanding all of the information to the point of assigning
function is the largest hurdle. Having the genomic sequence of a bacterial organ-
ism allows one to mine the genome for information beyond predicting ORFs.
The big push now is in correlating expression profiles with metabolic outcome.
At the moment, there is a tremendous amount of raw sequence data and related
information. Considering all of the preexisting biochemical information and dif-
ferential expression data from DNA based arrays and proteomic studies, each
piece of DNA sequence can now be coupled with this information.

Our aim with this chapter is not to rehash the themes of the past, but rather,
with history, to spur all of us toward new directions and goals that push the limits
of science, to nudge us to step out of the scientific comfort “pale” and explore new
dimensions within the drug discovery arena in the postgenomic era. Therefore, the
primary goal of genomics-based research in the M. tuberculsois drug discovery
process is to identify new drug targets. Drugs emanating from these novel targets
will provide great benefits in terms of treatment of MDR strains. This is obtainable
because the efficiency of identifying targets from the genome has increased mark-
edly, replacing the old process of identifying proteins, cloning them, and establish-
ing a level of validation of their potential utility. This barrier has essentially been
removed as a consequence of the completion of the M. tuberculosis genome and
the development of in silico analysis tools. All proteins now become potential
targets and can be prioritized on the basis of information indicating essentiality
to cell survival, conserved range in pathogens, and presence in humans.
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This chapter describes a new technology, Phenotype MicroArrays (PMs), de-
signed to speed the process of antibiotic discovery and help eliminate drug candi-
dates with unsatisfactory side effects before too much time and money is invested
in bringing them to clinical trials. The technology permits scientists, for the first
time, to perform broad-based and comprehensive cell testing in an efficient high-
throughput format. The technology works uniformly well with a very wide range
of microorganisms, including Gram-negative bacteria, Gram-positive bacteria,
yeast, and filamentous fungi. Over a dozen important model species have been
successfully tested with PMs, including Escherichia coli, Salmonella typhimu-
rium, Pseudomonas aeruginosa, Staphylococcus aureus, Streptococcus pneumon-
iae, Listeria monocytogenes, Saccharomyces cerevisiae, Candida albicans, and
Aspergillus nidulans.

Figure 1 shows a typical drug development sequence. Phenotype Micro-
Arrays can be used in four of the five steps leading up to the decision to put a
drug candidate into clinical trials. In addition to their wide applicability, PMs
offer unique advantages. The biggest advantages that PMs offer are (1) the ability
to provide data at the cellular level, which is often easier to collect and interpret
than molecular/biochemical information; and (2) the ability to test drugs with
cells under thousands of physiological states. The importance of these advantages
is discussed in the sections that follow.
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FIGURE 1 The process of drug discovery and development. Phenotype MicroAr-
rays can be used in four of the five stage leading to clinical trials of a new drug,
making the process more efficient and productive.

GENERAL DESCRIPTION OF PHENOTYPE MICROARRAYS

Phenotype MicroArrays are arrays composed of thousands of wells, with each
well containing a chemistry designed to test a different cellular property—a phe-
notype (1). The scientist simply adds a cell suspension into the wells, and the
array results measure thousands of cellular properties simultaneously.

Phenotype MicroArrays measure a color change as cell respiration results
in the reduction of a dye to form a color. The system is flexible in that
different detection chemistries and colors can also be used and recorded.
Phenotype MicroArrays are designed to scan thousands of metabolic and
physiological properties of cells, including chemical structure of the cell enve-
lope, transport functions, energy production, catabolic and biosynthetic path-
ways, ribosomes, polymerases and other cellular machinery, repair functions,
stress responses, and so on.

The first-generation set of PMs tested about 700 phenotypes as follows:
100 carbon sources; 100 nitrogen sources; 100 phosphorus and sulfur sources;
100 tests for biosynthetic pathways; and 300 tests of cell sensitivity to toxic
chemicals, including antibiotics, toxic metals, detergents, enzyme inhibitors, etc.
(1). The current generation PMs consist of about 2000 phenotypes as follows:
200 carbon sources, 400 nitrogen sources, 100 phosphorus and sulfur sources,
100 tests for biosynthetic pathways, 200 tests for general stress conditions, and
1000 tests of cell sensitivity to toxic chemicals.
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USE OF PHENOTYPE MICROARRAYS IN FINDING AND
EVALUATING NEW DRUG TARGETS

It has been difficult to find new and unique drug targets and most current antibiot-
ics are variants of about 15 base structures and are aimed at a limited set of
targets such as cell wall synthesis, ribosome function, and DNA topoisomerase
(2). A common philosophy in hunting for new targets is that they must be products
of essential genes and many people are simultaneously pursuing efforts to find
and patent this set. Another common assumption is that antibiotics should be
broad spectrum in their mode of action.

However, these assumptions may be limiting the scope of thinking and
delaying the development of new and better antibiotics. For example, recent work
on an interesting new antifungal drug, rapamycin, has shown that it has a new
and unique mode of action, complexing with immunophilin proteins (peptidyl-
prolyl isomerases) and blocking cell-cycle progression by inhibiting TOR kinases
(3). But immunophilins are not essential proteins in yeast (4) so this drug would
not have been discovered using screens that only accept essential genes as targets.

Broad-spectrum antibiotics have the advantage that they can be prescribed
for a wide range of infections, but along with this comes the disadvantage that
they also kill normal microbial flora in and on the body. This can lead to an
unacceptable level of side effects and in some cases can worsen the situation by
lowering the body’s defense barriers. For example, infections involving toxigenic
E. coli strains such as O157 are often not treated with antibiotics (5). Once the
pathogenic cells escape through the lining of the colon, antibiotic treatment may
exacerbate the situation by causing release of more toxin and also damaging
normal colon flora. Another example is prolonged antibiotic treatment creating
conditions that favor the establishment of Clostridium difficile in the colon (6).

An alternative approach is to look for antibiotics targeted at “pathogenicity
genes” (7). For example, recent genome sequencing of nonpathogenic (8) and
pathogenic (9) E. coli strains has shown that the pathogens contain 1387 additional
genes, many of which presumably code for functions which cause or permit E.
coli to become an invasive pathogen. A subset of these genes may be excellent
new drug targets. To judge this, we need to have a better understanding of the
pathogenic process, along with tools to determine gene function.

Phenotype MicroArrays provide a tool for determining gene function. Fig-
ure 2 shows the process by which PMs are used to compare two cell lines. Cell
suspensions are added to two sets of PMs; the PMs are incubated for 24 to 48
hr; and the OmniLog instrument incubates, monitors, and records the cellular
response in all wells of the array. One cell line is recorded as a red tracing and
one as a green tracing. To compare these, computer software automatically over-
lays these tracings and changes areas of overlap to yellow. Thus, in the compari-
son, phenotypic responses common to both cell lines are yellow, whereas re-
sponses unique to one cell line are either red or green.
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FIGURE 2 The PM testing process. This example shows two cell lines that differ
by one or more genes compared using PM technology. (a) Tests are performed
by adding the cells into identical Phenotype MicroArrays. Each cell line produces
is characteristic PM pattern, reflecting its phenotypic properties. (b) The PMs are
incubated in the OmniLog PM instrument which simultaneously incubates the PMs
and monitors the color pattern that develops. (c) PM software records the resulting
kinetic phenotypes. One cell line is recorded as a red tracing and the other as a
green tracing. (d) The software can generate a variety of comparisons including
an overlay of the kinetic phenotypes. Phenotypes common to both strains are
colored yellow.

Figure 3 illustrates this with a specific example. In this case PMs measuring
the carbon metabolism of the cell are used to compare the nonpathogenic E. coli
strain MG1655 to the pathogenic strain O157:H7. It has been known for years
that O157 is unusual in that it lacks the ability to metabolize sorbitol and it is
commonly isolated by clinical labs using Sorbitol MacConkey Agar. The example
shown in Figure 3 finds many differences in carbon metabolism between the
pathogen and nonpathogen, including the sorbitol defect in O157. Another defect
in O157 seen in this example is glucarate metabolism, which has been found
missing in about 92% of O157 strains in a comprehensive study covering many
strains (10). We also can detect two carbon utilization pathways (for sucrose and
adonitol) present only in the pathogen.

Another example to illustrate this point comes from our recent work with
the gram-positive pathogen Listeria monocytogenes. Using PMs to test isogenic
strains kindly provided by Dr. Jose Vazquez-Boland, we have been able to show
and confirm that hyperpathogenic strains containing the prfA* allele (11) have
picked up the capability to use a variety of sugar phosphates as sources of both
carbon and phosphorus (data not shown). This suggests the presence of a sugar
phosphate utilization enzyme playing a role in pathogenesis, presumably provid-
ing the invading Listeria with carbon and phosphorus nutrients for growth while
inside the human cell.
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FIGURE 3 Comparison of a non-pathogenic and pathogenic bacterial strain. The
non-pathogen, E. coli MG1655 (red) is compared to the pathogen, E. coli O157
(green). Major differences are shown in the table to the right. In carbon metabolism,
O157 loses six phenotypes and gains two.

Gain of function is more interesting because in hunting for new drug targets
the goal is to find biological processes present only in the pathogen. Of course,
to find a truly valid target one would need to examine a large enough set of
pathogens and nonpathogens to convincingly show that the phenotype and gene
were highly correlated and preferably essential to pathogenicity. Using PM tech-
nology this becomes a very efficient and straightforward research project.

Another viable approach is to make gene knockouts of genes found in
pathogenicity islands and then attempt to determine their function using PMs.
We have recently shown that PMs can be used to determine gene function by
direct assay of gene knockouts (1). The process is again as shown in Figure 2,
but this time the strains tested are an isogenic pair with the gene of interest
knocked out or altered.

PHENOTYPE MICROARRAYS PROVIDE A MORE
COMPREHENSIVE MEANS OF TESTING THE EFFECTS OF
CHEMICALS ON CELLS

The cell is not a single, static entity. Instead it is more like a multistate automaton
capable of a limitless number of states. The physical and chemical environments
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FIGURE 4 Phenotype MicroArrays grow cells under hundreds of different condi-
tions. Each well in the PM provides a different growth or stress condition for the
cell. PMs allow for testing cells in up to 2000 different conditions simultaneously.
When the cell grows under a different condition, it changes and adapts, becoming
a different cell.

of cells are constantly changing and the cell is constantly monitoring its environ-
ment and adapting to it. Every time a cell changes, it changes its gene expression
levels, its protein composition, its membranes and receptors, and so on. It becomes
a different cell.

A major limitation to current methods for testing the effects of chemicals
on cells is that they test the chemical on the cell under one condition or state of
the cell—usually something approaching optimal growth conditions. This gives
us a very narrow and incomplete picture of the potentialities. A simple example
is penicillin. Penicillin and other drugs of its class inhibit cell wall synthesis
causing cells to lyse when they are in a state of rapid growth. However, these
same drugs are ineffective in killing slowly growing or static cells and lysis is
also inhibited if the cells are in a hypertonic environment.

Phenotype MicroArrays provide a very simple way to take one cell popula-
tion and convert it into hundreds or thousands of subpopulations arrayed into
diverse physiological states. The intent of the design is to enable a broad survey
of the range of possibilities. As diagrammed in Figure 4, in one well the cell
may be adapting to low pH, high salt, low phosphorus levels, slowed ribosome
function, DNA damage, and so on.

Figure 5 shows how PMs can be used in a simple but powerful testing
process to assay the effect of chemicals on cells. Identical cell suspensions are
prepared. One suspension is used as a control (no drug) and the other suspensions
are dosed with various chemicals to be tested. The level of chemical added is a
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FIGURE 5 Testing drugs on cells in Phenotype MicroArrays. The testing process
for drugs is essentially the same as the process for testing cells with genetic differ-
ences shown in Figure 2. In one array, cells alone are added. In a second array,
a drug is added to the cells just prior to inoculation into the array. A library of drugs
can be tested in this manner, and their PM fingerprints can be compared using
clustering algorithms.

slightly inhibitory level (e.g., near the minimum concentration required to give
barely detectable growth inhibition). Each suspension is used to inoculate a set
of PMs, and again, as in Figure 2, the PMs are incubated, monitored, and recorded
by the OmniLog instrument.

USE OF PHENOTYPE MICROARRAYS IN HIGH-
THROUGHPUT CHARACTERIZATION OF CHEMICAL
LIBRARIES

Depending on the mode of action of the drug, it will be more or less toxic to the
cell under certain physiological states of the cell; in other words, in different
wells of the PM. Each drug will produce a characteristic “fingerprint” pattern
from the PM analysis. Drugs with similar modes of action will have similar
“fingerprints” and vice versa. The fingerprints can then be sorted or grouped
using standard clustering and/or pattern recognition algorithms.

Figure 6 shows an example with data collected on a set of 20 chemicals
tested against E. coli. The dendrogram clustering method accurately grouped four
drugs that are cell wall inhibitors, three drugs that are ribosome inhibitors, and
two of three drugs that are DNA topoisomerase inhibitors. Polymyxin B, ceru-
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FIGURE 6 Fingerprinting the drug sulfamethoxazole using PMs. E. coli bacteria
were tested without or with sulfamethoxazole added. A decrease in well color
indicates relative sensitivity (synergy) with a second drug in the PM well. An in-
crease in well color indicates relative resistance (antagonism).

lenin, and rifampicin, which have unique modes of action, branch off as unique
patterns. Furthermore, this analysis clearly differentiated the antibiotics having
a more targeted mode of action from the chemicals that are generally toxic (e.g.,
reactive alkylating agents such as ethylmethane sulfonate and N-ethyl maleimide
and denaturants such as sodium dodecyl sulfate).

A major activity in antibiotic development is screening chemical libraries.
Phenotype MicroArrays show the prospect of providing a highly efficient and
comprehensive testing technology. Thousands of chemicals can be “finger-
printed” in this approach. First, chemicals with general toxicity can be eliminated
from consideration. Second, chemicals can be grouped by mode of action. This
allows the sorting of chemicals into groups such as (a) identical to known antibiot-
ics, (b) similar to but distinct from known antibiotics, or (c) clearly distinct from
known antibiotics and potentially unique new leads.

Phenotype MicroArray fingerprints are highly reproducible, so databases
can be compiled and compared with data from chemical libraries screened at a
later time. The end result is an expandable database that should give stronger
conclusions and better insights as it grows in size. To characterize a library,
chemicals would only need to be fingerprinted once unless there was an important
reason to test them again with a different model cell system. This is much more
efficient than current methods whereby chemical libraries are rescreened in cell-
based assays each time a new target is evaluated.
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USE OF PHENOTYPE MICROARRAYS TO DETECT
SYNERGIES AND ANTAGONISMS WITH KNOWN DRUGS

As briefly mentioned above, many of the PM wells contain known drugs. Drugs
are useful as probes in the PMwells because they selectively attack certain cellular
targets. When, as diagrammed in Figure 5, drugs are added to PMs that already
contain other drugs, we are provided with data on thousands of drug combinations.
Therefore this has the potential to provide data on drug synergy and antagonism.

An example is shown in Figure 7. In this case we are testing the effect of
sulfamethoxazole on E. coli using a PM with 24 antibiotics. Sulfamethoxazole
is known to be synergistic with trimethoprim (12) and this is confirmed by the
PM result in which there is a decrease in color in the trimethoprim well when
sulfamethoxazole is present. There is also an apparent synergy of cephaloridine
with sulfamethoxazole. On the other hand, the same array shows antagonism with
novobiocin, tetracycline, and chlortetracycline.

With our limited knowledge of cell physiology, it is usually not obvious
why certain drugs are synergistic or antagonistic. However, it can be very valuable
to detect these interactions by the simple PM assay process. A drug lead might
be overlooked because it has little effect by itself, yet it might have a strong
synergy with another drug making the combination valuable enough to consider
clinical trials. Conversely, a drug lead may look promising on its own, yet in PM
assays it proves to have adverse interactions with another drug that could be
taken at the same time. Adverse drug interactions would normally be determined

FIGURE 7 Effects and side effects of drugs shown by PM testing. Drug 1 is targeted
against protein 1 in the cell and it gives the same phenotypic PM pattern (loss of
phenotype 1) as the mutant cell line with protein 1 inactivated genetically. Drug 2
is also targeted against protein 1, but it produces a side effect, changing phenotype
5 as well as phenotype 1.
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at a later step in the drug development process as part of additional toxicological
testing. With PM testing, drug interaction is determined early on and without
extra cost, as an integral part of the process.

USE OF PHENOTYPE MICROARRAYS TO DETECT
SECONDARY AND SIDE EFFECTS OF DRUG CANDIDATES

Cell-based assays are commonly utilized to test the effect of potential drug leads
on a cellular target. However, these assays provide no information about how
these leads might also affect other unintended cellular targets. This is key informa-
tion because it is the action on “other” cellular targets that produces side effects.
Phenotype MicroArrays provide the first straightforward approach to address this
major issue.

Figure 8 shows how PM assays should detect side effects in a comprehen-
sive way. In the cartoon shown, both drug 1 and drug 2 hit the target protein,
protein 1. Since protein 1 is involved in phenotype 1, the effect of the drugs in
inhibiting protein 1 is manifested at the cellular level as a change in phenotype
1. However, drug 2 has a second effect; it also inhibits protein 5. In the PM assay
of drug 2 this is manifested and detected as a change in phenotype 5 as well as
phenotype 1. A scientist needing to choose between drug 1 and drug 2 would
therefore have a sound basis for choosing. If the drugs were targeted to human

FIGURE 8 ‘‘Binning’’ of chemicals toxic to E. coli based on PM patterns. PM pat-
terns for twenty chemicals were recorded and analyzed using a clustering algo-
rithm. Nearly all of the chemicals with similar modes of action were clustered within
the same dendrogram groups.
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cells and side effects were considered undesirable, drug 1 would be a better choice
to pursue. Conversely, if the drugs are antimicrobials, drug 2 may be preferred
since it has two sites of action, making it more difficult for cells to become
resistant.

Here again, it is a major advantage that PMs can test the effect of a chemical
under thousands of states of the cell. Standard methods for cell-based assay would
only look for potential side effects or secondary targets on cells undergoing rapid
growth. The PM assay format extends the view into thousands of physiological
states of the cell. A drug side effect may only come into play in cells stressed
in a certain way. Our body is made up of many cell types in a range of physiologi-
cal states.

Phenotype MicroArrays provide an attractive and very practical approach
to the difficult challenge of detecting secondary and side effects early in the drug
development process.

SUMMARY AND CONCLUSIONS

Cell-based testing is already widely used as an integral part of antibiotic drug
discovery. Typically, cell-based assays are used in screening chemical libraries
to find the subset of chemicals that “hit” the target, to determine drug mode of
action, to measure and characterize the rate and nature of drug resistance, and in
many toxicological assays. However, cell-based assays have not been used as a
general tool for “fingerprinting” chemicals or for systematically testing for poten-
tial side effects.

Phenotype MicroArrays are a promising new tool with many applications
in antibiotic drug discovery. They can be used to determine entirely new and
novel targets for drugs or to evaluate genes that are already thought to hold
promise. Drug candidates can also be evaluated in PMs. They can be tested, in
high-throughput mode, to sort them by mode of action, to determine synergy/
antagonism with other drugs, and to determine potential secondary and side ef-
fects. All of these results are obtained simultaneously in a single analysis.

Phenotype MicroArray technology provides essential information to elimi-
nate unsatisfactory drug candidates before costly clinical trials are initiated. Phar-
maceutical and biotech companies do not waste money on drugs that will fail
but instead are able to focus resources on those that will be successful. This
should also allow them to dramatically improve the efficiency of the drug discov-
ery process to bring better drugs to the market at a faster pace.
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Microbial Proteomics: New Approaches
for Therapeutic Vaccines and Drug
Discovery

C. Patrick McAtee
Lexicon Genetics, Inc., The Woodlands, Texas, U.S.A.

. . . There is a man working here—his name is Pasteur—who is finding
out wonderful things about the machinery of life . . . he is even going
to find out, perhaps, what causes disease! . . .

—Student in the Ecole normale superiere, Paris, 1861

Contrary to what some pharmaceutical “visionaries” have predicted, pathogenic
microbes have not gone away, but persist as a significant problem in modern
medicine. Thanks to years of inappropriate antibiotic therapies, they’re back with
a vengeance. Antibiotic-resistant pathogens have emerged and continue to wreak
havoc on public health worldwide. The common denominator in this developing
scenario is the ever-evolving genomes of microorganisms. There are many ap-
proaches suitable to monitoring fluctuations in gene expression and microbial
adaptation, which have been presented in numerous review articles. However, of
these various genomic approaches, the proteomic approach is unique in that a
single genome can give rise to qualitatively and quantitatively different pro-
teomes. The term proteome, overused as it is, represents the expressed protein
complement of the genome. By examining pathogens at the protein level, one
can monitor phenomena such as protein expression levels, posttranslational modi-
fications and processing, as well as study multisubunit protein complexes. As I
work with proteins for a living, I would, like to believe that proteomics can do
it all. However, the reality is that proteomics is really nothing new but simply a
newly coined moniker that represents analytical biochemistry with newer, neater
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equipment. Many of the technologies that make up what is now the current buzz-
word, “proteomics,” have been in existence for some time. The key to obtaining
useful information from the “new” field of proteomics lies in an older, stodgier
field—that of cell biology.

TECHNOLOGY—FROM GELS TO MASS SPECTROMETERS

While the characterization of protein structure and function has long been a tradi-
tional part of biochemistry, the advent of modern mass spectrometry techniques,
in conjunction with advances in DNA sequence databases and bioinformatic anal-
ysis, has certainly given a boost to the field of proteomics. However, every analyti-
cal approach has both its advantages and pitfalls. Granted, through proteomics,
previous impediments to protein target identification such as degree of purity and
the necessity for relatively high quantities of expressed protein have in essence
been eliminated. Using older technologies such as 2D electrophoresis, enhanced
technologies such as new-generation mass spectrometers, and novel technologies
such as genomic sequence databases, proteomics or what some would call “real
protein biochemistry” has come a long way in a brief period of time.

The beginnings of microbial proteomics can be traced back to the introduc-
tion of two-dimensional electrophoresis by O’Farrell, in which proteins were
separated initially by isoelectric focusing in low-percentage acrylamide poured
in tubes followed by molecular weight separation using sodium dodecyl sulfate
– polyacrylamide gel electrophoresi (SDS–PAGE) in the second dimension (1).
Nearly every graduate student, medical fellow, and post-doc of this era should
have fond memories of the many times that an overnight focusing was initiated
only to find that the gel had separated from the tube in the wee hours of the
morning. Thus the buffers poured into each other and the power source simply
gave up. For those of us studying phosphorylation, these frustrations were usually
compounded by the creation of a sizable pool of phosphorus-32 on our benchtops.
Further, it was often difficult to remove tube gels from the tube if the run was
actually successful. Invariably, unless one had the dexterity of a senior neurosur-
geon, the flimsy tube gels would get chopped up into a million pieces or they
would fly out of the tubes and never be found (unless it was a kinase study and
then a good-quality Geiger counter usually picked up the trail). However, when
tube gels worked properly, they were very good and the power of 2D electrophore-
sis as a biochemical separation technique was firmly established as O’Farrell was
able to resolve 1100 different proteins from Escherichia coli.

Improvements to the O’Farrell approach came later in the form of immobi-
lized pH gradients, which significantly enhanced the reproducibility of 2D electro-
phoresis (2). Comparison of the spotting patterns on 2D electrophoretic profiles
can allow for the quantification and identification of modified and up- or downreg-
ulated proteins in a biological sample. Then, of course, there was the identification
of these 1100 “spots”, which at the time would have been a pretty heroic accom-
plishment (and still would be no small feat!). Now, however, the spot may be
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extracted, digested with an endoprotease such as tryspin or Lys-C, and subjected
to mass spectrometry in a rather direct and unencumbered manner. The experi-
mental peptide masses may then be compared to the theoretical masses (calculated
from the genomic information) through a variety of programs such as MASCOT
and MS-Fit and a match is obtained (3,4).

Yates and coworkers, utilizing a program called SEQUEST, developed
further refinement of this database-searching procedure (5). SEQUEST correlates
tandem mass spectra of peptides with individual amino acid sequences from
protein and nucleotide databases (see Figure 1). While the instrumentation and
analytical programs have become significantly refined with reported sensitivities
down to the femtomole level, most analysts agree that the 2D gels appear to be
the rate-limiting factor in analysis. Another area of concern is that the dynamic
ranges of electrophoresis-analytical software have often lead to publications re-
porting extraordinary numbers of spots isolated from a gel that in reality were

FIGURE 1 The Wonder of Technology: Proteomics in a nutshell. A sample is run
on a two-dimensional gel and the resulting protein bands may be extracted, di-
gested with a specific endoprotease, and then subjected to mass spectrometry.
Using MALDI-TOF or nanospray LC-MS/MS, spots may be identified using data-
base searching. Spots not identifiable through MALDI-TOF and typical mass analy-
sis programs may then be subjected to nLC-MS/MS and identified through
SEQUEST analysis.
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either instrumentation limitations or other artifacts. Reproducibility can also be
an issue when running replicates of the same sample.

An alternative to the much improved, but still laborious, 2D gel approach
is that of 2D liquid chromatography – mass spectrometry (LC-MS) in which a
protease digested sample is simply injected directly onto a column and has been
described byYates and termedmultidimensional protein identification technology
(MudPIT) (6). In this procedure, proteins are digested in solution and the peptide
mixture is loaded onto a strong cation-exchange column; peptides are sequentially
eluted with increasing electrolyte concentration according to their charge and
hydrophobicity. Each ion-exchange fraction is then subsequently separated by
conventional reverse-phase liquid chromatography combined into a biphasic col-
umn with reverse-phase and strong cation-exchange material packed sequentially
in the same column. The eluent is subjected to direct mass spectrometric analysis.
This approach is limited by a slow sample-loading rate. Also, it is not possible
to quantitate information much less get a “global view” of what is going on in
the proteome by this approach.

An attempt to resolve the issues of quantitation in LC-MS has been de-
scribed by Aebersold and colleagues (7). Described as a method that has the
potential to identify and quantify most, if not all, the proteins expressed by a cell
or tissue, it is based on a new class of reagents termed isotope-coded affinity
tags (ICAT) (8). The ICAT reagent consists of a biotin affinity tag, a polyether
linker that can incorporate stable isotopes (i.e., deuterium), and an iodoacetamide-
reactive group that specifically reacts with cysteinyl thiols. Stable isotopes are
incorporated into proteins by selective alkylation of cysteines with either an isoto-
pically heavy or light reagent. The proteins in one sample are labeled with the
isotopically heavy light reagent and the proteins in the second sample are labeled
with the isotopically heavy reagent. The two protein mixtures are then combined.
At this point, any optional fractionation technique can be performed to enrich
for low-abundance proteins or to reduce the complexity of the mixture, while the
stable isotope tag imprinted in the proteins strictly maintains the relative quan-
tities. Prior to analysis, the protein mixture is digested with trypsin and passed
over a avidin–agarose column. Because the ICAT label contains the stable isotope
information as well as a biotin tag, ICAT-labeled peptides are selectively isolated
for analysis by microcapillary liquid chromatography electrospray ionization tan-
dem mass spectrometry (LC-ESI-MS/MS). If required by the complexity of the
sample, the peptide mixture can optionally be further fractionated prior to mass
spectrometric analysis. The ratio of ion intensities from coeluting ICAT-labeled
peptide pairs of identical sequence precedes accurate quantitation, while a subse-
quent tandem MS analysis identifies the proteins in the sample by their amino
acid sequence. The method is reported to be capable of detecting proteins of
very low abundance and is an automatable process. This technology has its own
limitations (such as being cysteine specific). In addition, high-quality quantitation
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(CVs less than 20%) from LC/MS/MS data, where the peptide pairs do not entirely
coelute, has its challenges as well as limited sensitivity. Moral of the story: Damn
gels—can’t live with them, can’t live without them.

YOU WANT CHIPS WITH THAT?

Last, but not least, in the technology toolbox is the so-called proteomics on a
chip. Obviously, a critical need exists for the development of novel technologies
that will enable high-throughput studies of the proteins encoded by the approxi-
mately 30,000–100,000 genes encoded by the human genome. “Traditional pro-
teomics” methodologies, while adequate for basic laboratory approaches, are in-
adequate for the detection and characterization of large sets of protein–protein
interactions. Protein microarray technology recently developed by several labs
utilizes protein microchannel microarrays to characterize antibody profiles in a
variety of infectious and other disease states (9). Using microfabrication technolo-
gies borrowed from the microelectronics industry, these systems offer the ability
to realize on-chip microchannel networks that can be computer controlled to
transport, mix, separate, and detect protein fragments (10). The advantage is that
an automated series of reactions can be performed on 1 to 1,000-pl samples with
all reactants and products of the assay remaining suspended in a buffered solution
at all times. This is in contrast to the solid-phase detection systems of microarrays
typically used in combinatorial proteomics research, where the small spot sizes
dictated by the needs for high sample density result in rapid evaporation of sol-
vents. Other purported advantages of the microchannel approach include the abil-
ity to combine assays with simple binding event detections as well as the ability
purify candidate species of known reactivity for subsequent testing off-chip.

Enough, however, with the “wonders of technology.” What is the applica-
tion of proteomics to disease and, in particular, infectious disease? There are
three areas of antimicrobial research that come to mind where proteomics may
be able to provide a technological advantage to the discovery of new therapeutics:
vaccines, thereapeutics for resistant organisms, and cell-based screening. In the
following three “real-world” applications, the opportunities for proteomic ap-
proaches are discussed.

REAL-WORLD APPLICATION 1: DETECTION OF VACCINE
ANTIGENS IN HELICOBACTER PYLORI

Helicobacter pylori is a gram-negative bacterium that chronically infects the
gastric mucosa of more than half of all humans worldwide and is a major cause
of gastritis and peptic ulcer disease and an early risk factor for gastric cancer
(11). Only some 10 to 20% of infections, however, result in overt disease. DNA
typing has established that H. pylori is extremely diverse as a species, and it is
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likely that the varied outcomes of infection reflect differences in bacterial geno-
type, human host genotype, and physiologic, immunologic, and environmental
factors (12). These considerations make it valuable to thoroughly characterize
the proteins and other antigens that H. pylori produces and the human responses
to them.

There is a great need for an effective anti-H. pylori vaccine, especially
in Third World, high-risk populations where H. pylori eradication by standard
antimicrobial therapies is often followed by reinfection. Much attention has been
focused on urease-based vaccines because of the essentiality of urease and some
encouraging results with mouse Helicobacter felis models. VacA has also been
considered a candidate based on results with a mouse H. pylori model (13,14).
These mouse models, however, may not adequately mimic the human condition
and clinical trials of urease vaccines have been only marginally encouraging.
This reinforces the sense that other or additional antigens may be needed for a
truly effective vaccine.

Other factors important for H. pylori colonization or virulence have been
identified. Some of the more prominent factors include(1) flagellae (15), which
allow the organism to move in the mucous layer;(2) the previously mentioned
urease complex (16), which may help maintain a neutral micro pH environment
in the face of gastric acidity; (3) the VacA protein (17), which generates vacuoles
in eukaryotic epithelial cells; (4) an adhesin binding to the Lewis blood antigen
group (18); and (5) the cag pathogenicity island (19,20), some of whose encoded
proteins help trigger severe inflammatory responses and which, like VacA toxige-
nicity, is disease associated. Based on the presence of the cag pathogenicity
island (PAI), the H. pylori isolates are subdivided into two types. Type I strains,
containing the cag PAI, exhibit increased virulence, since they are predomi-
nantly associated with severe gastric disease, whereas type II strains, lacking
the cag PAI, are more frequently isolated from asymptomatic carriers (21).
It has been demonstrated that some of the proteins encoded by the cag PAI trigger
severe inflammatory responses in the host (22). However, the precise function
of the gene products of the cag PAI and their role in virulence remain to be
elucidated.

Several other H. pylori proteins with known activities, or which are related
to similar proteins of known function in other organisms, have been isolated
(23,24). While the complete genomic DNA sequence of H. pylori 26695 has been
reported, many of the proteins inferred from this DNA sequence have no known
function, and this DNA sequence clone does not always predict which open
reading frames are likely to encode virulence factors or antigens suitable for
diagnostic or vaccine studies.

A number of studies have begun to address associations of specificH. pylori
antigens to antibodies in patients with particular gastroduodenal pathologies and
of possible autoimmune components toH. pylori-associated disease. There is very
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little information, however, regarding the long-term evolution and clinical implica-
tions of these human responses before and after the eradication ofH. pylori by anti-
biotic treatment regimens. Pharmaceutical therapy to treat the H. pylori infection
involves expensive combinations of various antibiotics, proton pump inhibitors,
and bismuth compounds but shows only a limited efficacy (of approximately 80 to
90%) and does not prevent reinfection after successful eradication. In addition, H.
pylori strains resistant to the most potent antibiotics used in the treatment of H.
pylori infections, metronidazole and clarithromycin, are emerging rapidly (25).
Considering further that the number of infected people worldwide requiring treat-
ment is far beyond the reach of the antibiotic triple therapy, development of a vac-
cine seems to make sense for the global control of H. pylori infection. It has been
shown by various researchers that in animal models of infection protective immu-
nity can be achieved by the coadministration of an appropriate mucosal adjuvant
and variousH. pylori antigens, either separately or in combination, via the orogas-
tric route. The protective antigens identified include the urease; VacA; CagA, the
immunodominant marker protein for the presence of the cag PAI; catalase; and
HspA and HspB, the H. pylori homologs of the heat shock proteins GroES and
GroEL (26–29). In particular, the H. pylori urease gave rise to a high degree of
protective immunity in vaccinated animals, and it was reported that 100% protec-
tion inH. pylori-challengedmice could be achieved by the administration of urease
via a live carrier Salmonella strain expressing recombinant H. pylori subunits A
and B (30). Furthermore, as mentioned previously, it has been demonstrated that
therapeutic vaccination with recombinant VacA and CagA eradicates a chronicH.
pylori infection in mice, demonstrating that the inability of the natural immune re-
sponse to clear H. pylori infection can be overcome (31).

Considering the advantage of an efficacious vaccine, it is important to
identify the H. pylori proteins that elicit a strong immune response in humans in
order to analyze their capability to confer protective immunity. Furthermore, the
identification and characterization of immunodominant proteins will contribute
to the improvement of serological tests for detecting and monitoring H. pylori
infections. Another important question is whether there exists a correlation be-
tween the presence of antibodies directed against specific H. pylori antigens and
the particularH. pylori-associated gastroduodenal pathology from which a patient
is suffering. In a previous study, proteomics was used to identify common patterns
of H. pylori antigens that are recognized by sera from patients showing various
gastroduodenal pathologies (32). The proteins from lysed cell pellets of H. pylori
ATCC 43504 were separated on a series of 2D gels run in parallel with an initial
pH gradient of pH 4 to pH 8 (see Figure 2). The silver-stained gel (Figure 2A)
revealed prominent individual proteins, with several protein “families”-most nota-
bly as clusters of bands at approximately 89 (pI 6.8), 66, and 58 kDa (pI 6.5).
The proteins from these 2D gels were transferred to PVDF membranes and incu-
bated with a positive serum pool (Figure 2B) or a negative serum pool (Figure
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2C). Western blot data revealed at least 17 spots or groups of spots that were
recognized by antibodies in an infected patient serum pool. Transblotted 2D spots
from the pH 4 to 8 gel were sequenced by Edman-type amino acid analysis,
with the protein within selected spots evaluated further for internal sequence
information. The sequences from these spots were compared with sequences in
available databases. Briefly, spots 1 and 2 corresponded to the H. pylori urease
b subunit and the urease b-associated chaperonin GroEL (33,34), respectively.
Spot 3 consisted of two proteins: the major species was pyruvate flavidoxin
oxidoreductase (35), and the minor protein species corresponded to the previously
described H. pylori hypothetical protein 2, or HP0154 (36). Spot 4 corresponded
to HP0537, from the cag region (37). Spots 5, 6, and 8 (38–40) corresponded to
flagellin proteins. Spot 7 consisted of two proteins that did not match any previ-
ously reported sequences from H. pylori. The major component, however, has
90% homology with the Escherichia coli TufB protein (possibly HP1205) (41),
and the minor component has some sequence homology with various ATPase
proton pumps (42). Spot 9 was homologous to monomine oxidase from various
species (43). Spot 10 corresponded to the neutrophil-activating protein (44). Spot
11 corresponded to HP1199, a ribosomal protein (45). Spot 12 had homology
with the ClpP protease from various bacteria (46). The sequencing signals of
spots 13 and 14 were too low to be read with confidence. Spots 15 and 16 (major)
corresponded to HP0109 (Hsp 70) and HP0589 (ferrodoxin oxidoreductase), re-
spectively (47,48). Spots 16 (minor) and 17 corresponded to a protein previously
isolated by O’Toole et al. (49). In the control blot with sera from H. pylori-
negative persons, only the urease b subunit (spot 1), likely due to cross-reaction
with ureases of intestinal bacteria, and the spot 7 proteins showed cross-reactivity.
Additional unique proteins were found in a nonequilibrium focusing gel followed
by SDS–PAGE, even though fewer proteins, overall, were resolved (see Figure
3). Spots 1 through 4 were present in very low quantities; therefore, a clear N-
terminal sequence could not be determined with confidence. Spot 5 was the urease
b subunit also seen in the pH 4 to 8 2D gels. Likewise, spots 6, 7, and 8 corre-

�

FIGURE 2 H. pylori 2D map (pH gradient electrophoresis, pH 4 to 8). 200 �g of
protein extract was loaded in the first dimension. Molecular size markers are indi-
cated on the right (in kilodaltons). (A) Silver-stained 2D gel. Fifty nanograms of
tropomyosin was added as an internal IEF standard. This protein migrates as a
doublet with a polypeptide spot of 33 kDa and pI 5.2. (B) Western blot of a duplicate
2D gel with an H. pylori-positive serum pool. (C) Western blot of a duplicate 2D
gel with an H. pylori-negative (control) serum pool. (Figure reprinted with permis-
sion from ASM)
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sponded to urease b-associated chaperonin, flagellin b precursor, and flagellin a
protein, respectively, which were also separated on the pH 4 to 8 2D gel. Spot
9 (major) corresponded to HP0027 (isocitrate dehydrogenase) (50), with spot 9
(minor) representing a possible contaminant in the sequencing sample. Spot 10
corresponded to an open reading frame from HP1018, an open reading frame
with no known database homologs (51). Spot 11 corresponded to H. pylori cata-
lase (52). Spot 12 contained an N-terminal sequence which has been found in
several Omp’s (Omp 5, 8, 9, 19, and 27) (53). Spot 13 corresponded to HP1350,
a putative protease Spot 14 was the previously reported HopC protein (54), and
spot 16 was the urease a subunit (55). The sequence yields from transblotted spot
15 were low (in the midfemtomole range), suggesting that the protein was
blocked. The sequence information derived from spot 15 gave an N-terminal
amino acid sequence that did not match any known protein sequences. This sug-
gested that the protein(s) in this spot might be modified at the amino terminus,
as sequencing yields were low despite the protein(s) being clearly visible on a
silver-stained gel. These experiments not only illustrate that 2D gel electrophore-
sis can give a global view of the abundant proteins of H. pylori1 but also suggest
that the identification of large numbers of proteins and their characterization with
defined serum pools raises the possibility of rapid screening for potential vaccine
(as well as diagnostic) candidates. Amino-terminal sequencing and/or proteolytic
mass spectral mapping on isolated spots allowed for efficient characterization of
these potential antigens. Using this approach upfront, downstream peptidomi-
metic analysis in parallel with libraries of cloned DNA fragments could provide
additional information for the construction of specific vaccine clones or diagnostic
recombinant “mosaic” antigens (see Figure 4). This is especially important in the
case of pathogens whose genomes have not yet been sequenced. One of the
many advantages in using “proteome”-type technologies, as here, as opposed to
traditional molecular biology (DNA) library approaches, stems from information
about likely functionality and utility that comes from initial screening and that
is refined as candidate antigens are discovered.

�

FIGURE 3 H. pylori 2D map (nonequilibrium pH gradient electrophoresis, pH 8 to
13). 200 �g of protein extract was loaded in the first dimension. Molecular size
markers are indicated on the right (in kilodaltons). (A) Silver-stained 2D gel. Fifty
nanograms of tropomyosin was added as an internal IEF standard. This protein
migrates as a doublet with a polypeptide spot of 33 kDa and pI 5.2. Purified lyso-
zyme (14 kDa, pI 10.5 to 11.0) was also added as an internal pI standard. (B)
Western blot of a duplicate 2D gel with anH. pylori-positive serum pool. (C)Western
blot of a duplicate 2D gel with an H. pylori-negative (control) serum pool. (Figure
reprinted with permission from ASM)
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FIGURE 4 Vaccine development strategy. Proteomics in combination with library
screening approaches can enable for the simultaneous identification and character-
ization of potential vaccine candidates. Following screening with serum panels,
epitope scanning can be carried out and precise antigenic determinants mapped.
A recombinant mosaic vaccine can then be constructed based upon these multiple
epitopes.

REAL-WORLD APPLICATION 2: IDENTIFICATION OF
DIFFERENTIALLY REGULATED PROTEINS IN
METRONIDAZOLE-RESISTANT HELICOBACTER PYLORI

As described,H. pylori is a microaerophilic bacterium that exhibits a strict respira-
tory form of metabolism, which therefore restricts it to an environment of rela-
tively low oxygen tension, such as the gastric mucosa. Microaerophiles are sus-
ceptible to redox-active 5-nitroimidazole drugs that are converted to short-lived,
DNA-damaging hydroxylamine derivatives by low-potential reductases, includ-
ing ferrodoxins and flavidoxins, in a series of two-electron transfer reactions
(56). The nitroimidiazole drug metronidazole (MTZ) is a critical component of
important combination therapies against H. pylori. However, resistance to at least
moderate levels of MTZ is very common, ranging up to 90% of isolates in some
developing countries, and constitutes a major cause of treatment failures (57). The
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development of moderate-level MTZ resistance in H. pylori generally depends on
mutational inactivation of the rdxA (NADPH nitroreductase) gene (HP0954),
with higher level resistance resulting from loss of function mutations in additional
reductase genes (58–60). Loss of metabolic enzymes, even apparently dispensable
ones such as these nitroreductases, will often be compensated by changes in
other metabolic functions. Previous physiologic tests suggest that exposure of
genetically resistant H. pylori strains to sublethal concentrations of MTZ results
in changes in levels of some key enzymes, which could enable these strains realize
their resistance potential (61). Proteome technologies may be used to examine
the protein profile of a MTZR derivative of reference strain 26695 grown in
medium with a moderate amount of MTZ. The proteins from lysed cell pellets
of H. pylori MTZR grown in the absence and presence of MTZ were separated
on 2D gels run in parallel using an initial pH gradient of pH 4 to pH 9. The
Sypro stained gel (see Figure 5) of the sample grown in the absence of MTZ
revealed many prominent individual protein spots. Forty-two individual protein
spots were chosen which showed differential regulation between the two gels.
Two-dimensional spots from the pH 4–10 gel were analyzed by in situ digestion
with Lys-C followed by MALDI-TOF analysis. The identifications of these spots
have been described (62). Of the gel spots identified from the H. pylori genomic
database, spots 11 and 12, spots 19 and 20, spot 22, and spots 29–42 consistently
showed differential expression when H. pylori was grown in the presence of
metronidazole. Fluorescent intensities of spots 11 and 12 (isocitrate dehydrogen-
ase) appeared to drop by approximately 50% when cells were grown in the pres-
ence of metronidazole. Likewise, fluorescence intensities in spots 29–42 appeared
to drop by at least twofold when the bacteria was grown in the presence of
metronidazole. However, the most obvious difference in expression was observed
in spots 19, 20, and 22, which appeared to be upregulated when the MTZ-resistant
strain of H. pylori was grown in the presence of metronidazole. Spots 19 and 20
were identified as alkylhydroperoxide reductase (ahpC). Spot 22 corresponded
to aconitase B. As to be expected, a considerable number of proteins from various
metabolic pathways were repressed by the addition of MTZ to the growth media.
The proteomic approach provided a broader screen, and allowed the detection in
particular, of a compensatory increase in expression of a set of proteins encoded
by HP1563, alkyl hydroperoxide reductase (ahpC), which has not been reported
in H. pylori. The question was this: why ahpC?

Incomplete reduction of molecular oxygen leads to the formation of reactive
oxygen species that can damage nearly all subcellular macromolecules in some
form or another (63). Cells are at least partially protected against these reactive
oxygen species by superoxide dismutase, which eliminates the O2

� radical, and
catalase, which removes H2O2, and peroxidases, which remove alkyl peroxides
as well as H2O2 (64). Alkyl hydroperoxidase enzymes reduce hydroperoxide
intermediates with electrons donated by NADPH via thioredoxin or other thiol-
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containing intermediates, and the alkyl hydroperoxidase reductase family seen
in H. pylori represents a new type of peroxidase that has a conserved cysteine
as the primary site of catalysis rather than the selenocysteine of glutathione peroxi-
dase (65). Antioxidant defense mechanisms are induced as part of a global cellular
adaptive response to oxidative stress in many organisms (66). In previous studies
evaluating clinical isolates of isoniazid resistant Mycobacterium tuberculosis de-
fective in katG, a conserved essential gene, it has been shown that isoniazid-
resistant katG mutants compensate for the loss of katG activity by a second
mutation, resulting in hyperexpression of at least one isoform of ahpC (67). AhpC
in H. pylori has been found to upregulated in response to iron deprivation (68).
If this gene is knocked out, the organism will suffer from oxygen toxicity prob-
lems (69). Two possibilities might explain why there appears to be differential
expression of isoforms of ahpC: The obvious answer would be phosphorylation;
the other, dissociation of an iron–sulfur center similar to oxyR. In other words,
ahpC may be a redox-responsive protein and in that respect may interact with
rdxA. Regardless, alkyl hydroperoxidase identification could lead to a worthwhile
drug target, identified via proteomic analysis.

REAL-WORLD APPLICATION 3: IDENTIFICATION OF
SURROGATE MARKERS FOR BACTERIAL CELL DIVISION
AND POTENTIAL CELL-BASED SCREENING ASSAYS

An area that has been largely unexploited as a potential source for novel antibacte-
rial targets is the complex mechanism surrounding bacterial cell division. This
is due largely to the difficulty of devising a high-throughput screen for cell-
division inhibitors. Bacterial cell division is dependent on a set of key division
proteins that are conserved across a broad range of bacteria and differs signifi-
cantly from the eukaryotic division apparatus. These proteins were initially identi-
fied in E. coli as temperature-sensitive mutations that led to filamentous growth
(i.e., filamenting temperature sensitive, leading to very long, nonseptate cells)
(70). Two of these proteins (e.g., ftsA and ftsZ) are essential to the process of
division and have been shown to participate either directly or indirectly in the
assembly of a cell-division apparatus (71,72). These proteins are localized with
other division-associated proteins, at the time of initiation of cell division, to a
ringlike structure at the future cell-division site. The most extensively studied
bacterial cell-division protein is the prototubulin gene product ftsZ. This protein,
conserved among a very broad range of bacteria, is the earliest protein to assemble
at the division site. It has been found to have GTPase activity and has been
demonstrated to form GTP-dependent polymers in vitro (73). This in vitro assem-
bly mimics the in vivo assembly of the ring structure at the bacterial cell-division
site. The actin like protein ftsA, also present in all known eubacteria, plays an
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essential role in septation and cell division (74). FtsA behaves as a dimer and
maintains both ATP binding and ATP hydrolysis activities (75).

The use of proteomics is proposed to determine whether the inhibition of
cell division in bacteria leads to cell-cycle-specific changes that can be used to
construct an indicator strain to screen for division inhibitors. It is important to
note that any changes in the proteome using temperature-sensitive ftsA or ftsZ
mutants must differentiate between changes that are specific for division versus
those that are due to general stress responses or the shift to restrictive temperature.
The proteome of a filamenting temperature-sensitive mutant (ftsA) of E. coli that
was unable to divide into daughter cells during growth at 42�C was examined.
Comparison of 2D electrophoresis profiles generated from cell lysates of ftsA
and the wild-type isogenic strain grown at the restricted temperature (42�C) al-
lowed for the identification of protein spots that were specifically up- or downreg-
ulated in the mutant strain. These spots were subjected to in-gel proteolytic diges-
tion followed by mass spectrometry analysis for peptide sequence and identity.
From these results, several gene products that were differentially expressed be-
tween the two bacterial phenotypes were identified (filamented versus normal
morphology) (see Figure 6). In this experimental setting, E. coli strain MC4100
and an isogenic ftsA temperature-sensitive cell-division strain, constructed via
P1 phage transduction, were utilized. The shift to restrictive temperature led to
the loss of activity in FtsA resulting in filamentous growth of the cells. Cell lysates
were compared at both permissive (30�C) and restrictive (42�C) temperatures (see
Figure 7), and several gene products from the MC4100 and ftsA strains were
differentially expressed. In this gel profile, uridine phosphorylase, phosphoglycer-
ate mutase I, and periplasmic ribose binding protein are shown (right to left in
the figure). In this case, it appears that uridine phosphorylase represents a potential
candidate for the proposed surrogate marker assay, whereas the other proteins
likely do not. Another example is shown in Figure 8, in which a typical surrogate
marker response is compared to another cell septation marker, F1 ATP synthase
(76).

From this information, Lac reporter fusion vectors can be constructed to
test these surrogate marker proteins for utility in a high-throughput cell-based
screening assay. From such studies, it may be possible to identify division-specific
markers, that could be used in cell-based assays to screen for novel small-molecule
inhibitors of the cell-division pathway. Such inhibitors could be developed into
potentially novel antibiotics, targeting a pathway specific for and conserved
among gram-positive and gram-negative bacterial species.

In a similar manner, known antimicrobial compounds or temperature-sensi-
tive strains in potential targets could be utilized to generate initial proteomic data,
thereby establishing guideposts useful for uncovering new structural classes of
compounds. This platform could potentially be suitable for evaluation and discov-
ery of other inhibitors of cell processes in both gram-negative and gram-positive
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FIGURE 6 Cell based surrogate marker strategy. An fts mutant and a wt strain
are grown at both permissive and restricted temperatures. Cell lysates are then
evaluated on 2D gels and differentially expressed spots are analyzed. Once the
potential surrogate marker for cell division is identified a reporter gene construct
is generated followed by whole cell screening.

bacteria. There have been many published examples of proteomically derived
antimicrobial targets for therapeutic intervention such as Pseudomonas aerugi-
nosa from chronic lung infections in cystic fibrosis (CF) patients, Staphlococcus
aureus,M. tuberculosis,Francisella tularensis,Haemophilus influenzae,Candida
albicans, and Salmonella (77–84). It has lately been heartening to see biology
and medicine finally starting to take hold in (or, rather, “infect”) this new technol-
ogy. It is important, however, to recognize that as with any technology, there are
limitations to proteomic approaches. This point is often lost or obscured by articles
touting the “wonders of technology.” Therefore, it is critical to note that while
proteomics offers a unique approach to the global analysis of cellular proteins,
validation of the results can only be achieved through studies based on biological
phenomena in conjunction with complementary approaches such as molecular
biology. The development of antimicrobial therapies mesh well with the intended
goals of modern proteome technologies as there is a plethora of readily available
bacterial strains and mutants from various key metabolic pathways to study with
relatively little constraint from lack of cost-effective reagents. Although previous
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FIGURE 7 Example of surrogate marker identification. Following 2D analysis of wt
versus ftsA E. coli, a cluster of three proteins was identified; (from left to right)
Uridine phosphorylase, phosphoglycerate mutase I, and periplasmic ribose binding
protein. Uridine phosphorylase is circled in the upper panel. From the information
and mean fluorescence derived from these Sypro Red stained spots, uridine phos-
phorylase appears to be coordinately regulated with the cell septation process and
represents a potential surrgate marker.

biochemical characterization of these mutants has been very challenging and
identification of many of their regulatory components and functions remains
tricky, many of their genome sequences have been recently deciphered, so the
lexicon is in place to enable the proteomic approach. Through proteome technolo-
gies, it should be possible in future experimentation to more fully address many
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FIGURE 8 Surrogate markers for a filamenting mutant. In another 2D analysis of
wt versus an fts mutant, one can clearly see the evolution of a potential surrogate
marker from the Sypro staining pattern. This is compared to F1 ATP synthase �
which is known to be a marker for active cell division.

of the central issues of bacterial growth, metabolism, and resistance that have gone
unanswered. However, let’s get real! Proteomics won’t do this single-handedly.
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INTRODUCTION

Since the introduction of penicillin and sulfa antibiotics, numerous antibacterial
agents have been produced to treat infectious diseases, leading to dramatic reduc-
tions in illness and death. By the 1980s, it was believed that industrialized nations
had developed all of the tools necessary to control microbial pathogens (1). How-
ever, widespread use of antibiotics provided powerful selective pressure for devel-
opment of mechanisms that create resistance to antibacterial agents. These resis-
tance mechanisms have spread through bacterial populations so pervasively that
antibiotic-resistant strains seriously compromise the successful treatment of infec-
tious diseases. Thus, discovery and development of new antibiotics that act on
novel targets are critical to the ability to treat bacterial infections in the future.
Knowledge of the biology of individual pathogens, in conjunction with genomic
sequence information, may lead to the development of highly specific antibiotics.
Genomic information could also be used to identify common targets in many
species of bacteria for the design of broad-spectrum antibiotics.

During the past several years, the development of technology for efficient
genomic sequencing has resulted in the elucidation of complete DNA sequences
nearly 40 bacterial genomes, and the sequencing of another 100 bacterial genomes
is in progress (2–7). Since many of these genomes are from human pathogens,
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a wide range of targets involved in diverse microbial pathways is now accessible
for antibacterial drug discovery. The basic criterion for selection of a gene product
as an antibacterial target is that it be essential for the survival of the pathogen
in the host (8). Unfortunately, a significant number of the genes determined to
be essential do not have a known biological function (1–3) and most current
target-based screening strategies rely on biochemical activity to screen for inhibi-
tors. The Escherichia coli genome sequence, for example, contains genes with
no known function for approximately 40% of the identified genes (3). Many of
these genes of unknown function are essential for cell growth, but a large number
of these targets will be impractical to screen using conventional HTS methods (8).
Thus, there is a clear need for technologies that allow for screening of previously
unscreenable targets to accelerate the antibacterial drug discovery process. Two
main approaches have been developed to fill the void of function-blind screening,
direct binding assays and surrogate ligand competition assays.

Direct binding of a compound to a target protein can be measured by several
methods and has been exploited for the development of assays for targets of
unknown function. When a compound binds to a protein, the thermal melting
temperature of the protein changes and can be detected by microcalorimetry or
binding of fluorescent probes (9,10). Specialized equipment has been developed
by Scriptgen and 3D-Pharmaceuticals to perform these assays through thermal
melting. However, compounds detected in these assays may bind at any site on
the target protein, including sites that are not critical for the function of the target
protein or sites that are only exposed during the thermal cycling. Therefore, these
assays cannot be validated and the compounds identified from these assays must
be individually validated.

Another method for direct binding assays, developed by Cetek, uses capil-
lary electrophoresis to identify compounds that bind to the target protein (11).
The target protein is incubated with compounds and changes in the retention
time of the protein during capillary electrophoresis are used to detect binding of
compounds to the target. This method offers an advantage over other direct bind-
ing assays by eliminating thermal cycling, which partially denatures the protein,
so compound binding occurs only at sites on the target that exist in the native
conformation. However, the binding site of the compound must be independently
validated for inhibition of the target function.

Surrogate ligand competition assays represent another technology to assay
targets of unknown function. These assays rely on the use of peptides, or other
molecular probes, as surrogate ligands in a competitive binding assay (12,13).
This techniques has an advantage because compounds are detected only when
they bind at the binding site of the probe. Therefore, the assay can be validated
prior to high-throughput screening by demonstration that the probe binds at a
site that is critical for the function of the target (14,15). The remainder of this
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chapter summarizes the techniques available for identification, validation, and
utilization of surrogate ligand probes to identify novel small molecule drug leads.

PEPTIDE IDENTIFICATION TECHNOLOGIES

Peptide display technologies are based on a physical linkage between phenotype,
the peptide, and genotype and the nucleic acid encoding the peptide. One of the
most widely practiced methods for identifying peptides that specifically bind to
a target protein is phage display. George Smith first described phage display
(16,17) in 1985 when random DNA fragments were inserted into gene III of a
filamentous bacteriophage and the polypeptides were displayed on the surface of
the bacteriophage as fusions to the pIII coat protein. These “fusion phage” could
then be selected over ordinary phage based on affinity purification with an anti-
body directed against the cloned polypeptide. After this initial demonstration of
phage display technology, random peptide libraries were generated in phage dis-
play systems and used for epitope mapping of antibodies or to identify mimetic
peptides (18–20). Phage display of peptide libraries has since proven to be a
powerful tool that can be used to isolate surrogate ligands for drug discovery
(12,21) and affinity chromatography (22,23), to study protein–protein interactions
(24), and to identify peptides that are directed to organs or tissues (25,26).

Originally, phage display was developed with peptides fused to the amino
terminus of the phage coat protein pIII (16,27). This results in a peptide fused
to each of the three to five copies of pIII present on the phage particle. Short
peptides (�10 amino acids) can also be displayed at the N-terminus of the major
coat protein pVIII (28). The larger number of peptides displayed with the pVIII
systems, approximately 2700 copies per phage particle, allows for the isolation
of lower affinity interactions between the peptide and the target.

The utility of pIII and pVIII systems has been extended by the development
of C-terminal display systems for each phage coat protein. Fuh et al. described
the addition of a linker to the carboxyl terminus of pVIII thereby allowing the
display of peptides fused to the end of the pVIII protein (29). This C-terminal
pVIII phagemid system was successfully used to identify peptides that interact
with PDZ domains. Modification of the pIII protein has also allowed the display
of polypeptides fused to the carboxy-terminus of pIII (30).

Incorporation of the peptide-encoding region into the phage genome, as
done in the pIII and pVIII display systems, is simple, works well, and is very
useful for the identification of peptide ligands. These systems, however, are not
very useful for larger polypeptides where the fusions often interfere with the
growth or infectivity of the phage. The detrimental effects on growth of displaying
a polypeptide on every pIII or pVIII can be overcome by the use of two-gene
phagemid systems, where the polypeptide is fused to a phage coat protein in the
phagemid vector and wild-type coat protein is supplied by a helper phage.
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While pIII or pVIII display systems continue to be most popular, other
filamentous phage coat proteins have been shown to be useful for display and
selection. Jespers et al. demonstrated that a cDNA expression library can be fused
to the C-terminus of the pVI protein (31). The pVI display system has also been
used to identify immunogenic polypeptide ligands by cloning cDNA repertoires
from tumor cells and then performing selections with antibodies (32). Phage coat
proteins pVII and pIX have been used to display antibody fragments (33).

The utility of the filamentous phage display systems has led to the develop-
ment of display systems with other bacteriophage. Bacteriophage lambda, display
systems have been developed using the V protein, a major protein in the bacterio-
phage tail, and using the D protein, which is the major head protein (34–37). A
phage display system based on bacteriophage T7 has also been developed where
peptides or proteins are fused to the major capsid protein, gene 10 protein (38).
The lytic phage, both lambda and T7, are well suited for the display of proteins
or peptides that require cytoplasmic expression and cannot be secreted through
the membrane as occurs in the filamentous phage display systems.

In addition to displaying peptides on the surface of bacteriophage particles,
cell-free systems where the peptide remains linked to the mRNA encoding the
peptide have been developed. Ribosome display involves in vitro translation of
the mRNA under conditions that maintain the integrity of the nascent polypep-
tide–mRNA–ribosome complex. Affinity selections for peptide binding to the
target are carried out using the complex, the mRNA is then eluted from the target,
converted to cDNA, amplified, and used to initiate a new cycle of transcription/
translation (39,40). A modification of the ribosome display method in which a
covalent linkage is made between the mRNA and the polypeptide using puromy-
cin was reported by Roberts and Szostack (41). Using this mRNA display system,
Wilson and coworkers (42) were able to identify peptides with nanomolar affinity
for streptavidin. The primary advantage of the cell-free systems over cell-based
systems is the ability to produce libraries that are several orders of magnitude
larger in size.

PEPTIDES AS TOOLS FOR DRUG DISCOVERY

Intracellular Expression of Peptides for Validation

The binding of peptides identified using display technologies can be validated
prior to use in HTS as being critical for the function of the target. This is especially
important when taking advantage of targets of unknown or putative function
identified through genomic technology. To apply this approach, a peptide ligand
to the protein target is isolated. The peptide is then expressed inside the cell, and
the biological consequences are monitored. This approach was demonstrated in
bacterial cells using peptides that were affinity selected by Novalon from peptide
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libraries displayed on phage for the prolyl-tRNA synthetase (12). Scientists at
Cubist then expressed these peptides inside bacterial cells and demonstrated that
the peptides inhibit growth both in vitro and in an in vivo mouse infection model
(43). This method has since been demonstrated on multiple essential bacterial
targets of known function and has been extended to allow for the selection of
peptides by intracellular expression (15).

Figure 1 shows the results when peptides selected using phage display for
three essential E. coli targets were expressed as fusions to glutathione-S-transfer-
ase (GST) under the control of a tightly regulated promoter. Induced expression
of the peptide-GST fusion inhibited the growth of the bacterial cells while expres-
sion of GST alone did not. The target-specific nature of the growth inhibition

FIGURE 1 Inhibition of bacterial growth by intracellular expression of peptides se-
lected by phage display that target essential bacterial proteins. Solid bars represent
the optical density at 600 nm of an uninduced culture and hatched bars represent
the optical density of the induced cultures. Glutathione-S-transferase is the fusion
carrier protein and shows no significant reduction in growth while peptides isolated
to RpoD, Era, and IspB show reduced growth upon induction of peptide expression.
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could be demonstrated by coexpression of supplemental target protein in the cell,
which resulted in relief of the inhibitory effect of the expressed peptide (15).

Peptides identified by display technology can also be used as tools for target
validation. If a target is essential for growth of the bacteria, a peptide that binds
to a functional site will inhibit the function of the target and inhibit bacterial
growth. This provides target validation at the protein level rather than at the DNA
or RNA level. Validation at the DNA level can be hampered by polar effects
producing erroneous results. Since most drugs interact with proteins, validation
through inhibition of a protein is a more direct demonstration of the validity of
a target for drug discovery.

Peptidomimetic Chemistry. One approach that is often considered for the use of
peptides in drug discovery is peptidomimetic chemistry. Peptides make unsuitable
drugs in many instances due to poor oral availability and instability in serum
(44). Peptidomimetic approaches begin with a peptide ligand that binds to the drug
target and proceed through modification of the peptide to increase the “druglike”
properties of the peptide. Development of inhibitors for proteases (45,46) and
protein farnesyltransferase (47) have been reported using a peptidomimetic ap-
proach.

A peptidomimetic approach was also used to generate inhibitors of pro-
tein–protein interactions with in vivo antiviral activity. Moss and coworkers dem-
onstrated that a peptidomimetic based on the C-terminal region of the small
subunit of HSV ribonucleotide reductase could be used to inhibit the enzymatic
activity (48). The peptidomimetic compound binds to the large subunit of ribonu-
cleotide reductase and disrupts the formation of the heterodimeric enzyme re-
quired for enzymatic activity. While the peptidomemetic compounds discussed
thus far are active in vivo, they are based on the recognition elements of peptides.

In most cases, the targets reported for peptidomimetics utilize peptides as
ligands, demonstrating a limitation of the peptidomimetic chemistry approach.
Peptides derived from phage display may serve as starting points for peptidomi-
metic design to allow this approach to be applied to nonpeptide binding targets.
However, a more direct approach to identification of small-molecule inhibitors
with druglike properties is the utilization of phage display-derived peptides as
surrogate ligands for HTS.

Surrogate Ligand-Based Assays. Peptides have been extensively used for ligand
binding assays and many methods have been developed to detect formation of
the peptide–target complex. G-protein coupled receptors that utilize peptides as
agonists are routinely screened using ligand binding assays with radioactivity,
luminescence, or fluorescence for detection (49–53). These assays are simple
and can be adapted to run on most HTS hardware. Therefore, the use of peptides
from phage display as surrogate ligands is an extension of this concept that allows
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many target types to be assayed using established screening and detection
methods.

Phage that display target-specific peptides can be used directly in an ELISA
format to detect small-molecule inhibitors of a target. Phages isolated with E.
coli dihydrofolate reductase (DHFR) were used to detect trimethoprim (TRM)
or methotrexate (MTX), which are known inhibitors of DHFR (54). Figure 2
shows the results of incubating TRM or MTX with DHFR and a control protein
and detecting the binding of the phage using and anti-M13 antibody-HRP conju-
gate. The binding of the control phage to its cognate target protein was not
affected by TRM or MTX, while the binding of the DHFR phage to DHFR
was dramatically reduced. While this method successfully detects small-molecule
inhibitors, the use of M-13 phage as a reagent presents problems for HTS due
to multivalent presentation of the binding peptides and day-to-day variations
during amplification of the phage. The reproducibility required for HTS is pro-
vided by utilization of synthetic peptides rather than phage.

FIGURE 2 Phage binding to DHFR or a control protein in the absence of compound
(black bars), methotrexate (gray bars), or trimethoprim (hatched bars). No reduction
in phage binding occurs for the control protein while a significant reduction in bind-
ing occurs with the DHFR specific phage.
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The use of synthetic peptides to detect inhibitors has been tested with both
homogeneous and heterogeneous formats and detection, including radioactivity,
luminescence, time-resolved fluorescence (TRF), fluorescence polarization (FP),
and fluorescence resonance energy transfer. The titration curves for TRM and
MTX, shown in Figure 3, were determined using a heterogeneous Peptide-on-
Plate TRF assay (POP-TRF), where the biotinylated synthetic peptide is immobi-
lized on a streptavidin coated microtiter plate, the remaining biotin binding sites
were blocked with free biotin, and the plate was washed to remove unbound
peptide and excess biotin. A conjugate was prepared with europium-labeled strep-
tavidin and chemically biotinylated DHFR, and biotin was added to block all
remaining biotin binding sites. The europium-labeled DHFR was incubated with
the compounds and was transferred to the peptide-coated plate. After incubation
to allow for binding, the microtiter plate was washed and the captured europium
signal was detected.

To extend this work, four small-molecule inhibitors of tyrosyl-tRNA syn-
thetase and a control compound were used to analyze several formats of the
peptide competition assay (12). The titration curves of these compounds deter-
mined using the POP-TRF assay are shown in Figure 4. The titration curves show
that compounds can be detected with a wide range of potencies.

FIGURE 3 Titration curves formethotrexate (diamonds) and trimethoprim (squares)
in peptide competition assays.
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FIGURE 4 Titration curves of four small molecule inhibitors [NPC-0101 (solid cir-
cles), NPC-0102 (open circles), NPC-0103 (open squares), NPC-0104 (solid
squares)], of tyrosyl-tRNA synthetase, and a control compound (solid triangles) as
determined in a peptide competition assay.

Additional assay methods were tested to determine if the inhibitors would
inhibit with the same potency in other assay formats and if the potencies would
match the potencies observed in a biochemical assay. The concentration of inhibi-
tor required to reduce the signal by 50% (IC50) was determined for each inhibitor
using a tRNA charging assay and five peptide-based surrogate ligand assay for-
mats. A correlation plot of the observed IC50 values in the peptide assay versus
the IC50 of the biochemical assay for each compound is shown in Figure 5. The
potency of the compounds in each assay format remained consistent between
assay formats, demonstrating the versatility of assay formats using phage-dis-
played peptides as surrogate ligands for HTS. Moreover, the correlation between
potency in the biochemical assay and potency in peptide-based assays validates
the use of these assays during compound optimization for targets of unknown
function.
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FIGURE 5 Correlation of the potencies of tyrosyl-tRNA synthetase from surrogate
ligand-based assays and the biochemical assay.

CONCLUSION

Development of novel antibacterial compounds must be pursued continually to
combat drug resistance. A large number of new targets for antibacterial drug
discovery has been derived from whole-genome sequencing of bacterial species,
but a large percentage of the genes encode proteins with no known biological
function. One method for discovery of inhibitors of these targets of unknown
function is surrogate ligand-based assays using molecular probes isolated through
the use of display technologies. This provides a powerful method to screen and
validate these targets. Advantages of surrogate ligand-based assay systems in-
clude flexibility when choosing an assay format and detection technology and
the ability to validate a screening assay prior to the investment in full scale HTS.
The use of this technology for the discovery of new antibacterial leads has been
reported (55–58) and provides a novel approach that is especially useful for drug
discovery efforts aimed at targets of unknown function.
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Antibacterial Chemotherapy
Development
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Wyeth Research, Pearl River, New York, U.S.A.

INTRODUCTION

Conventionally, antibacterial drug development projects have been geared toward
inhibiting bacterial biosynthetic mechanisms that are (1) essential for prokaryotic
survival, (2) unique to the pathogen as opposed to humans, and (3) conserved
across bacterial species (to ensure broadspectrum activity). Many classes of anti-
biotics have been developed based on these criteria, including �-lactams and
aminoglycosides. Collectively these antibiotics have offered a significant level
of effectiveness against pathogens. However, as levels of antibacterial resistance
continue to increase among bacterial species (for example, clinical isolates of
Staphylococcus aureus have demonstrated resistance to all known currently avail-
able antibiotics), it is apparent that novel microbial enzymatic processes need to
be targeted for drug development programs.

The advent of comparative genomics has presented new opportunities for
identifying potential antimicrobial targets. At the time of writing this text, perusal
of the Institute for Genomic Research Web site (TIGR; www.tigr.org) provides
complete genomic sequence information for 35 bacterial species and partially
completed data for another 126 organisms. Undoubtedly these numbers will in-
crease dramatically by the time of publication, a testament not to the laborious
publication procedure, but rather to the speed at which bacterial genomes are
being delineated.
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As this information becomes available researchers can scan for genes that
are conserved across prokaryotes yet have limited or no significant homology to
sequences of the recently published human genome. Candidate target genes can
then be assayed for essentiality using standard molecular techniques. However,
determining whether a particular gene is essential, and thus an attractive antibacte-
rial drug target, is not a trivial task. Procedures to determine essentiality must
be well thought out, or potential targets may be missed, as in the case of gene
products that are not required for in vitro bacterial growth but are required for
in vivo survival (and vice versa). Likewise, results of essentiality tests may be
initially misleading. For example, the Escherichla coli uvrD and rep genes encode
for helicases that are functionally redundant. A knockout in either gene produces
little effect on bacterial growth; however, the double mutant is not viable. In
Staphylococcus aureus, the uvrD/rep homolog is the pcrA gene, a gene that is
essential for growth in vitro (i.e., there is no redundancy in S. aureus for this
essential helicase). The relative similarity between rep and uvrD (and pcrA) sug-
gests that an antibacterial compound could be developed which successfully tar-
gets all three enzymes. As a result, although neither rep nor uvrD is “essential”
in E. coli they constitute a functionally essential enzymatic activity and are valid
targets for classical antibacterial drug discovery (1). Conversely there have been
several reports describing “essential” two component regulatory systems (TCRS).
Yet the precise essential function of these TCRS have yet to be elucidated and
may merely reflect the toxic derepression of genes negatively, as opposed to
genes positively regulated by the system (2–4). Clearly, defining essentiality (and
thus a good candidate for antibacterial drug development) is a labor-intensive
task that requires an intimate understanding of microbial physiology.

Identification of gene products that are novel, unique, conserved, and “es-
sential” among bacteria is only the beginning steps of identifying a putative
antibacterial target. Most drug development programs are function-based, and
therefore characterization of the gene product is a prerequisite for it to be consid-
ered a valid target for anti-infective development. Despite the outpouring of bacte-
rial genomic data available, understanding the function(s) of genes constituting
these organisms has lagged behind and constitutes the major bottleneck in novel
antibacterial drug development projects. It has been estimated that more than
one-third of the genes of the best studied organisms, such as E. coli, have no
defined function (5). Accordingly, researchers are turning to high-throughout
methodologies to help assign function to modestly characterized gene products.

Expression profiling technologies allow one to gain information about the
expression behavior of uncharacterized genes in prioritizing target validation ef-
forts. Combined with traditional studies, these procedures also promise to help
bridge the gap between gene sequence evaluation and gene product function. The
underlying assumption is that, because most bacterial genes are expressed on an
as-needed basis, identifying the levels at which and when gene products are
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produced allow correlations to be made between the functions of genes sharing
similar expression patterns. To this end, by comparing more than 2000 Saccharo-
myces cerevisiae gene expression patterns across 78 experiments investigating 8
biological processes, Brown, Botstein, and coworkers have shown that genes
sharing expression patterns often share function (6). Once a hypothesis has been
established about the function of a gene product, it can subsequently be tested
by creating mutations in the gene and studying the corresponding phenotype(s).
We first describe some of the current methodologies for bacterial expression
profiling and then discuss the utility of such technologies in antibacterial target
identification, assay development, and validation.

TRANSCRIPTION PROFILING

Transcription profiling provides an unprecedented ability to monitor genomewide
differences in gene transcription. Several transcription profiling methods have
been developed; however, two procedures are most commonly used, DNA mi-
croarrays and oligonucleotide arrays. In general these techniques involve labeling
an RNA population, which is subsequently hybridized to a solid matrix containing
representatives of open reading frames in defined locations (quadrants). The ma-
trix is then assayed for RNA hybridized to each quadrant. The amount of RNA
detected indicates the steady-state level of that transcript in the RNA sample
being tested. Such arrays have seen extensive use in eukaryotic biology and are
only recently being used to study prokaryotic processes. The lack of utility in
bacterial samples is due, in part, to the absence of robust prokaryotic RNA labeling
technologies. In contrast, eukaryotic RNA samples are commonly labeled by
synthesizing fluorescent probes for mRNA using reverse transcriptase and oli-
go(dT) primers containing RNA polymerase promoters, followed by in vitro RNA
polymerase reactions. Similar procedures have recently been adapted to label
bacterial samples. Investigators are also using techniques to directly label bacterial
RNA material, albeit with much lower specific activity. Moreover, most bacterial
mRNAs are thought to be much less stable than eukaryotic messages in vivo,
complicating the isolation of usable, high-integrity RNA.

DNA Microarrays

Although there are several derivations, DNA microarrays are usually constructed
by affixing members of a genomic library or PCR products to a solid surface;
such as a glass slide, via a robotic spotting device [reviewed in (7)]. Each member
is attached (tiled) within a given quadrant (element) of the microarray. Typically,
RNA prepared from two samples that are being compared are differentially la-



190 Dunman and Projan

FIGURE 1 DNA microarray overview. RNA samples are differentially labeled and
hybridized onto a matrix that typically harbors PCR products of predicted open
reading frames.

beled with fluorescent moieties (Figure 1). One RNA sample serves as a template
for cDNA synthesis, using either random hexamers or oligo(dT) as primers, dur-
ing which Cy5- (a red fluorochrome) labeled nucleotides are incorporated into
the newly synthesized strand by reverse transcriptase. The second RNA sample
is labeled in a similar manner, using Cy3- (green fluorochrome) labeled nucleo-
tides. The two labeled cDNA samples (probes) are then mixed and hybridized
onto the microarray. The array is scanned to detect Cy5- and Cy3-fluorescing
elements on the microarray. Cy5 and Cy3 signals are superimposed; yellow sig-
nals indicate an equal amount of RNA from each sample has hybridized to an
attached library or PCR species. A red or green signal indicates a predominance
of transcript in the Cy5- or Cy3-labeled RNA sample, respectively.

Recently, investigators have used DNA microarrays to define genes in-
volved in bacterial processes such as Bacillus subtilis sporulation (8), Escherichia
coli nitrogen limitation (9), and Streptococcus pneumoniae competence (10). In
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those studies results confirmed expression patterns of genes known to be involved
in the biological process examined and assigned function to previously uncharac-
terized genes products. More recently, several investigators have used this tech-
nology to define the regulation of host genes in response to bacterial infection
[reviewed by (11)]. Collectively these studies have provided insight into how
mammalian cells respond to infection, producing information that may ultimately
be parlayed into antibacterial therapeutics. Premade DNA microarrays are com-
mercially available from several companies, including Clontech (Palo Alto, CA)
and Incyte Pharmaceuticals (Palo Alto, CA). Alternatively, “homemade” arrays
can be made using technology pioneered by Pat Brown and colleagues (Stanford
University, Stanford, CA). A number of factors have contributed to the popularity
of using DNA microarrays to study global transcription patterns, including (1)
they tend to be inexpensive relative to other technologies (2) they do not necessar-
ily require the DNA sequence of samples tiled onto the microarray to be previ-
ously determined, and (3) they allow the investigator a great deal of flexibility
in selecting the clones they choose to attach onto the DNA array. However,
DNA arrays are restricted by their sensitivity limitations in comparison to other
technologies and they are prone to ambiguous results due to cross-hybridization of
cDNA species, such as small fragments (7). Additionally, due to the polycistronic
nature of bacterial mRNA, a single probe may partially extend into adjacent
ORFs. Moreover, probes (of various sizes) may have differences in hybridization
temperatures, complicating analyses.

Oligonucleotide Arrays

Oligonucleotide arrays are commercially available from companies such as Affy-
metrix [reviewed in (12)]. Affymetrix uses photolithography technology to syn-
thesize several (typically 20–25) oligonucleotides (perfect match) that are com-
plementary to mRNA of predicted ORFs of an organism under investigation
on the surface of a GeneChip. Additionally, mismatch oligonucleotides that are
constructed with nearly identical sequence to perfect match oligonucleotides,
differing only in a central residue, are also synthesized (tiled) onto the array.
Total bacterial RNA is extracted from a bacterial population (Figure 2). It is
enriched for mRNA by the addition of rRNA specific oligonucleotides that serve
as primers for a cDNA synthesis step, which is followed by sequentially adding
RNAse H and DNAse I to remove rRNA/cDNA molecules. Following mRNA
enrichment, transcripts are fragmented and 5′ biotinylated. The RNA is then
hybridized to oligos on the GeneChip and stained by streptavidin conjugated to
a fluorescent moiety, such as phycoerythrin. Scanning confocal microscopy al-
lows for fluorescent intensity values to be determined for RNA species annealed
to both perfect and mismatch oligonucleotides. Average difference values for
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FIGURE 2 Oligonucleotide array overview. The RNA sample is labeled and hybri-
dized onto a matrix harboring 25 perfect-match (PM) and 25 mismatch (MM) oligo-
nucleotides (25-mers) derived from predicted open reading frames. Shown (bottom
right) is RNA hybridized to PM and MM oligonucleotides of a gene, after scanning
for flourescently labeled RNA.

ORFs are determined after subtraction of mismatch from perfect-match oligonu-
cleotide signals. Additionally, Affymetrix algorithums calculate whether a given
transcript is considered “present” within a RNA sample. This technology is gener-
ally regarded as being more sensitive than typical DNA microarrays, although
direct comparative studies using bacterial RNA samples have not been adequately
reported in the literature. The specificity of transcript signal, as determined by
comparing mismatch and perfect match oligonucleotide signals, is likely to con-
tribute to the sensitivity of the system.

Despite labeling issues investigators have successfully used oligonucleotide
arrays to identify genes involved in bacterial processes such as Staphylococcus
aureus virulence (13), S. aureus oxacillin resistance (14), and Streptococcus pneu-
moniae quorum-sensing processes (15). Drawbacks to using oligonucleotide ar-
rays include that they are generally more expensive than DNA microarrays and
that the sequence of the organism to which the array is being constructed must
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be previously determined. Additionally, in comparison to cDNA-labeling proce-
dures, direct labeling approaches require large amounts of starting material, which
may be problematic in some experimental systems. Moreover, incorporation of
multiple fluorochromes (as in the cDNA labeling procedures) yields much higher
signal strength per probe than a direct end-labeling method. However, improved
labeling procedures are being developed that will circumvent many of these short-
comings.

PROTEOMICS

Although DNA and oligonucleotide arrays have gained popularity among re-
searchers, one cannot discount that transcript levels do not necessarily directly
correlate to protein abundance within the cell or measure the effects of post
translational modifications to protein components of the cell. As in the case of
studying transcript titers, establishing a protein’s abundance within a sample
is expected to further allow inference to the protein’s function(s) in biological
processes, which is the basis of proteomics (reviewed in 16–18).

Two-Dimensional Polyacrylamide Gel Electrophoresis

Two-dimensional polyacrylamide gel electrophoresis (2D-PAGE) allows for sep-
arating labeled proteins of a sample in one dimension on the basis of charge and
then in a second dimension by size (18). The resulting gel can be analyzed for
the location of labeled spots. Comparison of the patterns of labeled proteins for
bacteria subjected to different variables allows for the determination of spots, or
proteins, that are due to the experimental variable. Proteins of interest can be
subsequently isolated from the gel and directly analyzed by mass spectrometry
or by chemical (or enzymatic) degradation and protein sequencing. Resulting
amino acid sequence information can then be used to mine available databases
for identification of the protein. This approach has been successfully used by
researchers to identify proteins that are expressed in response to changes in envi-
ronmental conditions, such as exposure to antibiotics (19). However, 2D-PAGE
analysis combined with mass spectrometry has been shown to detect only the
most abundant proteins (20). Additionally, although the number of spots typically
observed in 2D-PAGE correlate well with predictions regarding protein species
expected to be within a sample, the technology is inherently biased by the solubil-
ity, dynamic range, and focusing of proteins (18). Additionally, resolution of
protein samples is not always complete; multiple proteins may comigrate, making
identification of proteins within a spot difficult and reproducibility an issue (16).
In one study Gauss et al. (21) that one gene can give rise to more than 500 discreet
spots. Admittedly, that study did not involve bacterial samples; however, it is not
likely that 2D-PAGE of prokaryotic proteins will be immune from such artifacts.
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Proteomics on a Chip

Another recent approach has been to use chip-based technology to identify pro-
teins within a sample (16). In this approach chips are prepared with different
charges or antibodies or with nucleic acids on their surfaces. Protein samples can
then be applied and separated based on their affinity for the surface. They are
then identified by mass spectrophotometry. This technology is reminiscent of
traditional protein chromatography and, at the current stage of use, should be
considered as such. This methodology is likely to be very sensitive and applicable
to certain studies, yet it suffers from the limitation that it will not provide a global
analysis of a sample and will be restricted to the differentiation capabilities of
the chip, i.e., a cell surface protein may not readily bind to a chip with nucleic
acids on its surface. Although other versions of proteomics on a chip are being
developed, their utility is currently in the infant stages.

Collectively, the use of DNA (or oligonucleotide) microarrays and proteo-
mics is likely to link functionally unknown proteins to biological processes, allow-
ing a “guilt by association” characterization of gene products. In practice, this is
likely to require very stringent experimental design and compilation of data from
many studies, which will need to be confirmed by more classical approaches.
Although researchers have used both techniques to identify genes that are likely
to be involved in bacterial processes, such as Bacillus subtilus sporulation, Staphy-
lococcus aureus antibiotic resistance, and S. aureus virulence, very few studies
have yet to confirm these predictions.

TARGET IDENTIFICATION

Both the transcription profiling and proteomics fields provide information regard-
ing expression patterns of genes; however, the usefulness of the data in ascribing
function to previously uncharacterized genes remains to be seen. What is evident
is that both techniques provide an overwhelming amount of data, which by itself
is limited. However, when compared across a number of other experiments, profil-
ing data is expected to result in a better correlation between cellular function and
gene expression. For example, identifying genes regulated in response to agents
that inhibit a process, such as cell division, will likely provide a list of genes
which includes general stress responsive ORFs. Comparisons must then be made
between these genes and those that are identified as being regulated by other
stresses. The question then becomes how many additional stresses need to be
evaluated? Additionally, small changes in the expression of a given gene may
have more profound effects on the cell than more dramatic changes. How does
one evaluate fold changes in gene expression? These are questions that the field
is currently not yet ready to answer. Nevertheless, it is becoming more and more
apparent that global expression patterns are a tool that investigators can use to
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help fill in gaps in the description of previously uncharacterized genes. Therefore,
at the current level of use, profiling data alone is not able to solely assign function
to genes.

DEVELOPMENT OF ANTIBACTERIAL SCREENS FROM
PATHWAY AND TxP STUDIES

In addition to assisting in ascribing functions to unknown gene products, these
technologies have also been employed in developing cell-based screens for anti-
bacterial development. In this approach, the transcripts or proteins induced by
inhibition of an essential bacterial process are identified. Promoters for these
gene products are then attached to reporter genes, such as those encoding �-
galactosidase and luciferase. Bacteria harboring these reporter systems are then
exposed to sublethal concentrations of potential antibacterial agents. Subsequent
expression of the reporter enzyme indicates that the biological process has been
affected by the agent in question. Murphy and coworkers at Millennium Pharma-
ceuticals have taken this approach to identify genes upregulated in response to
agents that inhibit processes such as fatty-acid biosynthesis. Likewise Dunman
and colleagues (manuscript in preparation) have recently identified 27 genes that
are induced by a variety of cell-wall active antibiotics, including oxacillin, bacitra-
cin, vancomycin, and D-cycloserine (Table 1). Although powerful, there are sev-
eral potential shortcomings to this type of approach. As indicated above, other
types of stress may induce expression of the reporter gene used.

One obvious benefit of using a cell-based assay for antibacterial develop-
ment is that the assay inherently identifies agents that are taken up by the cell.
The downside is that agents that are potent inhibitors of a bacterial process but
are not efficiently taken up the cell, but which could be chemically manipulated
to do so, are not picked up in cell-based screens. Also, the window between
detecting the reporter gene product and bacterial killing may be problematic.

MECHANISM OF ACTION STUDIES

Expression profiling is expected to aid in proving the mechanism for antibiotics
developed to inhibit specific biological processes. By comparing transcript or
protein profiles of cells that have been rendered deficient for a given process
(such as through the controlled expression of the target gene) to agents that are
suspected to have similar inhibitory activities, researchers can provide in vivo
proof that an antibiotic is, indeed, inactivating that process within the cell. As
shown in Table 1, cell-wall-active antibiotics induce expression of a network of
genes within S. aureus. Compounds being developed for antibacterial chemother-
apy which target cell-wall synthesis would therefore be expected to also induce
these genes. However, caution should be applied when validating the mechanism
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TABLE 1 Genes Induced by Cell-Wall-Active Antibiotics

Fold inductionc

Chip ORFa Genbankb Bacitracin Cycloserine Vancomycin Oxacillin N315d

2372 butA 4.5 (�0.1) 6.1 (0.6) 3.9 (0.5) 2.2 (0.2) SA0122
3990 2.2 2.5 2.9 2.7 SA0182
4587 5.3 (0.7) 5.5 (2.0) 2.7 (1.0) 2.7 (0.1) SA0758
1863 2.6 5.7 3.9 2.3 SA0841
3773 2.3 3.3 2.6 2.6 SA0864
2058 ribC 2.5 3.6 2.3 2.1 SA1115
2515 bsaA 4.2 (2.8) 4.6 (3.2) 3.0 (1.0) 3.3 (0.1) SA1146
4692 katA 3.6 2.5 2.1 2.2 SA1170
2642 citB 3.7 4.3 2.3 3.9 SA1184
1177 4.1 5.2 3.4 2.2 SA1192
2599 4.1 5.8 2.4 4.5 SA1215
4962 crr 9.6 (1.2) 9.3 (1.2) 2.3 (0.3) 7.8 (1.3) SA1255
2167 7.8 8.1 2.4 7.6 SA1256
4964 mrsA 12.0 11.1 2.1 15.7 SA1257
1325 3.2 3.0 2.3 2.9 SA1295
5481 3.9 3.7 2.6 2.8 SA1490
5088 2.8 2.5 3.3 2.4 SA1543
5081 htrA 12.7 8.8 2.8 7.6 SA1549
4100 2.3 2.6 2.7 2.1 SA1606
4520 dinP 2.6 (0.5) 2.8 (0.5) 2.6 (0.2) 4.2 (�0.1) SA1711
170 3.0 4.0 3.0 10.5 SA1988

3964 2.3 2.0 2.6 2.5 SA1989
2201 10.3 9.1 2.2 12.6 SA2103
4163 5.4 6.8 2.8 3.1 SA2139
2508 5.3 5.4 2.0 2.1 SA2297
5248 copA 6.2 (2.0) 3.7 (1.5) 3.1 (0.1) 9.2 (0.7) SA2344
172 6.0 4.7 3.0 3.0

a Designated S. aureus GeneChip open reading frame number.
b Previously described gene name.
c Fold induction when cells are treated with indicated antibiotic, as compared to mock treated cells.
Standard deviation shown in parenthesis.
d Corresponding designated S. aureus strain N315 gene (24).
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of action of a compound by these means. For example, cell-wall-active antibiotics
that inhibit a different step of cell-wall synthesis (i.e., early vs. late stage of
peptidoglycan synthesis) may yield an entirely different transcript profile.

Studies conducted with putative antibacterial agents administered to eukary-
otic cells can be used to provide information regarding the toxicity of drugs in
design. In this scenerio, it is expected that eukaryotic cells treated with sublethal
doses of toxic agents will demonstrate distinct transcript and protein profiles.
Extending this, potential antibiotics that demonstrate a similar profile may be
toxic, eliminating time and money that would otherwise be spent on their develop-
ment.

Correlating a transcription profile signature to a drug or genetic effect is
highly complex, but has been used successfully in other fields. Butte et al. have
used statistical analysis to correlate RNA expression to drug sensitivity among
cell lines that respond to different anticancer drugs (22). This study examined
60 cell lines, 7245 genes, and 5024 drugs to describe the relationship between
transcription profile and drug class. Using a refined set of 6701 genes and 4991
drugs, they described drug–profile relations through a system of relevance net-
works. An understanding of how antibiotics relate to expression profiles, particu-
larly across bacterial species, will help in evaluating lead compounds, especially
when the lead compound inhibits the target activity but does not display inhibitory
activity or a compound that does show such activity, but may hit more than one
target.

Protein arrays have also been developed for functional analysis. In this
approach synthetic peptides or purified proteins are distributed onto a solid sur-
face. Peptide arrays can subsequently be used in mapping interactions between
proteins, a technique which is expected to be invaluable in developing antibiotics
designed to inhibit similar interactions in vivo and can be viewed as the equivalent
of performing an in vitro two-hybrid protein screen. Typically the peptides are
synthesized directly on a solid support (as in the case with oligonucleotide arrays)
using photoliabile protection groups on the peptide chain. A mask containing
defined transparent locations is placed over the array and exposed to light, depro-
tecting the terminal amino acid of the peptide chain. The amino acid to be coupled
to the growing chain is then added. Using various masks and the stepwise addition
of specific amino acids discreet locations on the array surface will harbor synthe-
sized polypeptide chains of known sequence. Although this technology routinely
allows for synthesis of peptide chains on the order of 30 residues in length to be
tiled onto a support surface, this is perceived as the upper limits of peptide length
and a potential hurdle which must be overcome to study certain relevant pro-
tein–protein interactions. Other shortcomings of this technology are that unknown
cofactors that may normally mediate protein–protein interactions may not be
immediately available and may limit the effectiveness of the system. Additionally,
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the synthesized molecules may not form a conformation (fold) that would be
expected in vivo.

PROFILING IN MODELS OF PATHOGENESIS

Expression profiling allows researchers to examine the process of invasion and
pathogenesis without the bias of genetic selection. Although technically difficult,
these studies promise new insights into the progression from microbial growth
to infection. Israel et al. have recently examined host response to two different
strains of H. pylori of differing virulence and then used a whole genome microar-
ray to find that the determining factor for severity of virulence was the present
of the cag gene (23). The use of expression profiling technologies can also detect
host responses during and following infection and allow the identification of
components of the defense systems which can be enhanced or mimicked to combat
the infection (5). In some cases, human DNA microarrays may be utilized or,
alternatively, microarrays for animals used in model studies could be advanta-
geous. Because of the complexity of samples from actual tissues composed of
different cell types, use of tissue culture may result in more specific, yet more
artificial, analysis of a response. Beyond the use of these comparisons to yield
potential drug targets, it has been speculated that unique transcription responses
to different pathogens might aid in the development of diagnostic tools for clinical
use to identify the infecting organism. While an attractive thought, given the
common use of empirical treatment, this does not seem currently feasible.
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INTRODUCTION

Invasive fungal infections are important causes of morbidity and mortality, espe-
cially among immunocompromised patients. These infections, caused by fungal
pathogens such as Aspergillus species, Blastomyces dermatitidis, Candida spe-
cies, Coccidioides immitis, Cryptococcus neoformans, Histoplasma capsulatum,
Fusarium spp., Sporothrix schenckii, the Zygomycetes, or the dematiaceous fungi
(agents of phaeohyphomycosis) are among the most difficult infectious diseases
to treat. By 2009, the number of serious fungal infections is predicted to grow
to over 540,000 cases, up from an estimated 455,000 cases in 1999 (1) (Figure
1). In addition, fluconazole resistance in Candida species, as well as incidence
of infections due to filamentous fungi resistant to polyenes (e.g., Fusarium), are
increasing, especially in immunosuppressed patients who may require long-term
courses of prophylaxis or chronic maintenance therapy (2,3). In 1996 in the United
States alone, there were 10,190 aspergillosis-related hospitalizations, resulting in

201
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FIGURE 1 The actual patient population in the United States receiving antifungal
therapy in 1999 and the predicted increase in the U.S. patient population receiving
antifungal therapy for years 2004 and 2009 are shown. The numbers were derived
from a survey and report entitled Strategic Overview of Fungal Infections prepared
by Decision Resources, Inc. of Waltham, MA (see 1).

176,272 hospital days, $633 million in costs, and 1970 deaths (4). The azole
antifungal agents (e.g., Fluconazole) have been the mainstay of the current anti-
fungal armamentarium due to their favorable toxicity profile (compared to ampho-
tericin B) and the availability of oral and parenteral formulations. Despite the
development of less toxic antifungal agents such as azoles and lipid formulations
of amphotericin B, success with long courses of treatment may be limited due
to toxicity or the emergence of resistance. As recent data from studies of aspergil-
losis show, overall treatment failure rates are 36% and only 22% of severely
immunosuppressed patients have a complete response to treatment (5). The high
failure rates for antifungal therapy are due to several factors. Perhaps the primary
factor is the patient population requiring therapy. Extreme or chronic immunosup-
pression creates a predisposition for serious invasive infections and exposes a
need for fungicidal activity to clear these infections. Amphotericin B, considered
one of the best fungicidal agents, suffers from a narrow therapeutic index where
efficacy may be hindered by toxic side effects. As a result, there is clearly an
unmet medical need for more potent, broader spectrum antifungals.

The targets of action of current antifungal therapeutics are primarily limited
to cell membrane and sterol biosynthesis. The emergence of resistance and cross-
resistance to these agents is beginning to limit their clinical efficacy. With the
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introduction of a new class of antifungals, the echinocandins (6), there is the
additional target of 1,3-�-D-glucan synthesis, but these agents, like amphotericin
B, are parenteral formulations only. Thus, there is a continued need to identify
new antifungal agents that can provide novel mechanisms of action; favorable
therapeutic indices; and potent, fungicidal activity for treatment of serious fungal
infections.

The utilization of genomics-based approaches has advanced the search for
novel and specific antifungal agents by allowing an early evaluation of potential
therapeutic targets. Viewing entire genomes of pathogenic fungi allows for target
selection based on the spectrum and therapeutic indices for mechanism-based
toxicity by examining the conservation of target proteins among pathogens that
do not exist in the host. This early phase of target discrimination should alleviate
the difficulties associated with most current antifungal therapies that suffer from
narrow therapeutic indices. The directed biological evaluation of these targets
also allows for selection of functions that are more likely to lead to development
of fungicidal compounds.

FUNGAL TARGET DEFINITION THROUGH
BIOINFORMATICS

The fundamental concept behind a genomics-based approach to drug discovery
is that, given the complete genome sequence of a target organism, all potential
target proteins in that organism are accessible. In order to select potential targets
from a genome-derived proteome, a clear set of criteria are required that will
define attractive targets. In the case of targets for antifungal drug intervention,
criteria for ideal targets have been established and are similar to those utilized
for antibacterial drug targets (Figure 2). Attractive antifungal protein targets are
those proteins whose (1) functions are present as homologs in all fungal patho-
gens, (2) are not present as homologs in humans, and (3) are critical for the
survival of fungal cells. The first step in a genomics-based approach to antifungal
drug discovery is the use of bioinformatics to define the list of fungal proteins
that satisfy the first two criteria of spectrum and selectivity.

In 1996 the Saccharomyces cerevisiae genome became the first fully se-
quenced fungal genome (7) and remains the only publicly available complete
fungal genome. Furthermore, in order to satisfy the final target criterion of proving
the target to be required for survival, the amenable genetics of S. cerevisiae made
it the model of choice to initiate a bioinformatics analysis to derive a preliminary
target list. The strategy was relatively straightforward: ORF sequences from S.
cerevisiae were compared to publicly available higher eukaryotic sequences rep-
resented in the mammalian and primate subsections of GenBank, as well as human
and mouse Expressed Sequence Tags (EST) sequences from dbEST, human Uni-
Gene clusters from NCBI (8,9), and the proprietary human EST collection from
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FIGURE 2 A flow diagram displaying a means to utilize the fully sequenced S.
cerevisiae genome to derive a focused list of potential antifungal target genes.
The S. cerevisiae genome was compared with available genomic sequences from
higher eukaryotic organisms. Open reading frames (ORFs) that displayed a signifi-
cant similarity to higher eukaryotic ORFs [P(N) � 10e�5] were eliminated from
the program. Genetic footprinting was then used to identify S. cerevisiae-specific
ORFs that were critical for growth. The critical S. cerevisiae-specific ORFs were
subjected to a second round of bioinformatic comparisons with pathogenic fungal
sequences to assess the potential target spectrum.

Human Genome Sciences, Inc. Saccharomyces cerevisiae ORFs were also com-
pared to available bacterial sequences, including the bacterial subset of GenBank
as well as the then-recently completed genomes of Haemophilus influenzae and
Helicobacter pylori (10,11). Comparisons were carried out en masse using the
BLAST algorithm (12) in conjunction with scripts written in the PERL program-
ming language. Results of BLAST searches were stored using the Sybase SQL
Relational Database for subsequent retrieval and analysis using a modified form
of a database schema designed by D. Bassett as part of the XREFdb project (13).
In 1996, however, there were two major limitations to this strategy: (1) there
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were no complete higher eukaryotic genomes at that time and therefore potential
higher eukaryotic orthologs would be missed and their S. cerevisiae cognate
would be falsely included in the target list and (2) there was little available
sequence from fungal pathogens and so there was no ability to ensure that any
S. cerevisiae protein on the target list truly had orthologs in fungal pathogens.
Nonetheless, genome sequencing efforts of internal and publicly funded research
programs were accelerating and expected to fill “gaps” in the comparative data-
bases. Therefore, BLAST searches were continually updated, especially upon
completion of higher eukaryotic genomes such as Caenorhabditis elegans and
Drosophila melanogaster, as well as completion of the “rough draft” human
genome sequence (14,15). More recently the Candida albicans genomic sequence
has been derived through public efforts (Stanford Genome Technology Center
Web site at http://www-sequence.stanford.edu/group/candida) and a proprietary
collection of Aspergillus fumigatus EST sequences provided sources for identify-
ing homologous genes in fungal pathogens (see below).

With the BLAST searches being repeatedly updated and with all of the
search results cataloged in a relational database, the derivation of the fungal target
list had been a dynamic process until quite recently. Results of BLAST searches
were typically extracted from the database or updated “on the fly” and deposited
into spreadsheets for analysis. Saccharomyces cerevisiae genes were sorted based
on BLAST homology score cutoffs to exclude sequences showing significant
conservation with sequences from higher eukaryotes. These resulting genes could
then be examined or sorted further based on homology cutoffs to prokaryotes
and eventually fungal pathogens. An important question in this type of analysis
is where to set the BLAST score cutoff in determining whether two sequences
are in fact homologs. For the initial phases of this analysis, a BLAST P(N) value
of 10e�5 was chosen based on empirical analysis of sample datasets (J. Greene,
unpublished information) such that protein pairs were deemed to be homologous
if their P(N) score was less than this and were deemed nonhomologous if their
P(N) score was greater than this value. One of the benefits of having the results
accessible in a dynamically queryable manner is that this value can be altered in
either direction as warranted by the particular circumstances. While the initial
P(N) value of 10e�5 may not be perfect, it was an appropriate value from which
to commence further analysis. This process was applied with the understanding
that the target lists would become more and more refined through the availability
of more sequence and biological data. Individual sequence relationships could
be explored in detail, where necessary, to determine the apparent presence or
absence of homologs in the desirable case of pathogenic fungi or the undesirable
case of higher eukaryotes. In practice, this method proved to be useful in determin-
ing a preliminary list of potential antifungal drug targets that would be further
refined through subsequent bioinformatics analyses and biological studies.
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Target Identification

The initial comparative genomic subtractions disclosed that �45% of the ORFs
were specific to S. cerevisiae, which represented �2300 potential target genes.
With nearly half the S. cerevisiae genome represented following the first-pass
selection criterion, it was clear that a rapid and large-scale genetic technique was
required to identify those ORFs that affected growth or survival, the final criterion
of target selection.

In choosing a methodology it must be acknowledged that the assignment
of target ORFs that affect growth or survival can be either broadly or narrowly
interpreted. For example, a strict requirement for an ORF function to allow growth
in a defined medium, as assessed by a gene disruption, is perhaps the most
stringent genetic definition of “essentiality.” However, the term “essentiality”
assumes a different meaning under various growth scenarios. The S. cerevisiae
ade2� locus is classified as nonessential for cells growing on a rich medium and
thus may be designated as nonessential for cell proliferation. Whereas disruption
of the ADE2 locus by insertion of a transposon element identified ADE2 as
essential for cell proliferation on a rich medium when examined in a competitive
growth environment (16). Furthermore, as has been shown in the pathogenic
fungus Cryptococcus neoformans, the ADE2 locus is required for full virulence
in a cryptococcal meningitis infection model in rabbits (17). On the other hand,
the adhesion factor EPA1 of Candida glabrata was shown to be required for
adherence to cultured human epithelial cells, yet in a rodent animal model study,
there was no difference in initial colonization and persistence between the EPA1
wild-type and null mutant strains (18). Clearly, caution must be used when assess-
ing targets that may affect in vivo growth characteristics and virulence.

Open reading frames that are selected as therapeutic targets on an in vivo
basis should minimally be required for maintenance of an established infection,
the scenario most reflective of chemotherapeutic intervention. Unfortunately at
this time, there are no high-throughput techniques that allow for this minimal
assessment of growth effects on established infections. While signature-tagged
mutagenesis (STM) has been applied to many fungal pathogens, including A.
fumigatus (19), C. glabrata (18), and C. neoformans (20) allowing the identifica-
tion of mutant strains that are nonpathogenic, this approach does not discriminate
between ORFs that are required for the establishment or maintenance of an infec-
tion. Mutants with attenuated virulence, however, can be further analyzed in a
directed, low-throughput manner.

Microarray analysis (21), subtractive libraries (22), or SAGE (serial analysis
of gene expression) (23) can also be used to identify transcripts associated with
virulence or in vivo growth (24). These approaches allow for the identification
of ORFs that may be exclusively expressed at specific stages of the infection
process. These tools are valuable for the elucidation of temporally and spatially
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regulated developmental events in the pathogen or during the course of antifungal
therapy (25,26). However, expression maintained in, or exclusive to, in vivo
growth during infection does not necessarily indicate that the ORF is an appropri-
ate therapeutic target.

The limitations associated with in vivo target validation approaches are
readily circumvented by reliance on the most stringent definition of ORF “essen-
tiality.” Assuming that any ORF that is clearly essential for growth on a rich
medium will also stop the growth of the organism in an established infection, it
is possible to readily define the most attractive therapeutic target ORFs. Several
high-throughput ORF- disruption and in vitro screening methods are available.

The use of mutagenic chemical agents has been the method of choice to
identify conditional lethal mutants (27–29). Any random mutagenic method has
the disadvantage that mutations are frequently introduced randomly in multiple
loci and require further genetic analysis to define the causative mutation. Addi-
tionally, it is possible that not all ORFs of interest can be readily mutated to
give a conditional lethal phenotype without exhaustive screening. More directed
temperature-sensitive mutagenesis approaches have been developed in which a
variety of mutagenic PCR procedures are used to amplify and modify a specific
ORF (30,31). The extensively mutated ORFs linked to a selectable marker are
then recombined into the chromosome (32). Transformed cells can then be rapidly
screened for a temperature-sensitive growth phenotype. Complementation of tem-
perature-sensitive alleles with the ORF of interest verifies that the conditional
lethal allele is recessive and corresponds to the appropriate gene. While the high
efficiency of genetic recombination in S. cerevisiae makes a broad conditional
lethal screen feasible, this approach still requires extensive screening and follow-
up studies to verify the identity of the targets.

Directed chromosomal deletions have been extensively used to identify
ORFs required for growth. One-step gene deletions in S. cerevisiae can be readily
generated using oligonucleotide primers that have homology (as little as 40 bp)
to the regions flanking the ORF of interest. These primers are used to amplify a
selectable marker and the product is then used to transform a diploid strain (33,34).
Longer flanking regions can also be generated using a PCR-based technique,
SOE (splicing by overlap extension), or recombinant PCR (35–37). With either
method, the short flanking sequences provide sufficient regions of homology to
direct recombinant insertion into the appropriate chromosomal locus. Haploid
cells are then generated by sporulation of the diploid. The inability to propagate
haploid segregants carrying the deletion indicates those ORFs that are required
for growth. The international deletion project consortium utilized this method to
delete practically all of the ORFs in the S. cerevisiae genome (38,39). While this
approach has been used on a large scale, the generation and subsequent analysis
of the diploid strains is time consuming.
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An ideal method for the directed, high-throughput examination of growth
effects associated with the disruption of specific target was developed in 1995
by Smith et al. (16). Genetic footprinting by transposon mutagenesis (16,40)
provides a means to disrupt virtually every ORF within a population of cells by
generating, on average, one transposon insertion per cell within the initial popula-
tion (T0). Repression of transposition and subsequent outgrowth of the T0 popula-
tion allows for a comparison of those transposition events (i.e., disrupted ORFs)
that affect growth rates. Population analysis involves extraction of chromosomal
DNA at various time points and separate PCR amplification reactions using a
labeled transposon primer and an ORF-specific primer. Polymerase chain reaction
products are then analyzed on standard DNA sequencing gels. At T0, all ORFs
should display a variety of PCR products that are indicative of transposon inser-
tions within multiple locations in the ORF. At later time points, disrupted ORFs
that do not affect growth will generate PCR products that are identical to those
in the T0 sample, while ORFs that do effect growth will no longer display PCR
products that correspond to transposon insertions within the ORF, generating a
“genetic footprint.” As mentioned earlier in the ADE2 example, genetic foot-
printing is inclusive in that disruption of those ORFs that cause a decrease in
growth rate, and not necessarily eliminate growth, will be identified with this
approach. Nonetheless, given the speed at which many genes can be examined,
genetic footprinting is an excellent first-pass screening tool to reduce the number
of potential target ORFs. Our application of genetic footprinting to the �2300
ORFs defined by bioinformatics identified �350 disrupted ORFs that signifi-
cantly affected growth. Directed disruption of these 350 ORFs using the PCR-
based methods mentioned above showed that �300 of these ORFs were abso-
lutely required for growth under our assay conditions. Consequently, the target
ORFs that are most likely to lead to screening and development of new antifungal
agents were efficiently distilled from a larger list of potential targets.

The reduced list of potential targets satisfy the criteria of specificity and
requirement for growth; however, because no other complete fungal genomic
sequences were available, the spectrum of these potential target ORFs could not
be assessed. Candida albicans was in the process of being sequenced both pri-
vately and publicly and some comparisons could be made against the available
sequence for this pathogenic yeast. In order to look beyond the yeasts and to
provide an additional database for comparison, A. fumigatus was selected as the
organism of choice for an EST sequencing effort. An EST library approach fo-
cuses on the expressed ORFs in the genome without iterative sequencing of
nonexpressed and repetitive elements. Nevertheless, the relatively short sequence
reads associated with ESTs allow for the identification of orthologous ORFs in
an Euascomycetes. Total RNA was extracted from a clinical isolate of A. fumiga-
tus, strain ATCC 201795 (41a), at various stages of germination and hyphal
growth to obtain a broad representation of expressed genes. Following production



209Using Fungal Genomes

of the cDNA, a direct genomic hybridization was performed to normalize the
EST library and reduce the redundancy in the EST sequence collection (41b).
The sequences derived from the normalized library were continuously compared
with the target ORFs identified from S. cerevisiae as well as the Genbank nonre-
dundant database. Sequencing was continued for as long as a linear increase was
observed in the number of sequence reads versus the target or GenBank databases.
When this relationship began to flatten, it was assumed that most of the ORFs
represented in the EST library were covered by sequence reads (Figure 3).

The more recent release of high-fold coverage of the C. albicans genome
allows the analysis of overall conservation of fungal genes that are required for

FIGURE 3 A “real-time” value assessment for continued sequencing of a normal-
ized EST library for A. fumigatus. cDNA library pools were generated for various
growth stages of A. fumigatus. The cDNA libraries were then combined and a
genomic DNA-driven normalization was performed to provide equivalent represen-
tation of all expressed genes. High-throughput sequencing was then performed
with the normalized cDNA library. Sequence reads were translated and compared
with the nonredundant peptide database at NCBI using a BLAST cutoff criterion
of P(N) �10e�20. The linear increase in database representation indicates that
the cDNA library continues to provide novel sequences without excess sequence
redundancy.When the comparison curve began to plateau, further sequencing was
ceased as the cDNA library was assumed to be fully mined for novel sequences.
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the growth of S. cerevisiae. As seen in Figure 2, 107 ORFs were identified as
being conserved in both C. albicans and A. fumigatus, while 116 ORFs were
yeast specific and 17 ORFs had hits against other fungal genomes in the public
databases, but were not found in C. albicans or A. fumigatus. In the end, only
64 of the ORFs identified that were required for growth were present only in S.
cerevisiae (Figure 2). Therefore, the target identification approach described here
allowed not only the identification of possible targets for antifungal drug discov-
ery, but also an ability to prioritize the targets based on the effective spectrum
of the target.

TARGETED ASSAY DEVELOPMENT

Even with the stringent distillation of potential target genes, the hundreds of
possible targets present a formidable challenge for further prioritization and
screening for inhibitors. At the forefront of this challenge is the fact that many
of the targets have no known or readily assayable biochemical function. The
rapid advancement of these targets into drug discovery relies on the broad exploi-
tation of genetic, molecular, biochemical, and physiological characteristics of the
fungal cell or through advances in a variety of generic physical-chemical methods
for cell-free screening of proteins without a described function.

Cell-Based Assays

Antifungal drug discovery has been based entirely on identifying and characteriz-
ing novel chemistries that are active against whole cells. This approach has been
fruitful for discovery and evaluation of a wide array of mechanistically distinct
classes of potent antifungal agents (42,43). Whole-cell assays also have the ob-
vious advantage over cell-free assays in identifying chemistries that have already
achieved penetration into these complex-walled organisms. Taking advantage of
whole-cell screens in a targeted manner may allow for a focused effort on chemis-
tries that have a greater potential to become drugs. Modifying a nonspecific cell-
based assay into a target-specific high throughput screen (HTS) has been achieved
by several means. These cell-based or “genetic screens” rely on the change in
the potency of specific compounds in relation to the level of expression of specific
target genes.

Compound screening against an array of conditional (e.g., temperature-
sensitive) mutant strains offers an example of producing target-specific assays
(44). Screening is performed at a semipermissive temperature to achieve a state
where the amount or function of a mutated target protein makes the cell particu-
larly vulnerable to growth inhibition. The comparison with conditional mutations
in other targets and/or a wild-type strain show that the compound/target relation-
ship is specific. Production of an array of conditional lethal alleles in S. cerevisiae
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can be performed in a directed manner, as described previously for target identifi-
cation.

Manipulation of the dosage of a target gene can also be used to generate
an array of screening strains. Saccharomyces cerevisiae stains that are heterozy-
gous for the gene of interest have half the gene dosage of that target when com-
pared to a wild-type or a heterozygous mutant of another target. This reduced
gene dosage manifested, as underexpression of a target relative to the wild type,
may render the cell more sensitive to the effect of an inhibitor of that gene product.
Giaever et al. (45) demonstrated that induced haploinsufficiency could be utilized
to identify the targets of known antifungal agents. This concept could be turned
into a drug discovery screen by assembling a panel of heterozygous mutants for
the targets of interest. A target/compound relationship is again identified as a
specific heterozygote that shows hypersensitivity to a compound or extract. As-
sembling a collection of target heterozygotes for S. cerevisiae has been facilitated
by the commercial availability of mutants from the SaccharomycesGenome Dele-
tion Project (www.resgen.com and 38). Adaptation of this approach to an asexual
diploid fungal strain, such as C. albicans, is readily feasible using gene-disruption
systems that are currently available (see 46 and references therein). Inducible
antisense RNA constructs may also be used in a similar manner (47).

While it is the converse of an underexpression assay, overexpression of
a target gene may also serve as the basis to identify specific target/compound
interactions for libraries of compounds displaying antifungal activity. For exam-
ple, overexpression of the yeast ERG11, the gene encoding lanosterol carbon-
14 demethylase, conferred resistance to the lanosterol carbon-14 demethylase
inhibitors, ketoconazole, and miconazole (48). The increased production of the
target protein in the cell appears to titrate the inhibitory activity of the compound.
The commercial availability of yeast genes in a high-copy-number expression
plasmid (www.resgen.com) and the growing knowledge of expression systems
in other fungi makes overexpression rescue screening quite tractable.

Cell-Free Assays

The broadest access to potentially useful therapeutic compounds is acquired
through cell-free screening. Eliminating the requirement for activity against the
cell increases the potential to identify novel compounds that specifically interact
with a target protein. Of course eventually, any successful compound candidates
derived from cell-free screening must achieve cell penetration.

Cell-free screens have typically required the development of biochemical
assays with endpoint readouts that are compatible with high-throughput detection
methods. Therefore, even potential target proteins that have a known biochemical
function can be difficult to format for screening. Furthermore, defining the bio-
chemical function of a newly identified target protein may necessitate an immense
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endeavor, only to find that the function is not amenable for high-throughput
screening methods. Fortunately, there have been many advances in biophysical
techniques that provide fairly generic screening formats. These techniques allow
for the identification of small molecule ligands that interact with the target protein
of interest.

Generic biophysical approaches for screening rely on the ability to detect
an interaction between a small molecule and a protein of interest. These interac-
tions can be measured as simply as the cosegregation of a protein and a ligand
through a size exclusion matrix. Variable lengths and residence time on size
exclusion columns can give rough estimations of the affinity of the interaction.
The cosegregated complex is then subjected to denaturation, organic extraction,
and reverse phase separation of the ligand. For high-throughput drug discovery,
mixtures of mass-coded combinatorial libraries can be used so that identification
of the ligand can be obtained by mass spectroscopy alone. Screening for ligands
by affinity selection from natural product sources is also possible, but the charac-
terization of the active compounds will require more extensive purification and
spectroscopic analysis (49).

Capillary electrophoresis is another chromatographic technique that has
been utilized for measuring protein/ligand interactions (50). The surface charge-
to-mass ratio dictates the mobility of the protein through the capillary and binding
of a ligand to a protein will modify this ratio leading to a detectable alteration
in mobility. This approach is rapid; requires only small amounts of protein and
compound; and appears to be applicable to screening complex mixtures, including
crude natural product extracts (50,51).

Monitoring ligand effects on target protein thermal denaturation provides
another method to identify ligands of target proteins (52). Recently a series of
small molecules has been shown to cause dose-dependent thermal stabilization
and functional recovery of a mutant tumor suppressor p53 (53), lending pharma-
ceutical relevance to this idea. A particularly attractive way of measuring ligand-
dependent thermal stabilization exploits changes in fluorescence output of dyes
such as NanoOrange or SYPRO orange (Molecular Probes, Inc., Eugene, OR)
due to changes in protein structure (54). Differentiation of ligand-bound and
unbound targets is quite rapid (seconds), making it appropriate for HTS (54).
However, application of this homogeneous, isothermal method is predicated on
understanding the denaturation characteristics of each target.

Spectroscopic and optical methods are also applicable to screening for novel
chemical ligands. Advances in mass spectroscopy (MS) and nuclear magnetic
resonance (NMR) spectroscopy have produced related affinity selection and anal-
ysis methods having applications in HTS (55–57). Nuclear magnetic resonance
spectroscopy of candidate ligands gives an indication of binding specificity and
serves to cluster hits based on chemical shift perturbations (57). Alternatively,
surface plasmon resonance (SPR) biosensor technology may facilitate screening
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of many of the targets generated from a genomewide survey (58). Demonstration
of the interactions of HIV protease with small molecules demonstrate the utility
of this approach to screening for novel ligands (59).

Other Screening Approaches

Other cell-based and cell-free formats for assay development may also find utility
in high-throughput screening. These approaches will require at least some knowl-
edge of target properties and/or involve some target-specific development. For
example, whole-cell reporter assays (60) could be built for specific targets through
the use of transcriptional profiling (i.e., microarrays) or proteome analysis and
with some hint about target function a biosynthetic pathway screen may be feasi-
ble. Alternatively, yeast two-hybrid (61) or phage display methodologies (62)
may identify interacting peptides to allow a function-blind, high-throughput dis-
placement assay.

Genomics for Fungal Diagnostics and Analysis of Host
Responses

Conventional diagnostic methodologies for detection of fungal pathogens include
in vitro cultivation, serological analysis of host-derived antibodies or fungal-
derived antigens, and/or direct microscopic detection of fungal organisms in tis-
sues or fluids. These methodologies have significant limitations with regard to
sensitivity and specificity, with successful detection frequently limited to patients
with advanced stages of disease (63). In contrast, application of sequence-based
microbial molecular diagnostic methodologies, including PCR technology, facili-
tates direct detection of fungal DNA in blood or otherwise normally sterile body
fluids and requires only a relatively short processing time and yields a high level
of sensitivity and specificity (64–72). Because of the ability to amplify extremely
small quantities of fungal DNA, PCR offers earlier detection of fungal pathogens,
facilitating rapid initiation of antifungal therapy, thereby potentially improving
patient survival (64)].

Polymerase-Chain-Reaction-based diagnostics for detection of medically
important fungi most commonly employ universal primers that are complimentary
to conserved regions of a particular gene shared by all fungi (63,73). Subse-
quently, the specific fungal genus and species can be determined by several
different methodologies, including direct sequencing of the amplified product,
hybridization of the amplicon with a specific probe [e.g., Southern hybridization,
slot blotting, probe ELISA, hybridization protection assays, TaqMan analysis
(69,74)], restriction fragment length polymorphism (RFLP) analysis (often based
on variations in ribosomal genes or the mitochondrial genome) (75,76), high-
density chip microarrays (77), and/or single-stranded conformational polymor-
phisms [SSCP (64)]. Each of the above methods has liabilities and limitations.
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FIGURE 4 A comparative assessment of A. fumigatus burden in a mouse pulmo-
nary infection model. Immunocompetent mice were infected with �106 spores by
inhalation on day 1. The fungal burden was assessed by plate counts and TaqMan
analysis of bronchial alveolar lavage fluid. For the TaqMan analysis, CFU values
were obtained from a standard curve derived by comparing the threshold cycle time
required to visualize the specific amplification of the alp gene for know quantities of
A. fumigatus CFUs.

While sequencing of PCR products is the most rigorous method of identification,
it is also the most time consuming. Hybridization analysis requires a series of
probes, while the use of restriction enzymes may fail to distinguish between subtle
variations in sequences. Likewise the pattern of fragment bands observed with
SSCP is dependent on conditions employed during sample electrophoresis.

In addition to diagnosis, recent studies have demonstrated a promising role
for PCR-based methodology for monitoring microbiological outcome in response
to therapy (Figure 4). While PCR-based methodology to evaluate antifungal effi-
cacy has been largely unexplored, it has been used successfully in evaluation of
antibiotic efficacy against bacterial pathogens, includingMycobacterium tubercu-
losis and Treponema pallidum (78,79). In these studies, patient samples (sputum
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and cerebrospinal fluid respectively) were taken prior to and at various intervals
after antibiotic treatment. The samples were analyzed for the presence of T. pal-
lidum or M. tuberculosis using PCR with nested primer pairs based on the DNA
sequence of the 39-kDa bmp gene of T. pallidum and IS6110 insertion sequence
specific for the M. tuberculosis complex respectively (78,79). Results of these
studies demonstrated (1) a high correlation between results of molecular diagnos-
tics and more conventional methodology (i.e., culture results), (2) the correlation
of successful therapy and a negative PCR, (3) earlier availability of PCR results
when compared to conventional methodology, and (4) the utility of PCR method-
ology for detecting relapses. This rapid evaluation of treatment efficacy provided
by PCR-based diagnostic methodology facilitates rational choices with regard to
continuation and/or changes in antibiotic therapy in difficult cases as well as
obviating gaps in therapy, thereby potentially improving patient outcome.

Polymerase-Chain-Reaction-based diagnostic techniques are also useful in
evaluating population transitions and emergence of resistance in response to anti-
fungal therapy. The wide use of antibiotics, the development of organ and bone
marrow transplantation, and the increasing number of immunocompromised pa-
tients have resulted in a dramatic increase in both the prophylactic and therapeutic
uses of antifungal agents, particularly azoles (80). The extensive use of azole
therapy has resulted in a shift in etiology of invasive fungal diseases, including
candidemia. There has been a decline in infections due to azole-susceptible C.
albicans and a steady increase in disease caused by azole-resistant non-C. albicans
spp., including C. glabrata (81–83). In a given patient, the population transition
from an azole-susceptible to an azole-resistant Candida strain can result from in
vivo selection of a resistant isolate within a double population of yeasts (one
susceptible and one resistant) or, alternatively, acquisition of resistance in a clonal
isolate (84–86). Acquired clonal resistance in Candida isolates can be mediated
by point mutations in the drug target leading to reduced affinity of the target
enzyme for the drug (87–91), overexpression or amplification of the target gene
(85,86,92,93), mutations in genes encoding other enzymes involved in the biosyn-
thetic pathway (94), and/or enhanced efflux of the drug due to increased expres-
sion/activity of membrane proteins responsible for multidrug resistance [ATP or
major facilitator transporter superfamilies (92,93,95–99)]. The use of methodol-
ogy, including pulse-field gel electrophoresis, restriction fragment length poly-
morphism analysis, Southern blotting with repeat sequence probes, random ampli-
fied polymorphic DNA, and interrepeat PCR can delineate clonal relationship
between pre- and posttreatment fungal isolates as well as facilitate identification
of the molecular mechanism(s) of acquired resistance (100).

These molecular techniques are also useful in evaluating host-pathogen
interactions in vivo. There has been recent identification of cytokine networking
in vivo in biologically relevant target organs in animal models of invasive fungal
diseases, including pulmonary aspergillosis and systemic candidiasis (41,101).



216 Black et al.

The effect of fungal infection on induction of cytokine specific mRNAs and the
corresponding immunoreactive proteins in relevant target organs can be deter-
mined using reverse transcriptase–PCR and cytokine specific ELISAs respec-
tively. Subsequently, using appropriate cytokine specific monoclonal antibodies
and/or cytokine specific knockout mice, the biological relevance of cytokines
induced in response to a fungal pathogen can be assessed. It is anticipated that
results of these studies will provide a rational approach to the development of
adjuvant therapy, including immunotherapeutics for treatment of fungal diseases
that respond poorly to classical antifungal therapy.

While use of PCR-based methodology in infectious diseases offers en-
hanced sensitivity and specificity over conventional diagnostic methods; it is not
without limitations. Potential complications include (1) false-positive reactions
due to contaminating DNA; (2) the inability to distinguish between live and dead
organisms in patient samples (102); and (3) false-negative reactions due to human
error, low target or poor amplification, and/or the presence of interfering sub-
stances in biological samples (103). However, with regard to differentiating steri-
lization from development of a chronic infection with a positive PCR results,
recent studies suggest that PCR positivity to dead organisms is much shorter
lived than is a positive response to live infection. A serial study of PCR-positive
tissues and fluids and/or multiple samples for PCR analysis may be particularly
useful in enhancing sensitivity and providing conclusive results (79). Despite
these potential pitfalls, PCR-based diagnostics for fungal diseases, once consid-
ered only a research tool, are finding a niche in many clinical microbiology
laboratories, offering the hope of rapid diagnosis and directed therapy for fungal
infections.

SUMMARY

The growing availability of genomic sequences, powerful bioinformatics, and
genetic tools has heralded a new era in antifungal drug discovery and fungal
diagnostics. With potentially hundreds of targets generated from a genome-wide
survey, effectively directing drug discovery at targets and not the whole-cell relies
on our ability to screen many targets in a variety of formats and against a diverse
array of chemical sources. In addition, a vigorous clinical assault on a fungal
infection requires an accurate diagnosis; here too, genomics will play a role.
These developments will no doubt prove to be essential in the ongoing struggle
to diagnose and combat the rising occurrence of these debilitating and increasingly
recalcitrant infections.
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INTRODUCTION

Natural products are important sources of drugs, including antibacterials such as
�-lactams, aminoglycosides, tetracyclines, macrolides, and streptogramins (1).
Of the 64 antibacterials approved for clinical use between 1983 and 1994, over
78% were unmodified natural products or compounds derived from natural prod-
ucts (2). For more information on natural products and natural product drugs,
several comprehensive reviews should be consulted (1–6). Almost all of the
natural product drugs were discovered so far through the following steps: collec-
tion and identification of natural material, fermentation and extraction, in vitro
assays for biological activities, isolation and structural elucidation of the active
components from the extracts, and finally characterization of the in vivo biological
efficacy and toxicity profiles. This empirical approach of natural products screen-
ing has been and will continue to be effective in the discovery of pharmaceuticals,
including anti-infectives. Nevertheless, the recent developments in the genetics
of microbial secondary metabolites biosynthesis, genomics, and metabolic engi-
neering are playing an ever-increasing role in facilitating the natural product
drug discovery process. A number of extensive, focused reviews on molecular
approaches in natural product drug discovery have been published in recent years
(5,7–15). This chapter attempts to provide readers with some general concepts
and recent progress of applications of genetic engineering and genomics in natural
products drug discovery. Due to space limitations, we shall focus on the following
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two areas: (1) tapping the chemistry potential of unculturable and slow-growing
organisms by expressing secondary metabolite-encoding genes or gene clusters
in heterologous hosts and (2) generating novel unnatural secondary metabolites
by genetically modifying secondary metabolic biosynthesis pathways. The impact
of genomics on the biocatalysis and biotransformation of natural products is not
discussed in this chapter since a recent special issue of metabolic engineering
has been dedicated to the topic (11).

TAPPING THE CHEMISTRY POTENTIAL OF
UNCULTURABLE AND SLOW-GROWING ORGANISMS BY
EXPRESSING SECONDARY METABOLITE-ENCODING
GENES OR GENE CLUSTERS IN HETEROLOGOUS HOSTS

Microbes Are Proven but Essentially Untapped Sources of
Natural Products

Efforts to search for bioactive natural products have mainly focused on organisms
that can be easily isolated, cultured, and maintained using laboratory media.
Approximately 11,900 antibiotic secondary metabolites have been discovered
from microorganisms to date and 66% of these were derived from the order
actinomycetes, mostly from Streptomyces species (4). The number of prokaryotes
on Earth is estimated to be 4–6 � 1030 cells (16). This large population provides
enormous potential for prokaryotes to acquire genetic diversity. Recent estimates
for the number of prokaryotic species range from 105 to 107 (17). Similarly, only
70,000 species of the approximately 1.5 � 106 species of fungi have been de-
scribed to date (18). It is expected that discoveries of new bioactive secondary
metabolites from easily culturable organisms will continue, but expansion of the
natural products sources to unculturable and difficult-to-grow microorganisms
may lead to new structural classes. Improved cultivation techniques can help to
take advantage of some of the less manageable organisms, but the task is likely
to become increasingly intractable, and many microorganisms may never be culti-
vated in the laboratory.

Capturing the Chemical Diversity of Untapped Microbes by
Genetic Engineering

One way to capture the genetic diversity among unculturable or slow-growing
microorganisms for secondarymetabolite discovery is to introduce large segments
of genomic DNA from these unculturable microorganisms into genetically amena-
ble host organisms. In this procedure, the host strain is asked to express genes
from the donor organism and to produce secondary metabolites that are not being
produced by the hosts. These host strains are typically fast growing and easily
fermented on a large scale, and genes can be manipulated genetically. For exam-
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ple, Escherchia coli has been used as a host to maintain and express environmental
DNA isolated from soil (19,20). Figure 1 illustrates this general concept.

Heterologous Gene Expression

The transgenic approach requires that genes or clusters of genes from unculturable
organisms be expressed in laboratory strains. This is possible because transcrip-
tion and translation control sequences from one organism often function in closely
related organisms and sometimes even in distantly related organisms. For exam-
ple, the entire epothilone gene cluster isolated from the Gram-negative myxobact-
erium Sorangium cellulosum was expressed in Streptomyces coelicolor, a Gram-
positive actinomycete (21). The erythromycin-encoding gene cluster of Saccharo-
polyspora erythraeawas engineered into E. coli and S. coelicolor for heterologous
expression and erythromycin production (22,23). It needs to be emphasized that
in these cases, promoters from the host strains were used in the heterologous
gene expression (21–23) since the gene donor organisms were very different
from the heterologous hosts. Nevertheless, it is remarkable that such large and
complex gene clusters can be functionally expressed in heterologous hosts. Simi-
larly, the fungal transformation vector pAN7-1 (24), which has the E. coli hygro-
mycin phosphotransferase gene (hph) under the control of the Aspergillus nidu-
lans glyceraldehyde-3-phosphate dehydrogenase (gpd) gene promoter and trpC
terminator, efficiently confers hygromycin B resistance to a variety of fungal
species. More than 40 fungal species have been transformed with this vector,
ranging from the basidiomycetes Schizophyllum commune (25) and Laccaria lac-
cata (26) to various ascomycetous species (27). The A. niger glucoamylase gene
promoter functioning in Ustilago maydis (28) is another example of an ascomy-
cete promoter that functions in a basidiomycete. Some Aspergillus genes have
been isolated by complementation of Saccharomyces cerevisiae mutant strains
(29). These experiments demonstrated that genes of foreign origin can be ex-
pressed in heterologous laboratory strains. However, one must still be cautious
when selecting a donor-recipient combination or combinations, as many genes
have been shown not to be expressed in heterologous strains using their native
promoters and codon biases.

Genes Encoding Natural-Product Biosynthesis Are Usually
Clustered in Microbes

Genes involved in the biosynthesis of major microbial secondary metabolites are
often clustered. In prokaryotes, essentially all natural products genes discovered
to date are found in single clusters. More than 115 bacterial natural products gene
clusters have been cloned and analyzed (11). Relatively fewer natural products
biosynthesis genes have been cloned from fungi, but it is clear that genes encoding
for natural products in fungi also are often clustered. Examples of fungal second-
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FIGURE 1 A flow diagram illustrates the concept and steps of capturing the chemis-
try diversity of untapped microbes by heterologous gene expression.
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ary metabolite gene clusters are listed in Table 1. This tendency for genes to
cluster allows us to gather most, if not all, of the genes for a particular secondary
metabolite within one large fragment of DNA which can then be introduced into a
recipient laboratory strain. Large pieces of DNAmay be cloned from unculturable
organisms as cosmid clones (35–45 kb), bacterial artificial chromosome clones
(BAC) (�100 kb), or yeast artificial chromosomal clones (YAC) (�100 kb).
Alternatively, donor DNA may encode structural enzymes that can be recruited
to existing pathways of secondary metabolism in the recipient strain and, as a
result, novel secondary metabolites may be produced. Finally, genes encoding
transcription and translation regulatory factors that may be introduced to the host
genome to either activate silent secondary metabolic pathways in the host or to
incite low-activity pathways to biologically and chemically detectable levels.
For example, production of the polyketides sterigmatocystin and aflatoxin in
Aspergillus species is negatively regulated by FadA, the �-subunit of a heterotrim-
eric G-protein (30–31). In contrast, a dominant activating fadA allele (fadAG42R)
stimulates the transcription of a gene involved in the nonribosomal peptide peni-
cillin biosynthesis in A. nidulans (30). Heterologous expression of fadAG42R in
Fusarium sporotrichioides increases trichothecene production (30).

Identifying Productive Transgenic Strains by Prescreening

The transgenic approach to explore genetic diversity among unculturable and
slow-growing organisms for secondarymetabolites discovery will generate a large
number of transgenic strains. If a typical fungal genome is between 30 and 40
Mb (32), about 1000 cosmid clones are needed to have a 1X coverage of a
given genome. This translates into about 1000 transgenic strains. It is difficult
to estimate the number of secondary metabolic pathways for a given fungus, but
a search in Chapman & Hall’s Dictionary of Natural Products revealed over 35
secondary metabolites produced by A. nidulans (33). These metabolites represent
at least 12 distinct pathways. Assuming that the average length of a gene cluster
for a fungal secondary metabolic pathway is 40 kb and the A. nidulans genome
is 30 Mb, 12–35 biosynthetic gene clusters constitute about 1.6–4.6% of the
genome. Since only a small fraction of a given fungal genome is related to second-
ary metabolites biosynthesis, the majority of transformants will carry DNA frag-
ments that are not related to secondary metabolite biosynthesis. Bacterial genomes
are smaller than fungal genomes, generally ranging from 1 to 5 Mb (34). Some
bacterial genomes, however, have much larger genomes. For example, the actino-
mycete S. coelicolor genome is about 8 Mb and at least 12 gene clusters that
have been identified or predicted to encode various natural products. These gene
clusters constitute about 4% of the entire genome (D. A. Hopwood, personal
communication).
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Different approaches can be used to eliminate nonproductive transformants.
One is to screen for biological activities. Biological prescreens have to be highly
sensitive and high-throughput in order to process a large numbers of extracts.
For example, a macrodroplet high-throughput screening technique has been used
to identify transgenic strains that produce antibacterial activities (13). The disad-
vantage of using biological screening is that an assay must be developed for each
target. Another approach is to select transformants that contain known secondary
metabolite biosynthetic genes before they are sent to screening programs. As
discussed earlier, many secondary metabolite-encoding genes have been cloned,
sequenced, and characterized (Table 1). As of 1999, 156 microbial secondary
metabolite gene clusters had been reported and sequenced and a considerable
number has been discovered since then. By using these genes as probes, one
can preselect the clones that most likely contain secondary metabolite-encoding
gene(s). Similarly, this approach is effective only in a high-throughput mode.
Significant progress has been made in the DNA array technology during the past
5 years and it is now practical to apply these technologies to search for secondary
metabolite-encoding gene(s) from a large collection of cloned DNA. For example,
one method involves creating a secondary metabolite-encoding gene library with
consensus DNA fragments obtained from genes encoding various secondary me-
tabolites, such as polyketides and nonribosomal peptides. These DNA fragments
can be used individually as probes to screen libraries for secondary metabolite
gene clones. They can also be placed on membranes or silicon to create a second-
ary metabolite-encoding DNA array. One of the limitations to this approach is that
the molecular genetics are known for only a few classes of microbial secondary
metabolites, mainly polyketides and nonribosomal peptides. Of the 156 microbial
secondary metabolites gene clusters reported up to 1999, about 40% were polyke-
tides and 34% were nonribosomal peptides (11). It is well known that in addition
to polyketides and nonribosomal peptides, bacteria and fungi also produce shiki-
mates, saccharides, terpenoids, nucleoside, alkaloids, and glycolipids. More sec-
ondary metabolite-encoding genes will become available with the continued de-
termination of microbial genomes to come. As of February 2001, there were 40
completed bacterial genomes and an additional 125 bacterial genome projects
are in progress (Sanger Centre and TIGR Web sites). Fungal genome projects
are relatively few and Saccharomyces cerevisiae is still the only complete fungal
genome in the public database (35), but there are about 19 eukaryotic microbe
genome projects currently under way (Sanger Centre and TIGR Web sites).

Comparison of chemical profiles between the parent strain and the trans-
formants can also be used to separate productive strains from nonproductive
strains. Over the past 5 years, there has been an explosion in the use of mass
spectral data for high-throughput characterization of organic compounds from
small pharmaceuticals to large proteins. The union of a liquid separation technique
(LC-MS) with an ionization technique such as electrospray (ESI) has allowed
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rapid identification of molecular weight and UV characteristics of semipure natu-
ral products and other organic molecules (36–38). This and other chemometric
tools will continue to be developed to provide higher throughput, increased accu-
racy, and better reproducibility.

One of the most important tasks in using the transgenic approach to capture
natural chemical diversity from the unculturable microorganisms is to rescue and
analyze the genes that are responsible for the novel biological activities in a
heterologous host. Understanding these new activities at the genetic andmolecular
levels will enable us to further manipulate the activity. Another major scientific
contribution resulting from this approach is the better understanding of heterolo-
gous gene expression. Despite recent advances in heterologous gene expression
in various microbial systems, our knowledge in the area remains limited. Informa-
tion on heterologous gene expression will guide scientists to make improved
decisions on the selection of unculturable organisms and recipient hosts to maxi-
mize the chance of gene expression for the production of novel bioactive com-
pounds.

In summary, by exploring genetic diversity from unculturable and slow-
growing microbes and by creating “biocombinatorial” diversity, we improve the
likelihood of discovering novel secondary metabolites. Because the recipient
strains are fast-growing, “industrial” organisms, once novel drug-producing trans-
formants are identified, scale-up fermentation for commercial production can be
implemented using largely traditional approaches.

GENERATING UNNATURAL SECONDARY METABOLITES
BY GENETICALLY MODIFYING BIOSYNTHESIS PATHWAYS

Advances in molecular genetics of secondary metabolite biosynthesis have led
to a new approach to drug design known as biocombinatorial chemistry. Many
academic and industrial laboratories now explore the potential of this genetic
engineering/chemistry hybrid approach for developing novel chemicals. Most of
the progress so far is in the biocombinatorial synthesis of bacterial polyketides
and, to a less extent, nonribosomal peptides.

Polyketides

Polyketides constitute perhaps the largest family of microbial secondary metabo-
lites (39), and the genes for over 60 polyketide biosynthetic pathways from both
bacteria and fungi have been cloned and characterized (GenBank database). The
controlled variation in chain length, choice of chain-building blocks, and reductive
cycle orchestrated by genetically programmed polyketide synthases (PKSs) all
lead to the structural diversity of polyketides (40,41). In addition, many PKS
products undergo further modification by regiospecific glycosylases, methyltrans-
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ferases, and oxidative enzymes to produce still greater diversity. The tremendous
structural diversity of polyketides reflects the wide variety of their biological
properties. Many are effective therapeutic agents, ranging from antibiotics (tetra-
cycline and erythromycin) and anticancer agents (doxorubicin) to immunosupres-
sants (FK506 and rapamycin). Some polyketides have multiple pharmacological
effects; for example, the immunosuppressant FK506 shows antifungal activity
(42), and the antifungal compound thysanone also inhibits rhinovirus protease
(43). The mode of action of different polyketide drugs varies greatly despite
their structural similarities. For example, the immunosuppressants FK506 and
rapamycin act very differently on T cells: FK506 inhibits the production of in-
terleukin 2 (44), and rapamycin prevents the proliferative response to interleukin 2
bound at the interleukin 2 receptor (45). Given the diversity of naturally occurring
polyketides, plus their clinical and commercial success, it is expected that more
effective polyketide drugs will be discovered and developed in many therapeutic
areas.

Bacterial Modular PKSs (Type I). Bacterial PKSs are classified into two broad
types based on genetic organization and biosynthetic mechanisms (46–48). Mod-
ular PKSs (type I) have discrete multifunctional enzymes that control the sequen-
tial addition of thioester units, and their subsequent modification, to produce
macrocyclic compounds (or complex polyketides). Type I PKSs are exemplified
by 6-deoxyerythronolide B synthase (DEBS), which catalyzes the formation of
the macrolactone portion of erythromycin A, an antibiotic produced by Saccharo-
polyspora erythraea. There is a total of seven active-site modules in DEBS, with
each given module containing three to six active sites. Three domains constitute
a minimal module: acyl carrier protein (ACP), acyltransferase (AT), and �-ketoa-
cyl-ACP synthase (KS). Some PKSs contain additional modules for reduction of
�-carbons, such as �-ketoacyl-ACP reductase (KR), dehydratase (DH), and/or
enoyl reductase (ER). The thioesterase cyclase (TE) protein is present only at
the end of module 6 (49).

Bacterial Aromatic PKSs (Type II). Bacterial aromatic PKSs (type II) are com-
posed of several separate, mostly monofunctional proteins, the active sites of
which are used iteratively for assembly and functional-group manipulation of the
polyketide chain. At least 25 sets of aromatic polyketide PKSs have been cloned
from Streptomyces and Saccharopolyspora species (GenBank database). Best
studied among type II PKSs is the PKS for the biosynthesis of the benzoisochro-
manequinone actinorhodin (40,50–51). Genes for actinorhodin biosynthesis are
designated “actI–VII.” The actI locus has three genes: KS, AT, and ACP. ActIII
encodes KR. ActI and actIII constitute the minimal PKS. The actII locus is respon-
sible for transcriptional regulation of the act genes and for actinorhodin export.
The actIV–VII loci encode several postsynthetic modifying functions, e.g., cycli-
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zation (VII), aromatization, and subsequent chemical tailoring. Other aromatic
PKSs share the same basic architecture with minor structural differences (47,48).

Type II aromatic PKSs contain a single set of iteratively used active sites,
although the basic organization of the two types of PKS is similar. These charac-
teristics make it difficult to predict the structure of the polyketide produced after
modification of a type II PKS gene. Significant advances in research on the
combinatorial biosynthesis of novel aromatic polyketides have been made in
laboratories of Hopwood, Khosla, and their collaborators in recent years. Hybrid
aromatic polyketides have been generated by transferring partial or complete
biosynthetic gene clusters to different polyketide producers, followed by screen-
ing for new structures. For example, mederrhodin A, a novel aromatic polyketide,
was produced by a medermycin-producing Streptomyces strain transformed with
the actVA gene (52). This approach of generating novel polyketides was largely
empirical, and it required the activity of enzymes for late tailoring steps. During
the past few years, tremendous progress has been made in our understanding of
genetic programming of aromatic PKSs; consequently, the rational design of
novel aromatic polyketides is also advancing. Several novel compounds have
been generated by constructing and expressing recombinant PKSs in Streptomyces
sp. (40,51,53–55). Based on their work and the work of others, McDaniel et al.
(51) summarized six rules for rational design of novel aromatic polyketides based
on chain length, ketoreduction, cyclization of the first ring, first-ring aromatiza-
tion, second-ring cyclization, and additional cyclization.

Combinatorial Synthesis of Bacterial Polyketides. Pioneered by the Hopwood
laboratory (50), molecular genetic analysis of PKS genes has confirmed earlier
biochemical and chemical findings that the structural diversity of polyketides is
a result of the quantity and types of acyl units involved. This body of research
also indicates that novel polyketides can be produced by manipulating the se-
quence and specificity of enzyme-mediated reduction, dehydration, cyclization,
and aromatization through genetic engineering (23,40,41,48,51–59). One of the
first examples of the generation of novel polyketides through genetic manipulation
of PKS genes was reported in 1990 by the Strohl group (60). They demonstrated
the biosynthesis of anthraquinones aloesaponarin II and desoxyerythrolaccin
through the cloning of actinorhodin polyketide biosynthesis genes in the aclaru-
bicin-producing strain S. galilaeus (60).

The era of rational design for novel antibiotic structures was ushered in by
early successes in synthesis of complex polyketides. The modular type I PKSs
producing complex polyketides contain a unique active site for each enzyme-
catalyzed reaction in the pathway, giving rise to final structures that are deter-
mined by the numbers and types of active sites. Donadio et al. demonstrated in
the early 1990s that analogs of the erythromycin polyketide backbone could be
generated by eliminating active sites within the PKS (49,61,62). By repositioning
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a chain-terminating thioesterase domain from the C-terminus of module 6 of
DEBS3 to the C-terminus of module 2 of DEBS1, Cortes et al. were able to
construct a multienzyme unit that catalyzed only the first two rounds of polyketide
chain extension (41). The mutant produced a triketide lactone structure without
any trace of the wild-type polyketide erythromycin, indicating premature chain
termination and cyclization. By expressing the entire DEBS gene cluster in a
heterologous host, substantial quantities of 6-deoxyerythronolide B (the aglycone
of the macrolide antibiotic erythromycin) was produced (23).

Bacterial Heterologous Expression Hosts. Combinatorial biosynthesis of novel
metabolites requires an efficient expression host and sometimes multiple hosts.
Several actinomycetes, mostly Streptomyces species, have been used as expres-
sion host for combinatorial biosynthesis such as Streptomyces coelicolor (51),
Streptomyces lividans (11), and Streptomyces venezuelae (10). Each host–vector
system has advantages and disadvantages regarding transformation efficiency,
growth rate, and genetic understanding of the host. More recently, erythromycin
was produced in E. coli (22). This was achieved by multiple genetic engineering
steps in the E. coli strain, including introduction of the three DEBS genes from
Streptomyces erythraea, introduction of the sfp gene encoding phosphopantethei-
nyl transferase, deletion of the endogenous prpRBCD genes, and overexpression
of the endogenous prpE and birA genes (22). The feasibility of engineering E.
coli to produce complex natural products provides an alternative host for combina-
torial biosynthesis, because E. coli can be easily manipulated at the molecular
genetic level. The existence of multiple host–vector systems offers the opportu-
nity to select the optimal system for individual projects.

Modifying Enzymes. In addition to manipulating the PKS genes themselves,
one can also modify various modifying enzymes such as glycosyltransferaseases,
methyltransferases, and oxidative enzymes. For example, manipulation of the
desosamine biosynthetic genes of the pikromycin biosynthesis pathway in S.
venezuelae has led to the isolation of several methymycin/pikromycin analogs
(63–65). In a more elaborate experiment, the combination of the pikromycin
pathway in S. venezuelae and a sugar biosynthetic gene, CalH, from the cali-
cheamicin pathway in Micromonospora echinospora yielded two novel macro-
lides in a desI-deleted S. venezuelae strain (66).

Fungal Polykeides. Although polyketides are commonly produced by filamen-
tous fungi, nucleotide sequences have been reported for only 14 fungal PKS
genes, all of which encode iterative, type I PKSs. Enzymatic domains of a generic
fungal PKS-encoding gene are shown in Figure 2. Even though combinatorial
manipulation of fungal polyketide biosynthetic genes is not as advanced for pur-
poses of genetic engineering as that of bacterial systems, the interative, yet modu-
lar fungal PKS systems exhibit several advantages over bacterial systems (67)
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FIGURE 2 A diagram illustrates the concept of assembling large numbers of chi-
meric PKS genes by functional domain shuffling. Generic organization of a fungal
polyketide synthase gene (PKS) is shown at the top. KS (ketoacyl synthase), AT
(acyltransferase), DH (dehydratase), MeT (methyltransferase), ER (enoyl re-
ductase), KR (ketoreductase), ACP (acyl-carrier protein; note that some fungal
PKS genes have two different ACP domains), and TE (thioesterase cyclase). Num-
bers below the functional domain boxes indicate how many representatives of
each domain are available from published fungal PKS genes. Assembling the 85
functional domain units in the proper order in all possible combinations would result
in 78,732,000 chimeric PKS genes.

as follows: (1) fungal polyketides range in chain lengths from 6 to more than 40
carbons; (2) fungal polyketides can be methylated by a methyltransferase domain
that is part of the PKS itself (making it amenable to genetic manipulation), rather
than by incorporating propionate as an extender unit as observed in bacteria; (3)
fungal polyketides can be partially or completely reduced, and they undergo
unusual cyclizations; both features contribute to their potential as starting materi-
als for production of novel polyketides; (4) a considerable amount of biochemical
information in a relatively short stretch of DNA because fungal PKSs are both
structurally modular and functionally iterative; and (5) fungal PKSs described to
date are single proteins (bacterial PKSs often form multiple protein complexes;
this characteristic explains why only fungal PKSs are sufficiently stable to be
completely purified). In addition, availability of single genes encoding single
proteins greatly facilitates heterologous expression of PKSs. Similar principles
and roles for genetically engineering bacterial polyketides could be applied to
combinatorial synthesis of fungal polyketides, but specific protocols need to be
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developed for fungi because fungal gene regulation and structure are distinct from
those of bacteria. Figure 2 illustrates a concept of assembling large numbers of
chimeric PKS genes by functional domain shuffling.

Nonribosomal Peptides and Other Metabolites

A wide variety of peptides is synthesized by nonribosomal peptide synthetases
in microbes that exhibit a broad range of biological activities. Such activities
may act as antibiotics (penicillins, vancomycin, bacitracin, and gramicidin), sider-
ophores (ferrichrome, mycobactin, and enterobactin), toxins (HC toxin and syrin-
gomycin), and immunosuppressive agents (cyclosporin and rapamycin) (9,68).
The growing number of nonribosomal peptide synthetase (NRPS) genes isolated
and characterized (at least 53 NRPS genes in the GenBank database) is accumulat-
ing a wealth of information regarding enzymatic activities and structural features
of this family of proteins. One of the most prominent features is modularity
(9,69,70). A module, in the context of NRPSs, is defined as a DNA/protein
segment that containing all of the functions required for catalysis of peptide
elongation and associated substrate modifications such as acylation, epimeriza-
tion, heterocyclization, and N-methylation of the amide nitrogen. NRPSs can
incorporate hundreds of known amino acids into peptide products (71). The order
and number of modules on an NRPS determine the sequence and number of
amino acids in the final peptide product. The increasing number of NRPS genes
cloned and characterized allows us to predict in some cases the substrate specific-
ity of adenylation domains of unknown function (9,68,72). Modular arrangement
of NRPSs and substrate specificity of each module in a given NRPS strongly
suggests the possibility of creating novel peptide products by genetic and combi-
natorial manipulations. Although there still are many obstacles in successfully
engineering these proteins, recent results have been promising. Working with
the three-module surfactin synthetase 1 of Bacillus subtilis, Marahiel’s group
successfully altered the substrate specificity of multimodular peptide synthetases
by targeted substitution of minimal-module encoding regions within NRPS genes
(73). The same group also constructed functional hybrid peptide synthetases by
module and domain fusions (74). In a more recent review, Doekel and Marahiel
proposed a strategy to synthesize antipain by genetic engineering (9) and the steps
outlined in their strategy summarize the latest development in the combinatorial
synthesis of nonribosmal peptides.

SUMMARY

The field of natural products biosynthesis has witnessed exponential progress
since the early 1990s. Accumulation of this knowledge has created the new disci-
pline of “combinatorial biosynthesis of unnatural secondary metabolites,” but it
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is only the beginning. It is certain that many more natural products encoding
genes and gene clusters will be cloned and characterized in the near future with
the completion of more genome sequencing projects. This explosion of genomic
information will not only help to provide additional information about the combi-
natorial synthesis of polyketides and nonribosomal peptides, but it will also accel-
erate our understanding of many less understood but important metabolic path-
ways such as terpenoids and alkaloids. The success of tapping the chemical
potential of unculturable organisms also relies heavily on the progress of natural
products biosynthesis at the biochemical, genetic, and genomic levels.
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