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Preface

The concepts and methods of topology and geometry are an indispensable part
of theoretical physics today. They have led to a deeper understanding of many
crucial aspects in condensed matter physics, cosmology, gravity, and particle
physics. Moreover, several intriguing connections between only apparently dis-
connected phenomena have been revealed based on these mathematical tools.
Topological and geometrical considerations will continue to play a central role
in theoretical physics. We have high hopes and expect new insights ranging from
an understanding of high-temperature superconductivity up to future progress
in the construction of quantum gravity.

This book can be considered an advanced textbook on modern applications
of topology and geometry in physics. With emphasis on a pedagogical treatment
also of recent developments, it is meant to bring graduate and postgraduate stu-
dents familiar with quantum field theory (and general relativity) to the frontier
of active research in theoretical physics.

The book consists of five lectures written by internationally well known ex-
perts with outstanding pedagogical skills. It is based on lectures delivered by
these authors at the autumn school “Topology and Geometry in Physics” held at
the beautiful baroque monastery in Rot an der Rot, Germany, in the year 2001.
This school was organized by the graduate students of the Graduiertenkolleg
“Physical Systems with Many Degrees of Freedom” of the Institute for Theoret-
ical Physics at the University of Heidelberg. As this Graduiertenkolleg supports
graduate students working in various areas of theoretical physics, the topics
were chosen in order to optimize overlap with condensed matter physics, parti-
cle physics, and cosmology. In the introduction we give a brief overview on the
relevance of topology and geometry in physics, describe the outline of the book,
and recommend complementary literature.

We are extremely thankful to Frieder Lenz, Thomas Schücker, Misha Shif-
man, Jan-Willem van Holten, and Jean Zinn-Justin for making our autumn
school a very special event, for vivid discussions that helped us to formulate
the introduction, and, of course, for writing the lecture notes for this book.
For the invaluable help in the proofreading of the lecture notes, we would like
to thank Tobias Baier, Kurush Ebrahimi-Fard, Björn Feuerbacher, Jörg Jäckel,
Filipe Paccetti, Volker Schatz, and Kai Schwenzer.

The organization of the autumn school would not have been possible with-
out our team. We would like to thank Lala Adueva for designing the poster and
the web page, Tobial Baier for proposing the topic, Michael Doran and Volker
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Schatz for organizing the transport of the blackboard, Jörg Jäckel for finan-
cial management, Annabella Rauscher for recommending the monastery in Rot
an der Rot, and Steffen Weinstock for building and maintaining the web page.
Christian Nowak and Kai Schwenzer deserve a special thank for the organiza-
tion of the magnificent excursion to Lindau and the boat trip on the Lake of
Constance. The timing in coordination with the weather was remarkable. We
are very thankful for the financial support from the Graduiertenkolleg “Physical
Systems with Many Degrees of Freedom” and the funds from the Daimler-Benz
Stiftung provided through Dieter Gromes. Finally, we want to thank Franz Weg-
ner, the spokesperson of the Graduiertenkolleg, for help in financial issues and
his trust in our organization.

We hope that this book has captured some of the spirit of the autumn school
on which it is based.

Heidelberg Eike Bick
July, 2004 Frank Daniel Steffen
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Introduction and Overview

E. Bick1 and F.D. Steffen2

1 d-fine GmbH, Opernplatz 2, 60313 Frankfurt, Germany
2 DESY Theory Group, Notkestr. 85, 22603 Hamburg, Germany

1 Topology and Geometry in Physics

The first part of the 20th century saw the most revolutionary breakthroughs in
the history of theoretical physics, the birth of general relativity and quantum
field theory. The seemingly nearly completed description of our world by means
of classical field theories in a simple Euclidean geometrical setting experienced
major modifications: Euclidean geometry was abandoned in favor of Rieman-
nian geometry, and the classical field theories had to be quantized. These ideas
gave rise to today’s theory of gravitation and the standard model of elemen-
tary particles, which describe nature better than anything physicists ever had at
hand. The dramatically large number of successful predictions of both theories
is accompanied by an equally dramatically large number of problems.

The standard model of elementary particles is described in the framework
of quantum field theory. To construct a quantum field theory, we first have to
quantize some classical field theory. Since calculations in the quantized theory are
plagued by divergencies, we have to impose a regularization scheme and prove
renormalizability before calculating the physical properties of the theory. Not
even one of these steps may be carried out without care, and, of course, they
are not at all independent. Furthermore, it is far from clear how to reconcile
general relativity with the standard model of elementary particles. This task
is extremely hard to attack since both theories are formulated in a completely
different mathematical language.

Since the 1970’s, a lot of progress has been made in clearing up these difficul-
ties. Interestingly, many of the key ingredients of these contributions are related
to topological structures so that nowadays topology is an indispensable part of
theoretical physics.

Consider, for example, the quantization of a gauge field theory. To quantize
such a theory one chooses some particular gauge to get rid of redundant degrees
of freedom. Gauge invariance as a symmetry property is lost during this process.
This is devastating for the proof of renormalizability since gauge invariance is
needed to constrain the terms appearing in the renormalized theory. BRST quan-
tization solves this problem using concepts transferred from algebraic geometry.
More generally, the BRST formalism provides an elegant framework for dealing
with constrained systems, for example, in general relativity or string theories.

Once we have quantized the theory, we may ask for properties of the classical
theory, especially symmetries, which are inherited by the quantum field theory.
Somewhat surprisingly, one finds obstructions to the construction of quantized
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gauge theories when gauge fields couple differently to the two fermion chiral
components, the so-called chiral anomalies. This puzzle is connected to the dif-
ficulties in regularizing such chiral gauge theories without breaking chiral sym-
metry. Physical theories are required to be anomaly-free with respect to local
symmetries. This is of fundamental significance as it constrains the couplings
and the particle content of the standard model, whose electroweak sector is a
chiral gauge theory.

Until recently, because exact chiral symmetry could not be implemented on
the lattice, the discussion of anomalies was only perturbative, and one could
have feared problems with anomaly cancelations beyond perturbation theory.
Furthermore, this difficulty prevented a numerical study of relevant quantum
field theories. In recent years new lattice regularization schemes have been dis-
covered (domain wall, overlap, and perfect action fermions or, more generally,
Ginsparg–Wilson fermions) that are compatible with a generalized form of chiral
symmetry. They seem to solve both problems. Moreover, these lattice construc-
tions provide new insights into the topological properties of anomalies.

The questions of quantizing and regularizing settled, we want to calculate the
physical properties of the quantum field theory. The spectacular success of the
standard model is mainly founded on perturbative calculations. However, as we
know today, the spectrum of effects in the standard model is much richer than
perturbation theory would let us suspect. Instantons, monopoles, and solitons
are examples of topological objects in quantum field theories that cannot be un-
derstood by means of perturbation theory. The implications of this subject are
far reaching and go beyond the standard model: From new aspects of the con-
finement problem to the understanding of superconductors, from the motivation
for cosmic inflation to intriguing phenomena in supersymmetric models.

Accompanying the progress in quantum field theory, attempts have been
made to merge the standard model and general relativity. In the setting of non-
commutative geometry, it is possible to formulate the standard model in geo-
metrical terms. This allows us to discuss both the standard model and general
relativity in the same mathematical language, a necessary prerequisite to recon-
cile them.

2 An Outline of the Book

This book consists of five separate lectures, which are to a large extend self-
contained. Of course, there are cross relations, which are taken into account by
the outline.

In the first lecture, “Topological Concepts in Gauge Theories,” Frieder Lenz
presents an introduction to topological methods in studies of gauge theories.
He discusses the three paradigms of topological objects: the Nielsen–Olesen vor-
tex of the abelian Higgs model, the ’t Hooft–Polyakov monopole of the non-
abelian Higgs model, and the instanton of Yang–Mills theory. The presentation
emphasizes the common formal properties of these objects and their relevance
in physics. For example, our understanding of superconductivity based on the
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abelian Higgs model, or Ginzburg–Landau model, is described. A compact re-
view of Yang–Mills theory and the Faddeev–Popov quantization procedure of
gauge theories is given, which addresses also the topological obstructions that
arise when global gauge conditions are implemented. Our understanding of con-
finement, the key puzzle in quantum chromodynamics, is discussed in light of
topological insights. This lecture also contains an introduction to the concept of
homotopy with many illustrating examples and applications from various areas
of physics.

The quantization of Yang–Mills theory is revisited as a specific example in the
lecture “Aspects of BRST Quantization” by Jan-Willem van Holten. His lecture
presents an elegant and powerful framework for dealing with quite general classes
of constrained systems using ideas borrowed from algebraic geometry. In a very
systematic way, the general formulation is always described first, which is then
illustrated explicitly for the relativistic particle, the classical electro-magnetic
field, Yang–Mills theory, and the relativistic bosonic string. Beyond the pertur-
bative quantization of gauge theories, the lecture describes the construction of
BRST-field theories and the derivation of the Wess–Zumino consistency condi-
tion relevant for the study of anomalies in chiral gauge theories.

The study of anomalies in gauge theories with chiral fermions is a key to most
fascinating topological aspects of quantum field theory. Jean Zinn-Justin de-
scribes these aspects in his lecture “Chiral Anomalies and Topology.” He reviews
various perturbative and non-perturbative regularization schemes emphasizing
possible anomalies in the presence of both gauge fields and chiral fermions. In
simple examples the form of the anomalies is determined. In the non-abelian case
it is shown to be compatible with the Wess–Zumino consistency conditions. The
relation of anomalies to the index of the Dirac operator in a gauge background is
discussed. Instantons are shown to contribute to the anomaly in CP(N-1) mod-
els and SU(2) gauge theories. The implications on the strong CP problem and
the U(1) problem are mentioned. While the study of anomalies has been limited
to the framework of perturbation theory for years, the lecture addresses also
recent breakthroughs in lattice field theory that allow non-perturbative investi-
gations of chiral anomalies. In particular, the overlap and domain wall fermion
formulations are described in detail, where lessons on supersymmetric quantum
mechanics and a two-dimensional model of a Dirac fermion in the background of
a static soliton help to illustrate the general idea behind domain wall fermions.

The lecture of Misha Shifman is devoted to “Supersymmetric Solitons and
Topology” and, in particular, on critical or BPS-saturated kinks and domain
walls. His discussion includes minimal N = 1 supersymmetric models of the
Landau–Ginzburg type in 1+1 dimensions, the minimal Wess–Zumino model
in 3+1 dimensions, and the supersymmetric CP(1) model in 1+1 dimensions,
which is a hybrid model (Landau–Ginzburg model on curved target space) that
possesses extended N = 2 supersymmetry. One of the main subjects of this
lecture is the variety of novel physical phenomena inherent to BPS-saturated
solitons in the presence of fermions. For example, the phenomenon of multiplet
shortening is described together with its implications on quantum corrections
to the mass (or wall tension) of the soliton. Moreover, irrationalization of the
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U(1) charge of the soliton is derived as an intriguing dynamical phenomena of
the N = 2 supersymmetric model with a topological term. The appendix of this
lecture presents an elementary introduction to supersymmetry, which emphasizes
its promises with respect to the problem of the cosmological constant and the
hierarchy problem.

The high hopes that supersymmetry, as a crucial basis of string theory, is a
key to a quantum theory of gravity and, thus, to the theory of everything must
be confronted with still missing experimental evidence for such a boson–fermion
symmetry. This demonstrates the importance of alternative approaches not rely-
ing on supersymmetry. A non-supersymmetric approach based on Connes’ non-
commutative geometry is presented by Thomas Schücker in his lecture “Forces
from Connes’ geometry.” This lecture starts with a brief review of Einstein’s
derivation of general relativity from Riemannian geometry. Also the standard
model of particle physics is carefully reviewed with emphasis on its mathemat-
ical structure. Connes’ noncommutative geometry is illustrated by introducing
the reader step by step to Connes’ spectral triple. Einstein’s derivation of general
relativity is paralled in Connes’ language of spectral triples as a commutative
example. Here the Dirac operator defines both the dynamics of matter and the
kinematics of gravity. A noncommutative example shows explicitly how a Yang–
Mills–Higgs model arises from gravity on a noncommutative geometry. The non-
commutative formulation of the standard model of particle physics is presented
and consequences for physics beyond the standard model are addressed. The
present status of this approach is described with a look at its promises towards
a unification of gravity with quantum field theory and at its open questions
concerning, for example, the construction of quantum fields in noncommutative
space or spectral triples with Lorentzian signature. The appendix of this lecture
provides the reader with a compact review of the crucial mathematical basics
and definitions used in this lecture.

3 Complementary Literature

Let us conclude this introduction with a brief guide to complementary literature
the reader might find useful. Further recommendations will be given in the lec-
tures. For quantum field theory, we appreciate very much the books of Peskin
and Schröder [1], Weinberg [2], and Zinn-Justin [3]. For general relativity, the
books of Wald [4] and Weinberg [5] can be recommended. More specific texts we
found helpful in the study of topological aspects of quantum field theory are the
ones by Bertlmann [6], Coleman [7], Forkel [8], and Rajaraman [9]. For elabo-
rate treatments of the mathematical concepts, we refer the reader to the texts of
Göckeler and Schücker [10], Nakahara [11], Nash and Sen [12], and Schutz [13].
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Topological Concepts in Gauge Theories

F. Lenz

Institute for Theoretical Physics III, University of Erlangen-Nürnberg,
Staudstrasse 7, 91058 Erlangen, Germany

Abstract. In these lecture notes, an introduction to topological concepts and meth-
ods in studies of gauge field theories is presented. The three paradigms of topological
objects, the Nielsen–Olesen vortex of the abelian Higgs model, the ’t Hooft–Polyakov
monopole of the non-abelian Higgs model and the instanton of Yang–Mills theory,
are discussed. The common formal elements in their construction are emphasized and
their different dynamical roles are exposed. The discussion of applications of topological
methods to Quantum Chromodynamics focuses on confinement. An account is given
of various attempts to relate this phenomenon to topological properties of Yang–Mills
theory. The lecture notes also include an introduction to the underlying concept of
homotopy with applications from various areas of physics.

1 Introduction

In a fragment [1] written in the year 1833, C. F. Gauß describes a profound
topological result which he derived from the analysis of a physical problem. He
considers the work Wm done by transporting a magnetic monopole (ein Ele-
ment des “positiven nördlichen magnetischen Fluidums”) with magnetic charge
g along a closed path C1 in the magnetic field B generated by a current I flowing
along a closed loop C2. According to the law of Biot–Savart, Wm is given by

Wm = g

∮
C1

B(s1) ds1 =
4πg
c

I lk{C1, C2}.

Gauß recognized that Wm neither depends on the geometrical details of the
current carrying loop C2 nor on those of the closed path C1.

lk{C1, C2} =
1
4π

∮
C1

∮
C2

(ds1 × ds2) · s12

|s12|3 (1)

s12 = s2 − s1

Fig. 1. Transport of a magnetic charge along C1 in the magnetic field generated by a
current flowing along C2
Under continuous deformations of these curves, the value of lk{C1, C2}, the Link-
ing Number (“Anzahl der Umschlingungen”), remains unchanged. This quantity
is a topological invariant. It is an integer which counts the (signed) number of

F. Lenz, Topological Concepts in Gauge Theories, Lect. Notes Phys. 659, 7–98 (2005)
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intersections of the loop C1 with an arbitrary (oriented) surface in R
3 whose

boundary is the loop C2 (cf. [2,3]). In the same note, Gauß deplores the lit-
tle progress in topology (“Geometria Situs”) since Leibniz’s times who in 1679
postulated “another analysis, purely geometric or linear which also defines the
position (situs), as algebra defines magnitude”. Leibniz also had in mind appli-
cations of this new branch of mathematics to physics. His attempt to interest a
physicist (Christiaan Huygens) in his ideas about topology however was unsuc-
cessful. Topological arguments made their entrance in physics with the formula-
tion of the Helmholtz laws of vortex motion (1858) and the circulation theorem
by Kelvin (1869) and until today hydrodynamics continues to be a fertile field
for the development and applications of topological methods in physics. The
success of the topological arguments led Kelvin to seek for a description of the
constituents of matter, the atoms at that time in terms of vortices and thereby
explain topologically their stability. Although this attempt of a topological ex-
planation of the laws of fundamental physics, the first of many to come, had to
fail, a classification of knots and links by P. Tait derived from these efforts [4].

Today, the use of topological methods in the analysis of properties of sys-
tems is widespread in physics. Quantum mechanical phenomena such as the
Aharonov–Bohm effect or Berry’s phase are of topological origin, as is the sta-
bility of defects in condensed matter systems, quantum liquids or in cosmology.
By their very nature, topological methods are insensitive to details of the systems
in question. Their application therefore often reveals unexpected links between
seemingly very different phenomena. This common basis in the theoretical de-
scription not only refers to obvious topological objects like vortices, which are
encountered on almost all scales in physics, it applies also to more abstract
concepts. “Helicity”, for instance, a topological invariant in inviscid fluids, dis-
covered in 1969 [5], is closely related to the topological charge in gauge theories.
Defects in nematic liquid crystals are close relatives to defects in certain gauge
theories. Dirac’s work on magnetic monopoles [6] heralded in 1931 the relevance
of topology for field theoretic studies in physics, but it was not until the for-
mulation of non-abelian gauge theories [7] with their wealth of non-perturbative
phenomena that topological methods became a common tool in field theoretic
investigations.

In these lecture notes, I will give an introduction to topological methods in
gauge theories. I will describe excitations with non-trivial topological properties
in the abelian and non-abelian Higgs model and in Yang–Mills theory. The topo-
logical objects to be discussed are instantons, monopoles, and vortices which in
space-time are respectively singular on a point, a world-line, or a world-sheet.
They are solutions to classical non-linear field equations. I will emphasize both
their common formal properties and their relevance in physics. The topologi-
cal investigations of these field theoretic models is based on the mathematical
concept of homotopy. These lecture notes include an introductory section on ho-
motopy with emphasis on applications. In general, proofs are omitted or replaced
by plausibility arguments or illustrative examples from physics or geometry. To
emphasize the universal character in the topological analysis of physical sys-
tems, I will at various instances display the often amazing connections between
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very different physical phenomena which emerge from such analyses. Beyond the
description of the paradigms of topological objects in gauge theories, these lec-
ture notes contain an introduction to recent applications of topological methods
to Quantum Chromodynamics with emphasis on the confinement issue. Con-
finement of the elementary degrees of freedom is the trademark of Yang–Mills
theories. It is a non-perturbative phenomenon, i.e. the non-linearity of the the-
ory is as crucial here as in the formation of topologically non-trivial excitations.
I will describe various ideas and ongoing attempts towards a topological charac-
terization of this peculiar property.

2 Nielsen–Olesen Vortex

The Nielsen–Olesen vortex [8] is a topological excitation in the abelian Higgs
model. With topological excitation I will denote in the following a solution to the
field equations with non-trivial topological properties. As in all the subsequent
examples, the Nielsen–Olesen vortex owes its existence to vacuum degeneracy,
i.e. to the presence of multiple, energetically degenerate solutions of minimal
energy. I will start with a brief discussion of the abelian Higgs model and its
(classical) “ground states”, i.e. the field configurations with minimal energy.

2.1 Abelian Higgs Model

The abelian Higgs Model is a field theoretic model with important applications
in particle and condensed matter physics. It constitutes an appropriate field
theoretic framework for the description of phenomena related to superconduc-
tivity (cf. [9,10]) (“Ginzburg–Landau Model”) and its topological excitations
(“Abrikosov-Vortices”). At the same time, it provides the simplest setting for
the mechanism of mass generation operative in the electro-weak interaction.

The abelian Higgs model is a gauge theory. Besides the electromagnetic field
it contains a self-interacting scalar field (Higgs field) minimally coupled to elec-
tromagnetism. From the conceptual point of view, it is advantageous to consider
this field theory in 2 + 1 dimensional space-time and to extend it subsequently
to 3 + 1 dimensions for applications.

The abelian Higgs model Lagrangian

L = −1
4
FµνF

µν + (Dµφ)∗(Dµφ)− V (φ) (2)

contains the complex (charged), self-interacting scalar field φ. The Higgs poten-
tial

V (φ) =
1
4
λ(|φ|2 − a2)2. (3)

as a function of the real and imaginary part of the Higgs field is shown in Fig. 2.
By construction, this Higgs potential is minimal along a circle |φ| = a in the
complex φ plane. The constant λ controls the strength of the self-interaction of
the Higgs field and, for stability reasons, is assumed to be positive

λ ≥ 0 . (4)
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Fig. 2. Higgs Potential V (φ)

The Higgs field is minimally coupled to the radiation field Aµ, i.e. the partial
derivative ∂µ is replaced by the covariant derivative

Dµ = ∂µ + ieAµ. (5)

Gauge fields and field strengths are related by

Fµν = ∂µAν − ∂νAµ =
1
ie

[Dµ, Dν ] .

Equations of Motion

• The (inhomogeneous) Maxwell equations are obtained from the principle of
least action,

δS = δ

∫
d4xL = 0 ,

by variation of S with respect to the gauge fields. With

δL
δ∂µAν

= −Fµν , δL
δAν

= −jν ,

we obtain

∂µF
µν = jν , jν = ie(φ�∂νφ− φ∂νφ

�)− 2e2φ∗φAν .

• The homogeneous Maxwell equations are not dynamical equations of mo-
tion – they are integrability conditions and guarantee that the field strength
can be expressed in terms of the gauge fields. The homogeneous equations
follow from the Jacobi identity of the covariant derivative

[Dµ, [Dν , Dσ]] + [Dσ, [Dµ, Dν ]] + [Dν , [Dσ, Dµ]] = 0.

Multiplication with the totally antisymmetric tensor, εµνρσ, yields the ho-
mogeneous equations for the dual field strength F̃µν

[
Dµ, F̃

µν
]

= 0 , F̃µν =
1
2
εµνρσFρσ.
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The transition
F → F̃

corresponds to the following duality relation of electric and magnetic fields

E→ B , B→ −E.

• Variation with respect to the charged matter field yields the equation of
motion

DµD
µφ+

δV

δφ∗
= 0.

Gauge theories contain redundant variables. This redundancy manifests itself in
the presence of local symmetry transformations; these “gauge transformations”

U(x) = eieα(x) (6)

rotate the phase of the matter field and shift the value of the gauge field in a
space-time dependent manner

φ→ φ [U ] = U(x)φ(x) , Aµ → A [U ]
µ = Aµ + U(x)

1
ie
∂µ U

†(x) . (7)

The covariant derivative Dµ has been defined such that Dµφ transforms co-
variantly, i.e. like the matter field φ itself.

Dµφ(x) → U(x)Dµφ(x).

This transformation property together with the invariance of Fµν guarantees
invariance of L and of the equations of motion. A gauge field which is gauge
equivalent to Aµ = 0 is called a pure gauge. According to (7) a pure gauge
satisfies

Apgµ (x) = U(x)
1
ie
∂µ U

†(x) = −∂µ α(x) , (8)

and the corresponding field strength vanishes.

Canonical Formalism. In the canonical formalism, electric and magnetic fields
play distinctive dynamical roles. They are given in terms of the field strength
tensor by

Ei = −F 0i , Bi = −1
2
εijkFjk = (rotA)i.

Accordingly,

−1
4
FµνF

µν =
1
2
(
E2 −B2) .

The presence of redundant variables complicates the formulation of the canon-
ical formalism and the quantization. Only for independent dynamical degrees
of freedom canonically conjugate variables may be defined and corresponding
commutation relations may be associated. In a first step, one has to choose by a
“gauge condition” a set of variables which are independent. For the development
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of the canonical formalism there is a particularly suited gauge, the “Weyl” – or
“temporal” gauge

A0 = 0. (9)

We observe, that the time derivative of A0 does not appear in L, a property
which follows from the antisymmetry of the field strength tensor and is shared
by all gauge theories. Therefore in the canonical formalism A0 is a constrained
variable and its elimination greatly simplifies the formulation. It is easily seen
that (9) is a legitimate gauge condition, i.e. that for an arbitrary gauge field a
gauge transformation (7) with gauge function

∂0α(x) = A0(x)

indeed eliminates A0. With this gauge choice one proceeds straightforwardly
with the definition of the canonically conjugate momenta

δL
δ∂0Ai

= −Ei , δL
δ∂0φ

= π ,

and constructs via Legendre transformation the Hamiltonian density

H =
1
2
(E2 +B2) + π∗π + (Dφ)∗(Dφ) + V (φ) , H =

∫
d3xH(x) . (10)

With the Hamiltonian density given by a sum of positive definite terms (cf.(4)),
the energy density of the fields of lowest energy must vanish identically. There-
fore, such fields are static

E = 0 , π = 0 , (11)

with vanishing magnetic field
B = 0 . (12)

The following choice of the Higgs field

|φ| = a, i.e. φ = aeiβ (13)

renders the potential energy minimal. The ground state is not unique. Rather
the system exhibits a “vacuum degeneracy”, i.e. it possesses a continuum of field
configurations of minimal energy. It is important to characterize the degree of
this degeneracy. We read off from (13) that the manifold of field configurations
of minimal energy is given by the manifold of zeroes of the potential energy. It
is characterized by β and thus this manifold has the topological properties of a
circle S1. As in other examples to be discussed, this vacuum degeneracy is the
source of the non-trivial topological properties of the abelian Higgs model.

To exhibit the physical properties of the system and to study the conse-
quences of the vacuum degeneracy, we simplify the description by performing
a time independent gauge transformation. Time independent gauge transforma-
tions do not alter the gauge condition (9). In the Hamiltonian formalism, these
gauge transformations are implemented as canonical (unitary) transformations
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which can be regarded as symmetry transformations. We introduce the modulus
and phase of the static Higgs field

φ(x) = ρ(x)eiθ(x) ,

and choose the gauge function

α(x) = −θ(x) (14)

so that in the transformation (7) to the “unitary gauge” the phase of the matter
field vanishes

φ[U ](x) = ρ(x) , A[U ] = A− 1
e
∇θ(x) , (Dφ)[U ] = ∇ρ(x)− ieA[U ]ρ(x) .

This results in the following expression for the energy density of the static fields

ε(x) = (∇ρ)2 +
1
2
B2 + e2ρ2A2 +

1
4
λ(ρ2 − a2)2 . (15)

In this unitary gauge, the residual gauge freedom in the vector potential has
disappeared together with the phase of the matter field. In addition to condi-
tion (11), fields of vanishing energy must satisfy

A = 0 , ρ = a. (16)

In small oscillations of the gauge field around the ground state configurations (16)
a restoring force appears as a consequence of the non-vanishing value a of the
Higgs field ρ. Comparison with the energy density of a massive non-interacting
scalar field ϕ

εϕ(x) =
1
2
(∇ϕ)2 +

1
2
M2ϕ2

shows that the term quadratic in the gauge field A in (15) has to be interpreted
as a mass term of the vector field A. In this Higgs mechanism, the photon has
acquired the mass

Mγ =
√

2ea , (17)

which is determined by the value of the Higgs field. For non-vanishing Higgs field,
the zero energy configuration and the associated small amplitude oscillations
describe electrodynamics in the so called Higgs phase, which differs significantly
from the familiar Coulomb phase of electrodynamics. In particular, with photons
becoming massive, the system does not exhibit long range forces. This is most
directly illustrated by application of the abelian Higgs model to the phenomenon
of superconductivity.

Meissner Effect. In this application to condensed matter physics, one identifies
the energy density (15) with the free-energy density of a superconductor. This
is called the Ginzburg–Landau model. In this model |φ|2 is identified with the
density of the superconducting Cooper pairs (also the electric charge should be



14 F. Lenz

replaced e → e� = 2e) and serves as the order parameter to distinguish normal
a = 0 and superconducting a �= 0 phases.

Static solutions (11) satisfy the Hamilton equation (cf. (10), (15))

δH

δA(x)
= 0 ,

which for a spatially constant scalar field becomes the Maxwell–London equation

rotB = rot rotA = j = 2e2a2A .

The solution to this equation for a magnetic field in the normal conducting phase
(a = 0 for x < 0)

B(x) = B0e
−x/λL (18)

decays when penetrating into the superconducting region (a �= 0 for x > 0)
within the penetration or London depth

λL =
1
Mγ

(19)

determined by the photon mass. The expulsion of the magnetic field from the
superconducting region is called Meissner effect.

Application of the gauge transformation ((7), (14)) has been essential for
displaying the physics content of the abelian Higgs model. Its definition requires
a well defined phase θ(x) of the matter field which in turn requires φ(x) �= 0.
At points where the matter field vanishes, the transformed gauge fields A′

are singular. When approaching the Coulomb phase (a → 0), the Higgs field
oscillates around φ = 0. In the unitary gauge, the transition from the Higgs to
the Coulomb phase is therefore expected to be accompanied by the appearance
of singular field configurations or equivalently by a “condensation” of singular
points.

2.2 Topological Excitations

In the abelian Higgs model, the manifold of field configurations is a circle S1

parameterized by the angle β in (13). The non-trivial topology of the manifold
of vacuum field configurations is the origin of the topological excitations in the
abelian Higgs model as well as in the other field theoretic models to be discussed
later. We proceed as in the discussion of the ground state configurations and
consider static fields (11) but allow for energy densities which do not vanish
everywhere. As follows immediately from the expression (10) for the energy
density, finite energy can result only if asymptotically (|x| → ∞)

φ(x) → aeiθ(x)

B(x) → 0
Dφ(x) = (∇ − ieA(x))φ(x) → 0. (20)
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For these requirements to be satisfied, scalar and gauge fields have to be corre-
lated asymptotically. According to the last equation, the gauge field is asymp-
totically given by the phase of the scalar field

A(x) =
1
ie

∇ lnφ(x) =
1
e
∇θ(x) . (21)

The vector potential is by construction asymptotically a “pure gauge” (8) and
no magnetic field strength is associated with A(x).

Quantization of Magnetic Flux. The structure (21) of the asymptotic gauge
field implies that the magnetic flux of field configurations with finite energy is
quantized. Applying Stokes’ theorem to a surface Σ which is bounded by an
asymptotic curve C yields

ΦnB =
∫
Σ

B d2x =
∮
C
A · ds =

1
e

∮
C

∇θ(x) · ds = n
2π
e
. (22)

Being an integer multiple of the fundamental unit of magnetic flux, ΦnB cannot
change as a function of time, it is a conserved quantity. The appearance of
this conserved quantity does not have its origin in an underlying symmetry,
rather it is of topological origin. ΦnB is also considered as a topological invariant
since it cannot be changed in a continuous deformation of the asymptotic curve
C. In order to illustrate the topological meaning of this result, we assume the
asymptotic curve C to be a circle. On this circle, |φ| = a (cf. (13)). Thus the
scalar field φ(x) provides a mapping of the asymptotic circle C to the circle of
zeroes of the Higgs potential (V (a) = 0). To study this mapping in detail, it is
convenient to introduce polar coordinates

φ(x) = φ(r, ϕ) −→
r→∞ aeiθ(ϕ) , eiθ(ϕ+2π) = eiθ(ϕ).

The phase of the scalar field defines a non-trivial mapping of the asymptotic
circle

θ : S1 → S1 , θ(ϕ+ 2π) = θ(ϕ) + 2nπ (23)

to the circle |φ| = a in the complex plane. These mappings are naturally divided
into (equivalence) classes which are characterized by their winding number n.
This winding number counts how often the phase θ winds around the circle when
the asymptotic circle (ϕ) is traversed once. A formal definition of the winding
number is obtained by decomposing a continuous but otherwise arbitrary θ(ϕ)
into a strictly periodic and a linear function

θn(ϕ) = θperiod(ϕ) + nϕ n = 0,±1, . . .

where
θperiod(ϕ+ 2π) = θperiod(ϕ).

The linear functions can serve as representatives of the equivalence classes. El-
ements of an equivalence class can be obtained from each other by continuous
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Fig. 3. Phase of a matter field with winding number n = 1 (left) and n = −1 (right)

deformations. The magnetic flux is according to (22) given by the phase of the
Higgs field and is therefore quantized by the winding number n of the map-
ping (23). For instance, for field configurations carrying one unit of magnetic
flux, the phase of the Higgs field belongs to the equivalence class θ1. Figure 3
illustrates the complete turn in the phase when moving around the asymptotic
circle. For n = 1, the phase θ(x) follows, up to continuous deformations, the po-
lar angle ϕ, i.e. θ(ϕ) = ϕ. Note that by continuous deformations the radial vector
field can be turned into the velocity field of a vortex θ(ϕ) = ϕ + π/4. Because
of their shape, the n = −1 singularities, θ(ϕ) = π − ϕ, are sometimes referred
to as “hyperbolic” (right-hand side of Fig. 3). Field configurations A(x), φ(x)
with n �= 0 are called vortices and possess indeed properties familiar from hy-
drodynamics. The energy density of vortices cannot be zero everywhere with the
magnetic flux ΦnB �= 0. Therefore in a finite region of space B �= 0. Furthermore,
the scalar field must at least have one zero, otherwise a singularity arises when
contracting the asymptotic circle to a point. Around a zero of |φ|, the Higgs field
displays a rapidly varying phase θ(x) similar to the rapid change in direction
of the velocity field close to the center of a vortex in a fluid. However, with the
modulus of the Higgs field approaching zero, no infinite energy density is asso-
ciated with this infinite variation in the phase. In the Ginzburg–Landau theory,
the core of the vortex contains no Cooper pairs (φ = 0), the system is locally in
the ordinary conducting phase containing a magnetic field.

The Structure of Vortices. The structure of the vortices can be studied in
detail by solving the Euler–Lagrange equations of the abelian Higgs model (2).
To this end, it is convenient to change to dimensionless variables (note that in
2+1 dimensions φ,Aµ, and e are of dimension length−1/2)

x→ 1
ea

x, A→ 1
a
A, φ→ 1

a
φ, β =

λ

2e2
. (24)

Accordingly, the energy of the static solutions becomes

E

a2 =
∫
d2x

{
|(∇− iA)φ|2 +

1
2
(∇×A)2 +

β

2
(φφ∗ − 1)2

}
. (25)

The static spherically symmetric Ansatz

φ = |φ(r)|einϕ, A = n
α(r)
r

eϕ,
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converts the equations of motion into a system of (ordinary) differential equations
coupling gauge and Higgs fields

(
− d2

dr2
− 1
r

d

dr

)
|φ|+ n2

r2
(1− α)2 |φ|+ β(|φ|2 − 1)|φ| = 0 , (26)

d2α

dr2
− 1
r

dα

dr
− 2(α− 1)|φ|2 = 0 . (27)

The requirement of finite energy asymptotically and in the core of the vortex
leads to the following boundary conditions

r →∞ : α→ 1 , |φ| → 1 , α(0) = |φ(0)| = 0. (28)

From the boundary conditions and the differential equations, the behavior of
Higgs and gauge fields is obtained in the core of the vortex

α ∼ −2r2 , |φ| ∼ rn ,

and asymptotically

α− 1 ∼ √re−
√

2r, |φ| − 1 ∼ √re−
√

2βr.

The transition from the core of the vortex to the asymptotics occurs on different
scales for gauge and Higgs fields. The scale of the variations in the gauge field
is the penetration depth λL determined by the photon mass (cf. (18) and (19)).
It controls the exponential decay of the magnetic field when reaching into the
superconducting phase. The coherence length

ξ =
1

ea
√

2β
=

1
a
√
λ

(29)

controls the size of the region of the “false” Higgs vacuum (φ = 0). In super-
conductivity, ξ sets the scale for the change in the density of Cooper pairs. The
Ginzburg–Landau parameter

κ =
λL
ξ

=
√
β (30)

varies with the substance and distinguishes Type I (κ < 1) from Type II (κ > 1)
superconductors. When applying the abelian Higgs model to superconductivity,
one simply reinterprets the vortices in 2 dimensional space as 3 dimensional ob-
jects by assuming independence of the third coordinate. Often the experimental
setting singles out one of the 3 space dimensions. In such a 3 dimensional inter-
pretation, the requirement of finite vortex energy is replaced by the requirement
of finite energy/length, i.e. finite tension. In Type II superconductors, if the
strength of an applied external magnetic field exceeds a certain critical value,
magnetic flux is not completely excluded from the superconducting region. It
penetrates the superconducting region by exciting one or more vortices each of



18 F. Lenz

which carrying a single quantum of magnetic flux Φ1
B (22). In Type I supercon-

ductors, the large coherence length ξ prevents a sufficiently fast rise of the Cooper
pair density. In turn the associated shielding currents are not sufficiently strong
to contain the flux within the penetration length λL and therefore no vortex can
form. Depending on the applied magnetic field and the temperature, the Type II
superconductors exhibit a variety of phenomena related to the intricate dynam-
ics of the vortex lines and display various phases such as vortex lattices, liquid
or amorphous phases (cf. [11,12]). The formation of magnetic flux lines inside
Type II superconductors by excitation of vortices can be viewed as mechanism
for confining magnetic monopoles. In a Gedankenexperiment we may imagine to
introduce a north and south magnetic monopole inside a type II superconductor
separated by a distance d. Since the magnetic field will be concentrated in the
core of the vortices and will not extend into the superconducting region, the field
energy of this system becomes

V =
1
2

∫
d3xB2 ∝ 4πd

e2λ2
L

. (31)

Thus, the interaction energy of the magnetic monopoles grows linearly with their
separation. In Quantum Chromodynamics (QCD) one is looking for mechanisms
of confinement of (chromo-) electric charges. Thus one attempts to transfer this
mechanism by some “duality transformation” which interchanges the role of
electric and magnetic fields and charges. In view of such applications to QCD, it
should be emphasized that formation of vortices does not happen spontaneously.
It requires a minimal value of the applied field which depends on the microscopic
structure of the material and varies over three orders of magnitude [13].

The point κ = β = 1 in the parameter space of the abelian Higgs model
is very special. It separates Type I from Type II superconductors. I will now
show that at this point the energy of a vortex is determined by its charge. To
this end, I first derive a bound on the energy of the topological excitations, the
“Bogomol’nyi bound” [14]. Via an integration by parts, the energy (25) can be
written in the following form

E

a2 =
∫
d2x |[(∂x − iAx)± i(∂y − iAy)]φ|2 +

1
2

∫
d2x [B ± (φφ∗ − 1)]2

±
∫
d2xB +

1
2
(β − 1)

∫
d2x [φ∗φ− 1]2

with the sign chosen according to the sign of the winding number n (cf. (22)).
For “critical coupling” β = 1 (cf. (24)), the energy is bounded by the third term
on the right-hand side, which in turn is given by the winding number (22)

E ≥ 2π|n| .
The Bogomol’nyi bound is saturated if the vortex satisfies the following first
order differential equations

[(∂x − iAx)± i(∂y − iAy)]φ = 0
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B = ±(φφ∗ − 1) .

It can be shown that for β = 1 this coupled system of first order differential
equations is equivalent to the Euler–Lagrange equations. The energy of these
particular solutions to the classical field equations is given in terms of the mag-
netic charge. Neither the existence of solutions whose energy is determined by
topological properties, nor the reduction of the equations of motion to a first or-
der system of differential equations is a peculiar property of the Nielsen–Olesen
vortices. We will encounter again the Bogomol’nyi bound and its saturation in
our discussion of the ’t Hooft monopole and of the instantons. Similar solu-
tions with the energy determined by some charge play also an important role in
supersymmetric theories and in string theory.

A wealth of further results concerning the topological excitations in the
abelian Higgs model has been obtained. Multi-vortex solutions, fluctuations
around spherically symmetric solutions, supersymmetric extensions, or exten-
sions to non-commutative spaces have been studied. Finally, one can introduce
fermions by a Yukawa coupling

δL ∼ gφψ̄ψ + eψ̄A/ψ

to the scalar and a minimal coupling to the Higgs field. Again one finds what
will turn out to be a quite general property. Vortices induce fermionic zero
modes [15,16]. We will discuss this phenomenon in the context of instantons.

3 Homotopy

3.1 The Fundamental Group

In this section I will describe extensions and generalizations of the rather intuitive
concepts which have been used in the analysis of the abelian Higgs model. From
the physics point of view, the vacuum degeneracy is the essential property of
the abelian Higgs model which ultimately gives rise to the quantization of the
magnetic flux and the emergence of topological excitations. More formally, one
views fields like the Higgs field as providing a mapping of the asymptotic circle
in configuration space to the space of zeroes of the Higgs potential. In this way,
the quantization is a consequence of the presence of integer valued topological
invariants associated with this mapping. While in the abelian Higgs model these
properties are almost self-evident, in the forthcoming applications the structure
of the spaces to be mapped is more complicated. In the non-abelian Higgs model,
for instance, the space of zeroes of the Higgs potential will be a subset of a
non-abelian group. In such situations, more advanced mathematical tools have
proven to be helpful for carrying out the analysis. In our discussion and for
later applications, the concept of homotopy will be central (cf. [17,18]). It is
a concept which is relevant for the characterization of global rather than local
properties of spaces and maps (i.e. fields). In the following we will assume that
the spaces are “topological spaces”, i.e. sets in which open subsets with certain
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properties are defined and thereby the concept of continuity (“smooth maps”)
can be introduced (cf. [19]). In physics, one often requires differentiability of
functions. In this case, the topological spaces must possess additional properties
(differentiable manifolds). We start with the formal definition of homotopy.

Definition: Let X,Y be smooth manifolds and f : X → Y a smooth map
between them. A homotopy or deformation of the map f is a smooth map

F : X × I → Y (I = [0, 1])

with the property
F (x, 0) = f (x)

Each of the maps ft (x) = F (x, t) is said to be homotopic to the initial map
f0 = f and the map of the whole cylinderX×I is called a homotopy. The relation
of homotopy between maps is an equivalence relation and therefore allows to
divide the set of smooth maps X → Y into equivalence classes, homotopy classes.

Definition: Two maps f, g are called homotopic, f ∼ g, if they can be deformed
continuously into each other.
The mappings

R
n → R

n : f(x) = x, g(x) = x0 = const.

are homotopic with the homotopy given by

F (x, t) = (1− t)x+ tx0. (32)

Spaces X in which the identity mapping 1X and the constant mapping are
homotopic, are homotopically equivalent to a point. They are called contractible.

Definition: Spaces X and Y are defined to be homotopically equivalent if con-
tinuous mappings exist

f : X → Y , g : Y → X

such that
g ◦ f ∼ 1X , f ◦ g ∼ 1Y

An important example is the equivalence of the n−sphere and the punctured
R
n+1 (one point removed)

Sn = {x ∈ R
n+1|x2

1 + x2
2 + . . .+ x2

n+1 = 1} ∼ R
n+1\{0}. (33)

which can be proved by stereographic projection. It shows that with regard
to homotopy, the essential property of a circle is the hole inside. Topologically
identical (homeomorphic) spaces, i.e. spaces which can be mapped continuously
and bijectively onto each other, possess the same connectedness properties and
are therefore homotopically equivalent. The converse is not true.

In physics, we often can identify the parameter t as time. Classical fields,
evolving continuously in time are examples of homotopies. Here the restriction to
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Fig. 4. Phase of matter field with winding number n = 0

continuous functions follows from energy considerations. Discontinuous changes
of fields are in general connected with infinite energies or energy densities. For
instance, a homotopy of the “spin system” shown in Fig. 4 is provided by a
spin wave connecting some initial F (x, 0) with some final configuration F (x, 1).
Homotopy theory classifies the different sectors (equivalence classes) of field con-
figurations. Fields of a given sector can evolve into each other as a function of
time. One might be interested, whether the configuration of spins in Fig. 3 can
evolve with time from the ground state configuration shown in Fig. 4.

The Fundamental Group. The fundamental group characterizes connected-
ness properties of spaces related to properties of loops in these spaces. The basic
idea is to detect defects – like a hole in the plane – by letting loops shrink to
a point. Certain defects will provide a topological obstruction to such attempts.
Here one considers arcwise (or path) connected spaces, i.e. spaces where any pair
of points can be connected by some path.

A loop (closed path) through x0 in M is formally defined as a map

α : [0, 1] →M with α(0) = α(1) = x0 .

A product of two loops is defined by

γ = α ∗ β , γ(t) =



α(2t) , 0 ≤ t ≤ 1

2
β(2t− 1) ,

1
2
≤ t ≤ 1


 ,

and corresponds to traversing the loops consecutively. Inverse and constant loops
are given by

α−1(t) = α(1− t), 0 ≤ t ≤ 1

and
c(t) = x0

respectively. The inverse corresponds to traversing a given loop in the opposite
direction.

Definition: Two loops through x0 ∈ M are said to be homotopic, α ∼ β, if
they can be continuously deformed into each other, i.e. if a mapping H exists,

H : [0, 1]× [0, 1] →M ,
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with the properties

H(s, 0) = α(s), 0 ≤ s ≤ 1 ; H(s, 1) = β(s),
H(0, t) = H(1, t) = x0, 0 ≤ t ≤ 1. (34)

Once more, we may interpret t as time and the homotopy H as a time-dependent
evolution of loops into each other.

Definition: π1(M,x0) denotes the set of equivalence classes (homotopy classes)
of loops through x0 ∈M .

The product of equivalence classes is defined by the product of their rep-
resentatives. It can be easily seen that this definition does not depend on the
loop chosen to represent a certain class. In this way, π1(M,x0) acquires a group
structure with the constant loop representing the neutral element. Finally, in an
arcwise connected space M , the equivalence classes π1(M,x0) are independent of
the base point x0 and one therefore denotes with π1(M) the fundamental group
of M .

For applications, it is important that the fundamental group (or more gener-
ally the homotopy groups) of homotopically equivalent spaces X, Y are identical

π1(X) = π1(Y ).

Examples and Applications. Trivial topological spaces as far as their con-
nectedness is concerned are simply connected spaces.

Definition: A topological space X is said to be simply connected if any loop in
X can be continuously shrunk to a point.

The set of equivalence classes consists of one element, represented by the
constant loop and one writes

π1 = 0.

Obvious examples are the spaces R
n.

Non-trivial connectedness properties are the source of the peculiar properties
of the abelian Higgs model. The phase of the Higgs field θ defined on a loop at
infinity, which can continuously be deformed into a circle at infinity, defines a
mapping

θ : S1 → S1.

An arbitrary phase χ defined on S1 has the properties

χ(0) = 0 , χ(2π) = 2πm . (35)

It can be continuously deformed into the linear function mϕ. The mapping

H(ϕ, t) = (1− t)χ(ϕ) + t ϕ
χ(2π)

2π

with the properties

H(0, t) = χ(0) = 0 , H(2π, t) = χ(2π) ,
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is a homotopy and thus

χ(ϕ) ∼ mϕ.

The equivalence classes are therefore characterized by integers m and since these
winding numbers are additive when traversing two loops

π1(S1) ∼ Z. (36)

Vortices are defined on R
2\{0} since the center of the vortex, where θ(x) is

ill-defined, has to be removed. The homotopic equivalence of this space to S1

(33) implies that a vortex with winding number N �= 0 is stable; it cannot evolve
with time into the homotopy class of the ground-state configuration where up to
continuous deformations, the phase points everywhere into the same direction.

This argument also shows that the (abelian) vortex is not topologically stable
in higher dimensions. In R

n\{0} with n ≥ 3, by continuous deformation, a loop
can always avoid the origin and can therefore be shrunk to a point. Thus

π1(Sn) = 0 , n ≥ 2 , (37)

i.e. n−spheres with n > 1 are simply connected. In particular, in 3 dimensions a
“point defect” cannot be detected by the fundamental group. On the other hand,
if we remove a line from the R

3, the fundamental group is again characterized
by the winding number and we have

π1(R3\R) ∼ Z . (38)

This result can also be seen as a consequence of the general homotopic equiva-
lence

R
n+1\R ∼ Sn−1 . (39)

The result (37) implies that stringlike objects in 3-dimensional spaces can be
detected by loops and that their topological stability is determined by the non-
triviality of the fundamental group. For constructing pointlike objects in higher
dimensions, the fields must assume values in spaces with different connectedness
properties.

The fundamental group of a product of spaces X,Y is isomorphic to the
product of their fundamental groups

π1(X ⊗ Y ) ∼ π1(X)⊗ π1(Y ) . (40)

For a torus T and a cylinder C we thus have

π1(T ) ∼ Z⊗ Z, π1(C) = Z⊗ {0} . (41)
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3.2 Higher Homotopy Groups

The fundamental group displays the properties of loops under continuous defor-
mations and thereby characterizes topological properties of the space in which
the loops are defined. With this tool only a certain class of non-trivial topologi-
cal properties can be detected. We have already seen above that a point defect
cannot be detected by loops in dimensions higher than two and therefore the
concept of homotopy groups must be generalized to higher dimensions. Although
in R

3 a circle cannot enclose a pointlike defect, a 2-sphere can. The higher ho-
motopy groups are obtained by suitably defining higher dimensional analogs of
the (one dimensional) loops. For technical reasons, one does not choose directly
spheres and starts with n−cubes which are defined as

In = {(s1, . . . , sn) | 0 ≤ si ≤ 1 all i}

whose boundary is given by

∂In = {(s1, . . . , sn) ∈ In | si = 0 or si = 1 for at least one i}.

Loops are curves with the initial and final points identified. Correspondingly,
one considers continuous maps from the n−cube to the topological space X

α : In → X

with the properties that the image of the boundary is one point in X

α : In → X , α(s) = x0 for s ∈ ∂In.

α(In) is called an n−loop in X. Due to the identification of the points on the
boundary these n−loops are topologically equivalent to n−spheres. One now
proceeds as above and introduces a homotopy, i.e. continuous deformations of
n−loops

F : In × I → X

and requires

F (s1, s2, . . . , 0) = α(s1, . . . , sn)
F (s1, s2, . . . , 1) = β(s1, . . . , sn)

F (s1, s2, . . . , t) = x0 , for (s1, . . . , sn) ∈ ∂In ⇒ α ∼ β .

The homotopy establishes an equivalence relation between the n−loops. The
space of n−loops is thereby partitioned into disjoint classes. The set of equiv-
alence classes is, for arcwise connected spaces (independence of x0), denoted
by

πn(X) = {α|α : In → X, α(s ∈ ∂In) = x0} .
As π1, also πn can be equipped with an algebraic structure. To this end one
defines a product of maps α, β by connecting them along a common part of the
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boundary, e.g. along the part given by s1=1

α ◦ β(s1, s2, . . . , sn) =



α(2s1, s2, . . . , sn) , 0 ≤ s1 ≤ 1

2
β(2s1 − 1, s2, . . . , sn) ,

1
2
≤ s1 ≤ 1

α−1(s1, s2, . . . , sn) = α(1− s1, s2, . . . , sn) .

After definition of the unit element and the inverse respectively

e(s1, s2...sn) = x0 , α−1(s1, s2...sn) = α(1− s1, s2...sn)

πn is seen to be a group. The algebraic structure of the higher homotopy groups
is simple

πn(X) is abelian for n > 1 . (42)

The fundamental group, on the other hand, may be non-abelian, although most
of the applications in physics deal with abelian fundamental groups. An example
of a non-abelian fundamental group will be discussed below (cf. (75)).

The mapping between spheres is of relevance for many applications of homo-
topy theory. The following result holds

πn(Sn) ∼ Z. (43)

In this case the integer n characterizing the mapping generalizes the winding
number of mappings between circles. By introducing polar coordinates θ, ϕ and
θ′, ϕ′ on two spheres, under the mapping

θ′ = θ, ϕ′ = ϕ,

the sphere S2′ is covered once if θ and ϕ wrap the sphere S2 once. This 2-loop
belongs to the class k = 1 ∈ π2(S2). Under the mapping

θ′ = θ, ϕ′ = 2ϕ

S2 ′ is covered twice and the 2-loop belongs to the class k = 2 ∈ π2(S2). Another
important result is

πm(Sn) = 0 m < n, (44)

a special case of which (π1(S2)) has been discussed above. There are no simple
intuitive arguments concerning the homotopy groups πn(Sm) for n > m, which
in general are non-trivial. A famous example (cf. [2]) is

π3(S2) ∼ Z , (45)

a result which is useful in the study of Yang–Mills theories in a certain class of
gauges (cf. [20]). The integer k labeling the equivalence classes has a geometric
interpretation. Consider two points y1, y2 ∈ S2, which are regular points in the
(differentiable) mapping

f : S3 → S2

i.e. the differential df is 2-dimensional in y1 and y2. The preimages of these points
M1,2 = f−1(y1,2) are curves C1, C2 on S3; the integer k is the linking number
lk{C1, C2} of these curves, cf. (1). It is called the Hopf invariant.
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3.3 Quotient Spaces

Topological spaces arise in very different fields of physics and are frequently of
complex structure. Most commonly, such non-trivial topological spaces are ob-
tained by identification of certain points which are elements of simple topological
spaces. The mathematical concept behind such identifications is that of a quo-
tient space. The identification of points is formulated as an equivalence relation
between them.

Definition: Let X be a topological space and ∼ an equivalence relation on X.
Denote by

[x] = {y ∈ X|y ∼ x}
the equivalence class of x and with X/∼ the set of equivalence classes; the
projection taking each x ∈ X to its equivalence class be denoted by

π (x) = [x] .

X/∼ is then called quotient space of X relative to the relation ∼. The quotient
space is a topological space with subsets V ⊂ X/∼ defined to be open if π−1(V )
is an open subset of X.

• An elementary example of a quotient space is a circle. It is obtained by an
equivalence relation of points in R and therefore owes its non-trivial topolog-
ical properties to this identification. Let the equivalence relation be defined
by:

X = R, x, y ∈ R, x ∼ y if x− y ∈ Z.

R/∼ can be identified with

S1 = {z ∈ C||z| = 1} ,

the unit circle in the complex plane and the projection is given by

π (x) = e2iπx.

The circle is the topological space in which the phase of the Higgs field or of
the wave function of a superconductor lives. Also the orientation of the spins
of magnetic substances with restricted to a plane can be specified by points
on a circle. In field theory such models are called O(2) models. If the spins
can have an arbitrary direction in 3-dimensions (O(3) models), the relevant
manifold representing such spins is the surface of a ball, i.e. S2.

• Let us consider
X = R

n+1\ {0} ,
i.e. the set of all (n+1) tuples x = (x1, x2, ..., xn+1) except (0, 0, ..., 0), and
define

x ∼ y if for real t �= 0 (y1, y2, ..., yn+1) = (tx1, tx2, ..., txn+1) .
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The equivalence classes [x] may be visualized as lines through the origin.
The resulting quotient space is called the real projective space and denoted
by RPn; it is a differentiable manifold of dimension n. Alternatively, the
projective spaces can be viewed as spheres with antipodal points identified

RPn = {x|x ∈ Sn, x ∼ −x}. (46)

These topological spaces are important in condensed matter physics. These
are the topological spaces of the degrees of freedom of (nematic) liquid crys-
tals. Nematic liquid crystals consist of long rod-shaped molecules which spon-
taneously orient themselves like spins of a magnetic substances. Unlike spins,
there is no distinction between head and tail. Thus, after identification of
head and tail, the n−spheres relevant for the degrees of freedom of magnetic
substances, the spins, turn into the projective spaces relevant for the degrees
of freedom of liquid crystals, the directors.

• The n−spheres are the central objects of homotopy; physical systems in
general are defined in the R

n. In order to apply homotopy arguments, often
the space R

n has to be replaced by Sn. Formally this is possible by adjoining
the point {∞} to R

n

R
n ∪ {∞} = Sn . (47)

This procedure is called the one-point (or Alexandroff) compactification of
R
n ([21]). Geometrically this is achieved by the stereographic projection with

the infinitely remote points being mapped to the north-pole of the sphere.
For this to make sense, the fields which are defined in R

n have to approach
a constant with |x| → ∞. Similarly the process of compactification of a disc
D2 or equivalently a square to S2 as shown in Fig. 5 requires the field (phase
and modulus of a complex field) to be constant along the boundary.

D2

D2

Fig. 5. Compactification of a disc D2 to S2 can be achieved by deforming the disc and
finally adding a point, the north-pole

3.4 Degree of Maps

For mappings between closed oriented manifolds X and Y of equal dimension
(n), a homotopy invariant, the degree can be introduced [2,3]. Unlike many other
topological invariants, the degree possesses an integral representation, which is
extremely useful for actually calculating the value of topological invariants. If
y0 ∈ Y is a regular value of f , the set f−1 (y0) consists of only a finite number
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of points x1, ...xm . Denoting with xβi , y
α
0 the local coordinates, the Jacobian

defined by

Ji = det

(
∂yα0

∂xβi

)
�= 0

is non-zero.

Definition: The degree of f with respect to y0 ∈ Y is defined as

degf =
∑

xi∈f−1(y0)

sgn (Ji) . (48)

The degree has the important property of being independent of the choice of the
regular value y0 and to be invariant under homotopies, i.e. the degree can be
used to classify homotopic classes. In particular, it can be proven that a pair of
smooth maps from a closed oriented n-dimensional manifold Xn to the n-sphere
Sn, f, g : Xn → Sn, are homotopic iff their degrees coincide.

For illustration, return to our introductory example and consider maps from
the unit circle to the unit circle S1 → S1. As we have seen above, we can picture
the unit circle as arising from R

1 by identification of the points x + 2nπ and
y + 2nπ respectively. We consider a map with the property

f (x+ 2π) = f (x) + 2kπ ,

i.e. if x moves around once the unit circle, its image y = f (x) has turned around
k times. In this case, every y0 has at least k preimages with slopes (i.e. values
of the Jacobian) of the same sign. For the representative of the k-th homotopy
class, for instance,

fk (x) = k · x
and with the choice y0 = π we have f−1(y0) = { 1

kπ,
2
kπ, ...π}.

Since ∂y0/∂x
∣∣
x=l/(kπ) = 1, the degree is k. Any continuous deformation can

only add pairs of pre-images with slopes of opposite signs which do not change
the degree. The degree can be rewritten in the following integral form:

degf = k =
1
2π

∫ 2π

0
dx

(
df

dx

)
.

Many of the homotopy invariants appearing in our discussion can actually be
calculated after identification with the degree of an appropriate map and its
evaluation by the integral representation of the degree. In the Introduction we
have seen that the work of transporting a magnetic monopole around a closed
curve in the magnetic field generated by circular current is given by the linking
number lk (1) of these two curves. The topological invariant lk can be identified
with the degree of the following map [22]

T 2 → S2 : (t1, t2) → ŝ12 =
s1(t1)− s2(t2)
|s1(t1)− s2(t2)| .
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The generalization of the above integral representation of the degree is usually
formulated in terms of differential forms as∫

X

f∗ω = degf
∫
Y

ω (49)

where f∗ is the induced map (pull back) of differential forms of degree n de-
fined on Y . In the R

n this reduces to the formula for changing the variables of
integrations over some function χ

∫
f−1(Ui)

χ(y(x)) det

(
∂yα0

∂xβi

)
dx1...dxn = sgn det

(
∂yα0

∂xβi

)∫
Ui

χ(y)dy1...dyn

where the space is represented as a union of disjoint neighborhoods Ui with
y0 ∈ Ui and non-vanishing Jacobian.

3.5 Topological Groups

In many application of topological methods to physical systems, the relevant
degrees of freedom are described by fields which take values in topological groups
like the Higgs field in the abelian or non-abelian Higgs model or link variables
and Wilson loops in gauge theories. In condensed matter physics an important
example is the order parameter in superfluid 3He in the “A-phase” in which the
pairing of the Helium atoms occurs in p-states with the spins coupled to 1. This
pairing mechanism is the source of a variety of different phenomena and gives
rise to the rather complicated manifold of the order parameter SO(3) ⊗ S2/Z2
(cf. [23]).

SU(2) as Topological Space. The group SU(2) of unitary transformations is
of fundamental importance for many applications in physics. It can be generated
by the Pauli-matrices

τ1 =

(
0 1

1 0

)
, τ2 =

(
0 −i
i 0

)
, τ3 =

(
1 0

0 −1 .

)
(50)

Every element of SU(2) can be parameterized in the following way

U = eiφ·τ = cosφ+ iτ · φ̂ sinφ = a+ iτ · b. (51)

Here φ denotes an arbitrary vector in internal (e.g. isospin or color) space and
we do not explicitly write the neutral element e. This vector is parameterized
by the 4 (real) parameters a,b subject to the unitarity constraint

UU† = (a+ ib · τ )(a− ib · τ ) = a2 + b2 = 1 .

This parameterization establishes the topological equivalence (homeomorphism)
of SU(2) and S3

SU(2) ∼ S3. (52)
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This homeomorphism together with the results (43) and (44) shows

π1,2

(
SU(2)

)
= 0, π3

(
SU(2)

)
= Z. (53)

One can show more generally the following properties of homotopy groups

πk

(
SU(n)

)
= 0 k < n .

The triviality of the fundamental group of SU(2) (53) can be verified by con-
structing an explicit homotopy between the loop

u2n(s) = exp{i2nπsτ3} (54)

and the constant map
uc(s) = 1 . (55)

The mapping

H(s, t) = exp
{
− i

π

2
tτ1

}
exp

{
i
π

2
t(τ1 cos 2πns+ τ2 sin 2πns)

}

has the desired properties (cf. (34))

H(s, 0) = 1, H(s, 1) = u2n(s), H(0, t) = H(1, t) = 1 ,

as can be verified with the help of the identity (51). After continuous deforma-
tions and proper choice of the coordinates on the group manifold, any loop can
be parameterized in the form 54.

Not only Lie groups but also quotient spaces formed from them appear in
important physical applications. The presence of the group structure suggests
the following construction of quotient spaces. Given any subgroup H of a group
G, one defines an equivalence between two arbitrary elements g1, g2 ∈ G if they
are identical up to multiplication by elements of H

g1 ∼ g2 iff g−1
1 g2 ∈ H . (56)

The set of elements in G which are equivalent to g ∈ G is called the left coset
(modulo H) associated with g and is denoted by

g H = {gh |h ∈ H} . (57)

The space of cosets is called the coset space and denoted by

G/H = {gH |g ∈ G} . (58)

If N is an invariant or normal subgroup, i.e. if gNg−1 = N for all g ∈ G, the
coset space is actually a group with the product defined by (g1N) · (g2N) =
g1g2N . It is called the quotient or factor group of G by N .

As an example we consider the group of translations in R
3. Since this is an

abelian group, each subgroup is normal and can therefore be used to define factor
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groups. Consider N = Tx the subgroup of translations in the x−direction. The
cosets are translations in the y-z plane followed by an arbitrary translation in the
x−direction. The factor group consists therefore of translations with unspecified
parameter for the translation in the x−direction. As a further example consider
rotations R (ϕ) around a point in the x− y plane. The two elements

e = R (0) , r = R (π)

form a normal subgroup N with the factor group given by

G/N = {R (ϕ)N |0 ≤ ϕ < π} .
Homotopy groups of coset spaces can be calculated with the help of the following
two identities for connected and simply connected Lie-groups such as SU(n).
With H0 we denote the component of H which is connected to the neutral
element e. This component of H is an invariant subgroup of H. To verify this,
denote with γ(t) the continuous curve which connects the unity e at t = 0 with
an arbitrary element h0 of H0. With γ(t) also hγ(t)h−1 is part of H0 for arbitrary
h ∈ H. Thus H0 is a normal subgroup of H and the coset space H/H0 is a group.
One extends the definition of the homotopy groups and defines

π0(H) = H/H0 . (59)

The following identities hold (cf. [24,25])

π1(G/H) = π0(H) , (60)

and
π2(G/H) = π1(H0) . (61)

Applications of these identities to coset spaces of SU(2) will be important in the
following. We first observe that, according to the parameterization (51), together
with the neutral element e also −e is an element of SU(2)

(
φ = 0, π in (51)

)
.

These 2 elements commute with all elements of SU(2) and form a subgroup , the
center of SU(2)

Z
(
SU(2)

)
= { e,−e } ∼ Z2 . (62)

According to the identity (60) the fundamental group of the factor group is
non-trivial

π1

(
SU(2)/Z(SU(2))

)
= Z2 . (63)

As one can see from the following argument, this result implies that the group of
rotations in 3 dimensions SO(3) is not simply connected. Every rotation matrix
Rij ∈ SO(3) can be represented in terms of SU(2) matrices (51)

Rij [U ] =
1
4

tr
{
Uτ iU†τ j

}
.

The SU(2) matrices U and −U represent the same SO(3) matrix. Therefore,

SO(3) ∼ SU(2)/Z2 (64)
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and thus
π1

(
SO(3)

)
= Z2 , (65)

i.e. SO(3) is not simply connected.
We have verified above that the loops u2n(s) (54) can be shrunk in SU(2) to

a point. They also can be shrunk to a point on SU(2)/Z2. The loop

u1(s) = exp{iπsτ3} (66)

connecting antipodal points however is topologically stable on SU(2)/Z2, i.e. it
cannot be deformed continuously to a point, while its square, u2

1(s) = u2(s) can
be.

The identity (61) is important for the spontaneous symmetry breakdown
with a remaining U(1) gauge symmetry. Since the groups SU(n) are simply
connected, one obtains

π2

(
SU(n)/U(1)

)
= Z. (67)

3.6 Transformation Groups

Historically, groups arose as collections of permutations or one-to-one transfor-
mations of a setX onto itself with composition of mappings as the group product.
If X contains just n elements, the collection S (X) of all its permutations is the
symmetric group with n! elements. In F. Klein’s approach, to each geometry is
associated a group of transformations of the underlying space of the geometry.
For example, the group E(2) of Euclidean plane geometry is the subgroup of
S
(
E2

)
which leaves the distance d (x, y) between two arbitrary points in the

plane (E2) invariant, i.e. a transformation

T : E2 → E2

is in the group iff
d (Tx, Ty) = d (x, y) .

The group E(2) is also called the group of rigid motions. It is generated by
translations, rotations, and reflections. Similarly, the general Lorentz group is the
group of Poincaré transformations which leave the (relativistic) distance between
two space-time points invariant. The interpretation of groups as transformation
groups is very important in physics. Mathematically, transformation groups are
defined in the following way (cf.[26]):

Definition: A Lie group G is represented as a group of transformations of a
manifold X (left action on X) if there is associated with each g ∈ G a diffeomor-
phism of X to itself

x→ Tg (x) , x ∈ X with Tg1g2 = Tg1Tg2

(“right action” Tg1g2 = Tg2Tg1) and if Tg (x) depends smoothly on the arguments
g, x.
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If G is any of the Lie groups GL (n,R) , O (n,R) , GL (n,C) , U (n) then G
acts in the obvious way on the manifold R

n or Cn.
The orbit of x ∈ X is the set

Gx = {Tg (x) |g ∈ G} ⊂ X . (68)

The action of a group G on a manifold X is said to be transitive if for every
two points x, y ∈ X there exists g ∈ G such that Tg (x) = y, i.e. if the orbits
satisfy Gx = X for every x ∈ X . Such a manifold is called a homogeneous
space of the Lie group. The prime example of a homogeneous space is R

3 under
translations; every two points can be connected by translations. Similarly, the
group of translations acts transitively on the n−dimensional torus Tn =

(
S1
)n

in the following way:

Ty (z) =
(
e2iπ(ϕ1+t1), ..., e2iπ(ϕn+tn)

)

with
y = (t1, ..., tn) ∈ R

n, z =
(
e2iπ(ϕ1), ..., e2iπ(ϕn)

)
∈ Tn .

If the translations are given in terms of integers, ti = ni, we have Tn (z) = z.
This is a subgroup of the translations and is defined more generally:

Definition: The isotropy group Hx of the point x ∈ X is the subgroup of all
elements of G leaving x fixed and is defined by

Hx = {g ∈ G|Tg (x) = x} . (69)

The group O (n+ 1) acts transitively on the sphere Sn and thus Sn is a
homogeneous space for the Lie group O (n+ 1) of orthogonal transformations of
R
n+1. The isotropy group of the point x = (1, 0, ...0) ∈ Sn is comprised of all

matrices of the form (
1 0
0 A

)
, A ∈ O (n)

describing rotations around the x1 axis.
Given a transformation group G acting on a manifold X, we define orbits as

the equivalence classes, i.e.

x ∼ y if for some g ∈ G y = g x.

For X = R
n and G = O(n) the orbits are concentric spheres and thus in one

to one correspondence with real numbers r ≥ 0. This is a homeomorphism of
R
n/O (n) on the ray 0 ≤ r ≤ ∞ (which is almost a manifold).

If one defines points on S2 to be equivalent if they are connected by a rotation
around a fixed axis, the z axis, the resulting quotient space S2/O(2) consists of
all the points on S2 with fixed azimuthal angle, i.e. the quotient space is a
segment

S2/O(2) = {θ | 0 ≤ θ ≤ π} . (70)
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Note that in the integration over the coset spaces R
n/O(n) and S2/O(2) the

radial volume element rn−1 and the volume element of the polar angle sin θ
appear respectively.

The quotient space X/G needs not be a manifold, it is then called an orbifold.
If G is a discrete group, the fixed points in X under the action of G become
singular points on X/G . For instance, by identifying the points x and −x of a
plane, the fixed point 0 ∈ R

2 becomes the tip of the cone R
2/Z2.

Similar concepts are used for a proper description of the topological space
of the degrees of freedom in gauge theories. Gauge theories contain redundant
variables, i.e. variables which are related to each other by gauge transformations.
This suggests to define an equivalence relation in the space of gauge fields (cf.
(7) and (90))

Aµ ∼ Ãµ if Ãµ = A[U ]
µ for some U , (71)

i.e. elements of an equivalence class can be transformed into each other by gauge
transformations U , they are gauge copies of a chosen representative. The equiv-
alence classes

O =
{
A[U ]|U ∈ G

}
(72)

with A fixed and U running over the set of gauge transformations are called the
gauge orbits. Their elements describe the same physics. Denoting with A the
space of gauge configurations and with G the space of gauge transformations,
the coset space of gauge orbits is denoted with A/G. It is this space rather than
A which defines the physical configuration space of the gauge theory. As we
will see later, under suitable assumptions concerning the asymptotic behavior of
gauge fields, in Yang–Mills theories, each gauge orbit is labeled by a topological
invariant, the topological charge.

3.7 Defects in Ordered Media

In condensed matter physics, topological methods find important applications
in the investigations of properties of defects occurring in ordered media [27].
For applying topological arguments, one has to specify the topological space
X in which the fields describing the degrees of freedom are defined and the
topological space M (target space) of the values of the fields. In condensed
matter physics the (classical) fields ψ(x) are called the order parameter and M
correspondingly the order parameter space. A system of spins or directors may
be defined on lines, planes or in the whole space, i.e. X = R

n with n = 1, 2
or 3. The fields or order parameters describing spins are spatially varying unit
vectors with arbitrary orientations: M = S2 or if restricted to a plane M = S1.
The target spaces of directors are the corresponding projective spaces RPn.
A defect is a point, a line or a surface on which the order parameter is ill-
defined. The defects are defined accordingly as point defects (monopoles), line
defects (vortices, disclinations), or surface defects (domain walls). Such defects
are topologically stable if they cannot be removed by a continuous change in
the order parameter. Discontinuous changes require in physical systems of e.g.
spin degrees of freedom substantial changes in a large number of the degrees
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of freedom and therefore large energies. The existence of singularities alter the
topology of the space X. Point and line defects induce respectively the following
changes in the topology: X = R

3 → R
3\{0} ∼ S2 and X = R

3 → R
3\R1 ∼ S1.

Homotopy provides the appropriate tools to study the stability of defects. To
this end, we proceed as in the abelian Higgs model and investigate the order
parameter on a circle or a 2-sphere sufficiently far away from the defect. In this
way, the order parameter defines a mapping ψ : Sn →M and the stability of the
defects is guaranteed if the homotopy group πn(M) is non-trivial. Alternatively
one may study the defects by removing from the space X the manifold on which
the order parameter becomes singular. The structure of the homotopy group has
important implications for the dynamics of the defects. If the asymptotic circle
encloses two defects, and if the homotopy group is abelian, than in a merger of
the two defects the resulting defect is specified by the sum of the two integers
characterizing the individual defects. In particular, winding numbers

(
π1(S1)

)
and monopole charges

(
π2(S2)

)
(cf. (43)) are additive.

I conclude this discussion by illustrating some of the results using the ex-
amples of magnetic systems represented by spins and nematic liquid crystals
represented by directors, i.e. spins with indistinguishable heads and tails (cf.
(46) and the following discussion). If 2-dimensional spins (M = S1) or directors
(M = RP 1) live on a plane (X = R

2), a defect is topologically stable. The punc-
tured plane obtained by the removal of the defect is homotopically equivalent
to a circle (33) and the topological stability follows from the non-trivial homo-
topy group π1(S1) for magnetic substances. The argument applies to nematic
substances as well since identification of antipodal points of a circle yields again
a circle

RP 1 ∼ S1 .

On the other hand, a point defect in a system of 3-dimensional spins M = S2

defined on a plane X = R
2 – or equivalently a line defect in X = R

3 – is not
stable. Removal of the defect manifold generates once more a circle. The triviality
of π1(S2) (cf. (37)) shows that the defect can be continuously deformed into a
configuration where all the spins point into the same direction. On S2 a loop can
always be shrunk to a point (cf. (37)). In nematic substances, there are stable
point and line defects for X = R

2 and X = R
3, respectively, since

π1(RP 2) = Z2.

Non-shrinkable loops on RP 2 are obtained by connecting a given point on S2

with its antipodal one. Because of the identification of antipodal points, the line
connecting the two points cannot be contracted to a point. In the identification,
this line on S2 becomes a non-contractible loop on RP 2. Contractible and non-
contractible loops on RP 2 are shown in Fig. 6 . This figure also demonstrates that
connecting two antipodal points with two different lines produces a contractible
loop. Therefore the space of loops contains only two inequivalent classes. More
generally, one can show (cf. [19])

π1(RPn) = Z2 , n ≥ 2 , (73)
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Fig. 6. The left figure shows loops a, b which on RP 2 can (b) and cannot (a) be shrunk
to a point. The two figures on the right demonstrate how two loops of the type a can
be shrunk to one point. By moving the point P1 together with its antipodal point Q1
two shrinkable loops of the type b are generated

and (cf. [18])
πn(RPm) = πn(Sm) , n ≥ 2 . (74)

Thus, in 3-dimensional nematic substances point defects (monopoles), also pres-
ent in magnetic substances, and line defects (disclinations), absent in magnetic
substances, exist. In Fig. 7 the topologically stable line defect is shown. The
circles around the defect are mapped by θ(ϕ) = ϕ

2 into RP 2. Only due to the
identification of the directions θ ∼ θ+π this mapping is continuous. For magnetic
substances, it would be discontinuous along the ϕ = 0 axis.

Liquid crystals can be considered with regard to their underlying dynamics as
close relatives to some of the fields of particle physics. They exhibit spontaneous
orientations, i.e. they form ordered media with respect to ‘internal’ degrees of
freedom not joined by formation of a crystalline structure. Their topologically
stable defects are also encountered in gauge theories as we will see later. Unlike
the fields in particle physics, nematic substances can be manipulated and, by
their birefringence property, allow for a beautiful visualization of the structure
and dynamics of defects (for a thorough discussion of the physics of liquid crystals
and their defects (cf. [29,30]). These substances offer the opportunity to study on
a macroscopic level, emergence of monopoles and their dynamics. For instance,
by enclosing a water droplet in a nematic liquid drop, the boundary conditions on
the surface of the water droplet and on the surface of the nematic drop cooperate
to generate a monopole (hedgehog) structure which, as Fig. 8C demonstrates,

Fig. 7. Line defect in RP 2. In addition to the directors also the integral curves are
shown
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Fig. 8. Nematic drops (A) containing one (C) or more water droplets (B) (the figure
is taken from [31]). The distance between the defects is about 5 µm

can be observed via its peculiar birefringence properties, as a four armed star
of alternating bright and dark regions. If more water droplets are dispersed in
a nematic drop, they form chains (Fig. 8A) which consist of the water droplets
alternating with hyperbolic defects of the nematic liquid (Fig. 8B). The non-
trivial topological properties stabilize these objects for as long as a couple of
weeks [31]. In all the examples considered so far, the relevant fundamental
groups were abelian. In nematic substances the “biaxial nematic phase” has been
identified (cf. [29]) which is characterized by a non-abelian fundamental group.
The elementary constituents of this phase can be thought of as rectangular boxes
rather than rods which, in this phase are aligned. Up to 180 ◦ rotations around
the 3 mutually perpendicular axes (Rπi ), the orientation of such a box is specified
by an element of the rotation group SO(3). The order parameter space of such
a system is therefore given by

M = SO(3)/D2, D2 = {&, Rπ1 , Rπ2 , Rπ3 }.

By representing the rotations by elements of SU(2) (cf. (64)), the group D2 is
extended to the group of 8 elements, containing the Pauli matrices (50),

Q = {±&,±τ1,±τ2,±τ3} ,

the group of quaternions. With the help of the identities (59) and (60), we derive

π1(SO(3)/D2) ∼ π1(SU(2)/Q) ∼ Q . (75)

In the last step it has been used that in a discrete group the connected component
of the identity contains the identity only.

The non-abelian nature of the fundamental group has been predicted to
have important physical consequences for the behavior of defects in the nematic
biaxial phase. This concerns in particular the coalescence of defects and the
possibility of entanglement of disclination lines [29].
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4 Yang–Mills Theory

In this introductory section I review concepts, definitions, and basic properties
of gauge theories.

Gauge Fields. In non-abelian gauge theories, gauge fields are matrix-valued
functions of space-time. In SU(N) gauge theories they can be represented by
the generators of the corresponding Lie algebra, i.e. gauge fields and their color
components are related by

Aµ(x) = Aaµ(x)
λa

2
, (76)

where the color sum runs over the N2 − 1 generators. The generators are her-
mitian, traceless N ×N matrices whose commutation relations are specified by
the structure constants fabc

[
λa

2
,
λb

2

]
= ifabc

λc

2
.

The normalization is chosen as

tr
(
λa

2
· λ

b

2

)
=

1
2
δab.

Most of our applications will be concerned with SU(2) gauge theories; in this
case the generators are the Pauli matrices (50)

λa = τa ,

with structure constants
fabc = εabc.

Covariant derivative, field strength tensor, and its color components are respec-
tively defined by

Dµ = ∂µ + igAµ, (77)

Fµν =
1
ig

[Dµ, Dν ], F aµν = ∂µA
a
ν − ∂νA

a
µ − gfabcAbµA

c
ν . (78)

The definition of electric and magnetic fields in terms of the field strength tensor
is the same as in electrodynamics

Eia (x) = −F 0ia (x) , Bia (x) = −1
2
εijkF jka (x) . (79)

The dimensions of gauge field and field strength in 4 dimensional space-time are

[A] = �−1, [F ] = �−2
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and therefore in absence of a scale

Aaµ ∼Ma
µν

xν

x2 ,

with arbitrary constants Ma
µν . In general, the action associated with these fields

exhibits infrared and ultraviolet logarithmic divergencies. In the following we
will discuss

• Yang–Mills Theories
Only gauge fields are present. The Yang–Mills Lagrangian is

LYM = −1
4
FµνaF aµν = −1

2
tr {FµνFµν} =

1
2
(E2 −B2). (80)

• Quantum Chromodynamics
QCD contains besides the gauge fields (gluons), fermion fields (quarks).
Quarks are in the fundamental representation, i.e. in SU(2) they are rep-
resented by 2-component color spinors. The QCD Lagrangian is (flavor de-
pendences suppressed)

LQCD = LYM + Lm, Lm = ψ̄ (iγµDµ −m)ψ, (81)

with the action of the covariant derivative on the quarks given by

(Dµψ)i = (∂µδij + igAijµ )ψj i, j = 1 . . . N

• Georgi–Glashow Model
In the Georgi–Glashow model [32] (non-abelian Higgs model), the gluons
are coupled to a scalar, self-interacting (V (φ)) (Higgs) field in the adjoint
representation. The Higgs field has the same representation in terms of the
generators as the gauge field (76) and can be thought of as a 3-component
color vector in SU(2). Lagrangian and action of the covariant derivative are
respectively

LGG = LYM + Lm, Lm =
1
2
DµφD

µφ− V (φ) , (82)

(Dµφ)a = [Dµ, φ ] a = (∂µδac − gfabcAbµ)φ
c . (83)

Equations of Motion. The principle of least action

δS = 0, S =
∫
d4xL

yields when varying the gauge fields

δSYM = −
∫
d4x tr {FµνδFµν} = −

∫
d4x tr

{
Fµν

2
ig

[Dµ, δAν ]
}

= 2
∫
d4x tr {δAν [Dµ, Fµν ]}
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the inhomogeneous field equations

[Dµ, F
µν ] = jν , (84)

with jν the color current associated with the matter fields

jaν =
δLm
δAaν

. (85)

For QCD and the Georgi–Glashow model, these currents are given respectively
by

jaν = gψ̄γν
τa

2
ψ , jaν = gfabcφb(Dνφ)c . (86)

As in electrodynamics, the homogeneous field equations for the Yang–Mills field
strength [

Dµ, F̃
µν
]

= 0 ,

with the dual field strength tensor

F̃µν =
1
2
εµνσρFσρ , (87)

are obtained as the Jacobi identities of the covariant derivative

[Dµ, [Dν , Dρ]] + [Dν , [Dρ, Dµ]] + [Dρ, [Dν , Dµ]] = 0 ,

i.e. they follow from the mere fact that the field strength is represented in terms
of gauge potentials.

Gauge Transformations. Gauge transformations change the color orientation
of the matter fields locally, i.e. in a space-time dependent manner, and are defined
as

U (x) = exp {igα (x)} = exp
{
igαa (x)

τa

2

}
, (88)

with the arbitrary gauge function αa (x). Matter fields transform covariantly
with U

ψ → Uψ , φ→ UφU†. (89)

The transformation property of A is chosen such that the covariant derivatives
of the matter fields Dµψ and Dµφ transform as the matter fields ψ and φ
respectively. As in electrodynamics, this requirement makes the gauge fields
transform inhomogeneously

Aµ (x) → U (x)
(
Aµ (x) +

1
ig
∂µ

)
U† (x) = A [U ]

µ (x) (90)

resulting in a covariant transformation law for the field strength

Fµν → UFµνU
†. (91)
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Under infinitesimal gauge transformations (|gαa (x) | � 1)

Aaµ (x) → Aaµ (x)− ∂µα
a (x)− gfabcαb (x)Acµ (x) . (92)

As in electrodynamics, gauge fields which are gauge transforms of Aµ = 0 are
called pure gauges (cf. (8)) and are, according to (90), given by

Apgµ (x) = U (x)
1
ig
∂µ U

† (x) . (93)

Physical observables must be independent of the choice of gauge (coordinate
system in color space). Local quantities such as the Yang–Mills action density
trFµν(x)Fµν(x) or matter field bilinears like ψ̄(x)ψ(x), φa(x)φa(x) are gauge
invariant, i.e. their value does not change under local gauge transformations.
One also introduces non-local quantities which, in generalization of the trans-
formation law (91) for the field strength, change homogeneously under gauge
transformations. In this construction a basic building block is the path ordered
integral

Ω (x, y, C) = P exp
{
−ig

∫ s

s0

dσ
dxµ

dσ
Aµ

(
x(σ)

)}
= P exp

{
−ig

∫
C
dxµAµ

}
.

(94)

It describes a gauge string between the space-time points x = x(s0) and y = x(s).
Ω satisfies the differential equation

dΩ

ds
= −ig dx

µ

ds
AµΩ. (95)

Gauge transforming this differential equation yields the transformation property
of Ω

Ω (x, y, C) → U (x)Ω (x, y, C)U† (y) . (96)

With the help of Ω, non-local, gauge invariant quantities like

trΩ†(x.y, C)Fµν(x)Ω (x, y, C)Fµν(y) , ψ̄(x)Ω (x, y, C)ψ(y),

or closed gauge strings –
(
SU(N)

)
Wilson loops

WC =
1
N

trΩ (x, x, C) (97)

can be constructed. For pure gauges (93), the differential equation (95) is solved
by

Ωpg (x, y, C) = U(x)U†(y). (98)

While ψ̄(x)Ω (x, y, C)ψ(y) is an operator which connects the vacuum with meson
states for SU(2) and SU(3), fermionic baryons appear only in SU(3) in which
gauge invariant states containing an odd number of fermions can be constructed.
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In SU(3) a point-like gauge invariant baryonic state is obtained by creating three
quarks in a color antisymmetric state at the same space-time point

ψ(x) ∼ εabcψa(x)ψb(x)ψc(x).

Under gauge transformations,

ψ(x) → εabcUaα(x)ψα(x)Ubβ(x)ψβ(x)Ucγ(x)ψγ(x)
= det

(
U(x)

)
εabcψa(x)ψb(x)ψc(x) .

Operators that create finite size baryonic states must contain appropriate gauge
strings as given by the following expression

ψ(x, y, z) ∼ εabc[Ω(u, x, C1)ψ(x)]a [Ω(u, y, C2)ψ(y)]b [Ω(u, z, C3)ψ(z)]c .

The presence of these gauge strings makes ψ gauge invariant as is easily verified
with the help of the transformation property (96). Thus, gauge invariance is
enforced by color exchange processes taking place between the quarks.

Canonical Formalism. The canonical formalism is developed in the same way
as in electrodynamics. Due to the antisymmetry of Fµν , the Lagrangian (80)
does not contain the time derivative of A0 which, in the canonical formalism,
has to be treated as a constrained variable. In the Weyl gauge [33,34]

Aa0 = 0, a = 1....N2 − 1, (99)

these constrained variables are eliminated and the standard procedure of canon-
ical quantization can be employed. In a first step, the canonical momenta of
gauge and matter fields (quarks and Higgs fields) are identified

δLYM
∂0Aai

= −Ea i , δLmq
∂0ψα

= iψα † ,
δLmH
∂0φa

= πa .

By Legendre transformation, one obtains the Hamiltonian density of the gauge
fields

HYM =
1
2
(E2 +B2), (100)

and of the matter fields

QCD : Hm = ψ†
(

1
i
γ0γiDi + γ0m

)
ψ, (101)

Georgi–Glashow model : Hm =
1
2
π2 +

1
2
(Dφ)2 + V (φ) . (102)

The gauge condition (99) does not fix the gauge uniquely, it still allows for time-
independent gauge transformations U(x), i.e. gauge transformations which are
generated by time-independent gauge functions α(x) (88). As a consequence the
Hamiltonian exhibits a local symmetry

H = U(x)H U(x)† (103)
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This residual gauge symmetry is taken into account by requiring physical states
|Φ〉 to satisfy the Gauß law, i.e. the 0-component of the equation of motion (cf.
(84)) (

[Di, E
i] + j0

)|Φ〉 = 0.

In general, the non-abelian Gauß law cannot be implemented in closed form
which severely limits the applicability of the canonical formalism. A complete
canonical formulation has been given in axial gauge [35] as will be discussed
below. The connection of canonical to path-integral quantization is discussed in
detail in [36].

5 ’t Hooft–Polyakov Monopole

The t’ Hooft–Polyakov monopole [37,38] is a topological excitation in the non-
abelian Higgs or Georgi–Glashow model (SU(2) color). We start with a brief
discussion of the properties of this model with emphasis on ground state config-
urations and their topological properties.

5.1 Non-Abelian Higgs Model

The Lagrangian (82) and the equations of motion (84) and (85) of the non-
abelian Higgs model have been discussed in the previous section. For the follow-
ing discussion we specify the self-interaction, which as in the abelian Higgs model
is assumed to be a fourth order polynomial in the fields with the normalization
chosen such that its minimal value is zero

V (φ) =
1
4
λ(φ2 − a2)2, λ > 0 . (104)

Since φ is a vector in color space and gauge transformations rotate the color
direction of the Higgs field (89), V is gauge invariant

V (gφ) = V (φ) . (105)

We have used the notation

gφ = UφU† , g ∈ G = SU(2).

The analysis of this model parallels that of the abelian Higgs model. Starting
point is the energy density of static solutions, which in the Weyl gauge is given
by ((100), (102))

ε(x) =
1
2
B2 +

1
2
(Dφ)2 + V (φ). (106)

The choice
A = 0, φ = φ0 = const. , V (φ0) = 0 (107)

minimizes the energy density. Due to the presence of the local symmetry of
the Hamiltonian (cf. (103)), this choice is not unique. Any field configuration
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connected to (107) by a time-independent gauge transformation will also have
vanishing energy density. Gauge fixing conditions by which the Gauß law con-
straint is implemented remove these gauge ambiguities; in general a global gauge
symmetry remains (cf. [39,35]). Under a space-time independent gauge transfor-
mation

g = exp
{
igαa

τa

2

}
, α = const , (108)

applied to a configuration (107), the gauge field is unchanged as is the modulus
of the Higgs field. The transformation rotates the spatially constant φ0. In such
a ground-state configuration, the Higgs field exhibits a spontaneous orientation
analogous to the spontaneous magnetization of a ferromagnet,

φ = φ0 , |φ0| = a .

This appearance of a phase with spontaneous orientation of the Higgs field is
a consequence of a vacuum degeneracy completely analogous to the vacuum
degeneracy of the abelian Higgs model with its spontaneous orientation of the
phase of the Higgs field.

Related to the difference in the topological spaces of the abelian and non-
abelian Higgs fields, significantly different phenomena occur in the spontaneous
symmetry breakdown. In the Georgi–Glashow model, the loss of rotational sym-
metry in color space is not complete. While the configuration (107) changes
under the (global) color rotations (108) and does therefore not reflect the invari-
ance of the Lagrangian or Hamiltonian of the system, it remains invariant under
rotations around the axis in the direction of the Higgs field α ∼ φ0. These trans-
formations form a subgroup of the group of rotations (108), it is the isotropy
group (little group, stability group) (for the definition cf. (69)) of transformations
which leave φ0 invariant

Hφ0 = {h ∈ SU(2)|hφ0 = φ0} . (109)

The space of the zeroes of V , i.e. the space of vectors φ of fixed length a, is S2

which is a homogeneous space (cf. the discussion after (68)) with all elements
being generated by application of arbitrary transformations g ∈ G to a (fixed)
φ0. The space of zeroes of V and the coset space G/Hφ0 are mapped onto each
other by

Fφ0 : G/Hφ0 → {φ|V (φ) = 0} , Fφ0(g̃) = gφ0 = φ

with g denoting a representative of the coset g̃. This mapping is bijective. The
space of zeroes is homogeneous and therefore all zeroes of V appear as an im-
age of some g̃ ∈ G/Hφ0 . This mapping is injective since g̃1φ0 = g̃2φ0 implies
g−1
1 φ0g2 ∈ Hφ0 with g1,2 denoting representatives of the corresponding cosets
g̃1,2 and therefore the two group elements belong to the same equivalence class
(cf. (56)) i.e. g̃1 = g̃2. Thus, these two spaces are homeomorphic

G/Hφ0 ∼ S2 . (110)

It is instructive to compare the topological properties of the abelian and non-
abelian Higgs model.
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• In the abelian Higgs model, the gauge group is

G = U(1)

and by the requirement of gauge invariance, the self-interaction is of the form

V (φ) = V (φ∗φ).

The vanishing of V determines the modulus of φ and leaves the phase unde-
termined

V = 0 ⇒ |φ0| = aeiβ .

After choosing the phase β, no residual symmetry is left, only multiplication
with 1 leaves φ0 invariant, i.e.

H = {e} , (111)

and thus
G/H = G ∼ S1. (112)

• In the non-abelian Higgs model, the gauge group is

G = SU(2),

and by the requirement of gauge invariance, the self-interaction is of the form

V (φ) = V (φ2) , φ2 =
∑
a=1,3

φa 2.

The vanishing of V determines the modulus of φ and leaves the orientation
undetermined

V = 0 ⇒ φ0 = aφ̂0.

After choosing the orientation φ̂0, a residual symmetry persists, the invari-
ance of φ0 under (true) rotations around the φ0 axis and under multiplica-
tion with an element of the center of SU(2) (cf. (62))

H = U(1)⊗ Z2 , (113)

and thus
G/H = SU(2)/

(
U(1)⊗ Z2

) ∼ S2. (114)

5.2 The Higgs Phase

To display the physical content of the Georgi–Glashow model we consider small
oscillations around the ground-state configurations (107) – the normal modes
of the classical system and the particles of the quantized system. The analysis
of the normal modes simplifies greatly if the gauge theory is represented in the
unitary gauge, the gauge which makes the particle content manifest. In this
gauge, components of the Higgs field rather than those of the gauge field (like
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the longitudinal gauge field in Coulomb gauge) are eliminated as redundant
variables. The Higgs field is used to define the coordinate system in internal
space

φ(x) = φa(x)
τa

2
= ρ(x)

τ3

2
. (115)

Since this gauge condition does not affect the gauge fields, the Yang–Mills part
of the Lagrangian (80) remains unchanged and the contribution of the Higgs
field (82) simplifies

L = −1
4
F aµνF aµν +

1
2
∂µρ∂

µρ+ g2ρ 2A−µA
+µ − V (|ρ|) , (116)

with the “charged” components of the gauge fields defined by

A±µ =
1√
2
(A1

µ ∓ iA2
µ). (117)

For small oscillations we expand the Higgs field ρ(x) around the value in the
zero-energy configuration (107)

ρ(x) = a+ σ(x), |σ| � a . (118)

To leading order, the interaction with the Higgs field makes the charged compo-
nents (117) of the gauge fields massive with the value of the mass given by the
value of ρ(x) in the zero-energy configuration

M2 = g2a2 . (119)

The fluctuating Higgs field σ(x) acquires its mass through the self-interaction

m2
σ = V ′′ρ=a = 2 a2 . (120)

The neutral vector particles A3
µ, i.e. the color component of the gauge field along

the Higgs field, remains massless. This is a consequence of the survival of the non-
trivial isotropy group Hφ0 ∼ U(1) (cf. (109)) in the symmetry breakdown of the
gauge group SU(2). By coupling to a second Higgs field, with expectation value
pointing in a color direction different from φ0, a further symmetry breakdown
can be achieved which is complete up to the discrete Z2 symmetry (cf. (114)).
In such a system no massless vector particles can be present [8,40].

Superficially it may appear that the emergence of massive vector particles in
the Georgi–Glashow model happens almost with necessity. The subtleties of the
procedure are connected to the gauge choice (115). Definition of a coordinate
system in the internal color space via the Higgs field requires

φ �= 0.

This requirement can be enforced by the choice of form (controlled by a) and
strength λ of the Higgs potential V (104). Under appropriate circumstances,
quantum or thermal fluctuations will only rarely give rise to configurations where
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φ(x) vanishes at certain points and singular gauge fields (monopoles) are present.
On the other hand, one expects at fixed a and λ with increasing temperature the
occurrence of a phase transition to a gluon–Higgs field plasma. Similarly, at T =
0 a “quantum phase transition” (T = 0 phase transition induced by variation
of external parameters, cf. [41]) to a confinement phase is expected to happen
when decreasing a, λ . In the unitary gauge, these phase transitions should be
accompanied by a condensation of singular fields. When approaching either the
plasma or the confined phase, the dominance of the equilibrium positions φ = 0
prohibits a proper definition of a coordinate system in color space based on the
the color direction of the Higgs field.

The fate of the discrete Z2 symmetry is not understood in detail. As will
be seen, realization of the center symmetry indicates confinement. Thus, the Z2
factor should not be part of the isotropy group (113) in the Higgs phase. The
gauge choice (115) does not break this symmetry. Its breaking is a dynamical
property of the symmetry. It must occur spontaneously. This Z2 symmetry must
be restored in the quantum phase transition to the confinement phase and will
remain broken in the transition to the high temperature plasma phase.

5.3 Topological Excitations

As in the abelian Higgs model, the non-trivial topology (S2) of the manifold of
vacuum field configurations of the Georgi–Glashow model is the origin of the
topological excitations. We proceed as above and discuss field configurations of
finite energy which differ in their topological properties from the ground-state
configurations. As follows from the expression (106) for the energy density, finite
energy can result only if asymptotically, |x| → ∞

φ(x) → aφ0(x)

B→ 0

[Diφ((x))]a = [∂iδac − gεabcAbi (x)]φc(x) → 0 , (121)

where φ0(x) is a unit vector specifying the color direction of the Higgs field. The
last equation correlates asymptotically the gauge and the Higgs field. In terms
of the scalar field, the asymptotic gauge field is given by

Aai →
1
ga2 ε

abcφb∂iφ
c +

1
a
φaAi, (122)

where A denotes the component of the gauge field along the Higgs field. It is
arbitrary since (121) determines only the components perpendicular to φ. The
asymptotic field strength associated with this gauge field (cf. (78)) has only a
color component parallel to the Higgs field – the “neutral direction” (cf. the
definition of the charged gauge fields in (117)) and we can write

F aij =
1
a
φaF ij , with F ij =

1
ga3 ε

abcφa∂iφb∂jφc + ∂iAj − ∂jAi . (123)
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One easily verifies that the Maxwell equations

∂iF
ij = 0 (124)

are satisfied. These results confirm the interpretation of Fµν as a legitimate
field strength related to the unbroken U(1) part of the gauge symmetry. As
the magnetic flux in the abelian Higgs model, the magnetic charge in the non-
abelian Higgs model is quantized. Integrating over the asymptotic surface S2

which encloses the system and using the integral form of the degree (49) of the
map defined by the scalar field (cf. [42]) yields

m =
∫
S2

B · dσ = − 1
2ga3

∫
S2
εijkεabcφa∂jφb∂kφcdσi = −4πN

g
. (125)

No contribution to the magnetic charge arises from ∇×A when integrated over
a surface without boundary. The existence of a winding number associated with
the Higgs field is a direct consequence of the topological properties discussed
above. The Higgs field φ maps the asymptotic S2 onto the space of zeroes of V
which topologically is S2 and has been shown (110) to be homeomorph to the
coset space G/Hφ0 . Thus, asymptotically, the map

φ : S2 → S2 ∼ G/Hφ0 (126)

is characterized by the homotopy group π2(G/Hφ0) ∼ Z. Our discussion provides
an illustration of the general relation (61)

π2 (SU(2)/U(1)⊗ Z2) = π1 (U(1)) ∼ Z .

The non-triviality of the homotopy group guarantees the stability of topological
excitations of finite energy.

An important example is the spherically symmetric hedgehog configuration

φa(r) −→
r→∞φa0(r) = a · x

a

r

which on the asymptotic sphere covers the space of zeroes of V exactly once.
Therefore, it describes a monopole with the asymptotic field strength (apart
from the A contribution) given, according to (123), by

F ij = εijk
xk

gr3
, B = − r

g r3
. (127)

Monopole Solutions. The asymptotics of Higgs and gauge fields suggest the
following spherically symmetric Ansatz for monopole solutions

φa = a
xa

r
H(agr) , Aai = εaij

xj

gr2
[1−K(agr)] (128)

with the boundary conditions at infinity

H(r) −→
r→∞ 1, K(r) −→

r→∞ 0 .
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As in the abelian Higgs model, topology forces the Higgs field to have a zero.
Since the winding of the Higgs field φ cannot be removed by continuous defor-
mations, φ has to have a zero. This defines the center of the monopole. The
boundary condition

H(0) = 0 , K(0) = 1

in the core of the monopole guarantees continuity of the solution. As in the
abelian Higgs model, the changes in the Higgs and gauge field are occurring
on two different length scales. Unlike at asymptotic distances, in the core of
the monopole also charged vector fields are present. The core of the monopole
represents the perturbative phase of the Georgi–Glashow model, as the core of
the vortex is made of normal conducting material and ordinary gauge fields.

With the Ansatz (128) the equations of motion are converted into a coupled
system of ordinary differential equations for the unknown functions H and K
which allows for analytical solutions only in certain limits. Such a limiting case
is obtained by saturation of the Bogomol’nyi bound. As for the abelian Higgs
model, this bound is obtained by rewriting the total energy of the static solutions

E =
∫
d3x

[
1
2
B2 +

1
2
(Dφ)2 + V (φ)

]
=
∫
d3x

[
1
2
(B±Dφ)2 + V (φ)∓BDφ

]
,

and by expressing the last term via an integration by parts (applicable for covari-
ant derivatives due to antisymmetry of the structure constants in the definition
of D in (83)) and with the help of the equation of motion DB = 0 by the
magnetic charge (125)

∫
d3xBDφ = a

∫
S2

B dσ = am.

The energy satisfies the Bogomol’nyi bound

E ≥ |m| a.

For this bound to be saturated, the strength of the Higgs potential has to ap-
proach zero

V = 0, i.e. λ = 0,

and the fields have to satisfy the first order equation

Ba ± (Dφ)a = 0.

In the approach to vanishing λ, the asymptotics of the Higgs field |φ| −→
r→∞ a

must remain unchanged. The solution to this system of first order differential
equations is known as the Prasad–Sommerfield monopole

H(agr) = coth agr − 1
agr

, K(agr) =
sinh agr
agr

.
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In this limiting case of saturation of the Bogomol’nyi bound, only one length scale
exists

(
(ag)−1

)
. The energy of the excitation, i.e. the mass of the monopole is

given in terms of the mass of the charged vector particles (119) by

E = M
4π
g2 .

As for the Nielsen–Olesen vortices, a wealth of further results have been obtained
concerning properties and generalizations of the ’t Hooft–Polyakov monopole
solution. Among them I mention the “Julia–Zee” dyons [43]. These solutions of
the field equations are obtained using the Ansatz (128) for the Higgs field and
the spatial components of the gauge field but admitting a non-vanishing time
component of the form

Aa0 =
xa

r2
J(agr).

This time component reflects the presence of a source of electric charge q. Clas-
sically the electric charge of the dyon can assume any value, semiclassical argu-
ments suggest quantization of the charge in units of g [44].

As the vortices of the Abelian Higgs model, ’t Hooft–Polyakov monopoles
induce zero modes if massless fermions are coupled to the gauge and Higgs fields
of the monopole

Lψ = iψ̄γµDµψ − gφaψ̄
τa

2
ψ . (129)

The number of zero modes is given by the magnetic charge |m| (125) [45]. Fur-
thermore, the coupled system of a t’ Hooft–Polyakov monopole and a fermionic
zero mode behaves as a boson if the fermions belong to the fundamental represen-
tation of SU(2) (as assumed in (129)) while for isovector fermions the coupled
system behaves as a fermion. Even more puzzling, fermions can be generated
by coupling bosons in the fundamental representation to the ’t Hooft–Polyakov
monopole. The origin of this conversion of isospin into spin [46–48] is the cor-
relation between angular and isospin dependence of Higgs and gauge fields in
solutions of the form (128). Such solutions do not transform covariantly under
spatial rotations generated by J. Under combined spatial and isospin rotations
(generated by I)

K = J + I , (130)

monopoles of the type (128) are invariant. K has to be identified with the an-
gular momentum operator. If added to this invariant monopole, matter fields
determine by their spin and isospin the angular momentum K of the coupled
system.

Formation of monopoles is not restricted to the particular model. The Georgi–
Glashow model is the simplest model in which this phenomenon occurs. With
the topological arguments at hand, one can easily see the general condition for
the existence of monopoles. If we assume electrodynamics to appear in the pro-
cess of symmetry breakdown from a simply connected topological group G, the
isotropy group H (69) must contain a U(1) factor. According to the identi-
ties (61) and (40), the resulting non trivial second homotopy group of the coset
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space
π2(G/[H̃ ⊗ U(1)]) = π1(H̃)⊗ Z (131)

guarantees the existence of monopoles. This prediction is independent of the
group G, the details of the particular model, or of the process of the symme-
try breakdown. It applies to Grand Unified Theories in which the structure
of the standard model (SU(3) ⊗ SU(2) ⊗ U(1)) is assumed to originate from
symmetry breakdown. The fact that monopoles cannot be avoided has posed a
serious problem to the standard model of cosmology. The predicted abundance
of monopoles created in the symmetry breakdown occurring in the early universe
is in striking conflict with observations. Resolution of this problem is offered by
the inflationary model of cosmology [49,50].

6 Quantization of Yang–Mills Theory

Gauge Copies. Gauge theories are formulated in terms of redundant variables.
Only in this way, a covariant, local representation of the dynamics of gauge
degrees of freedom is possible. For quantization of the theory both canonically
or in the path integral, redundant variables have to be eliminated. This procedure
is called gauge fixing. It is not unique and the implications of a particular choice
are generally not well understood. In the path integral one performs a sum over
all field configurations. In gauge theories this procedure has to be modified by
making use of the decomposition of the space of gauge fields into equivalence
classes, the gauge orbits (72). Instead of summing in the path integral over
formally different but physically equivalent fields, the integration is performed
over the equivalence classes of such fields, i.e. over the corresponding gauge
orbits. The value of the action is gauge invariant, i.e. the same for all members
of a given gauge orbit,

S
[
A[U ]

]
= S [A] .

Therefore, the action is seen to be a functional defined on classes (gauge orbits).
Also the integration measure

d
[
A[U ]

]
= d [A] , d [A] =

∏
x,µ,a

dAaµ (x) .

is gauge invariant since shifts and rotations of an integration variable do not
change the value of an integral. Therefore, in the naive path integral

Z̃ =
∫
d [A] eiS[A] ∝

∫ ∏
x

dU (x) .

a “volume” associated with the gauge transformations
∏
x dU (x) can be fac-

torized and thereby the integration be performed over the gauge orbits. To turn
this property into a working algorithm, redundant variables are eliminated by
imposing a gauge condition

f [A] = 0, (132)
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which is supposed to eliminate all gauge copies of a certain field configuration
A. In other words, the functional f has to be chosen such that for arbitrary field
configurations the equation

f [A [U ] ] = 0

determines uniquely the gauge transformation U . If successful, the set of all gauge
equivalent fields, the gauge orbit, is represented by exactly one representative.
In order to write down an integral over gauge orbits, we insert into the integral
the gauge-fixing δ-functional

δ [f (A)] =
∏
x

N2−1∏
a=1

δ [fa (A (x))] .

This modification of the integral however changes the value depending on the
representative chosen, as the following elementary identity shows

δ (g (x)) =
δ (x− a)
|g′ (a) | , g (a) = 0. (133)

This difficulty is circumvented with the help of the Faddeev–Popov determinant
∆f [A] defined implicitly by

∆f [A]
∫
d [U ] δ

[
f
(
A[U ]

)]
= 1.

Multiplication of the path integral Z̃ with the above “1” and taking into account
the gauge invariance of the various factors yields

Z̃ =
∫
d [U ]

∫
d [A] eiS[A]∆f [A] δ

[
f
(
A[U ]

)]

=
∫
d [U ]

∫
d [A] eiS[A

[U]]∆f

[
A[U ]

]
δ
[
f
(
A[U ]

)]
=
∫
d [U ] Z.

The gauge volume has been factorized and, being independent of the dynamics,
can be dropped. In summary, the final definition of the generating functional for
gauge theories

Z [J ] =
∫
d [A]∆f [A] δ (f [A] ) eiS[A]+i

∫
d4xJµAµ (134)

is given in terms of a sum over gauge orbits.

Faddeev–Popov Determinant. For the calculation of∆f [A], we first consider
the change of the gauge condition fa [A] under infinitesimal gauge transforma-
tions . Taylor expansion

fax

[
A[U ]

]
≈ fax [A] +

∫
d4y

∑
b,µ

δfax [A]
δAbµ (y)

δAbµ (y)

= fax [A] +
∫
d4y

∑
b

M (x, y; a, b)αb (y)
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with δAaµ given by infinitesimal gauge transformations (92), yields

M (x, y; a, b) =
(
∂µδ

b,c + gf bcdAdµ (y)
) δfax [A]
δAcµ (y)

. (135)

In the second step, we compute the integral

∆−1
f [A] =

∫
d [U ] δ

[
f
(
A[U ]

)]

by expressing the integration d [U ] as an integration over the gauge functions α.
We finally change to the variables β = Mα

∆−1
f [A] = |detM |−1

∫
d [β] δ [f (A)− β]

and arrive at the final expression for the Faddeev–Popov determinant

∆f [A] = |detM | . (136)

Examples:

• Lorentz gauge

fax (A) = ∂µAaµ (x)− χa (x)

M (x, y; a, b) = − (
δab�− gfabcAcµ (y) ∂µy

)
δ(4) (x− y) (137)

• Coulomb gauge

fax (A) = divAa (x)− χa (x)
M (x, y; a, b) =

(
δab∆+ gfabcAc (y) ∇y

)
δ(4) (x− y) (138)

• Axial gauge

fax (A) = nµAaµ (x)− χa (x)

M (x, y; a, b) = −δabnµ∂µy δ(4) (x− y) (139)

We note that in axial gauge, the Faddeev–Popov determinant does not de-
pend on the gauge fields and therefore changes the generating functional only
by an irrelevant factor.

Gribov Horizons. As the elementary example (133) shows, a vanishing
Faddeev–Popov determinant

(
g′(a) = 0

)
indicates the gauge condition to ex-

hibit a quadratic or higher order zero. This implies that at this point in function
space, the gauge condition is satisfied by at least two gauge equivalent config-
urations, i.e. vanishing of ∆f [A] implies the existence of zero modes associated
with M (135)

Mχ0 = 0



54 F. Lenz

and therefore the gauge choice is ambiguous. The (connected) spaces of gauge
fields which make the gauge choice ambiguous

MH =
{
A
∣∣ detM = 0

}

are called Gribov horizons [51]. Around Gribov horizons, pairs of infinitesimally
close gauge equivalent fields exist which satisfy the gauge condition. If on the
other hand two gauge fields satisfy the gauge condition and are separated by an
infinitesimal gauge transformation, these two fields are separated by a Gribov
horizon. The region beyond the horizon thus contains gauge copies of fields
inside the horizon. In general, one therefore needs additional conditions to select
exactly one representative of the gauge orbits. The structure of Gribov horizons
and of the space of fields which contain no Gribov copies depends on the choice
of the gauge. Without specifying further the procedure, we associate an infinite
potential energy V[A] with every gauge copy of a configuration which already
has been taken into account, i.e. after gauge fixing, the action is supposed to
contain implicitly this potential energy

S[A] → S[A]−
∫
d4xV[A]. (140)

With the above expression, and given a reasonable gauge choice, the generating
functional is written as an integral over gauge orbits and can serve as starting
point for further formal developments such as the canonical formalism [36] or
applications e.g. perturbation theory.

The occurrence of Gribov horizons points to a more general problem in the
gauge fixing procedure. Unlike in electrodynamics, global gauge conditions may
not exist in non-abelian gauge theories [52]. In other words, it may not be pos-
sible to formulate a condition which in the whole space of gauge fields selects
exactly one representative. This difficulty of imposing a global gauge condition
is similar to the problem of a global coordinate choice on e.g. S2. In this case,
one either has to resort to some patching procedure and use more than one set
of coordinates (like for the Wu–Yang treatment of the Dirac Monopole [53]) or
deal with singular fields arising from these gauge ambiguities (Dirac Monopole).
Gauge singularities are analogous to the coordinate singularities on non-trivial
manifolds (azimuthal angle on north pole).

The appearance of Gribov-horizons poses severe technical problems in ana-
lytical studies of non-abelian gauge theories. Elimination of redundant variables
is necessary for proper definition of the path-integral of infinitely many variables.
In the gauge fixing procedure it must be ascertained that every gauge orbit is
represented by exactly one field-configuration. Gribov horizons may make this
task impossible. On the other hand, one may regard the existence of global gauge
conditions in QED and its non-existence in QCD as an expression of a funda-
mental difference in the structure of these two theories which ultimately could
be responsible for their vastly different physical properties.
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7 Instantons

7.1 Vacuum Degeneracy

Instantons are solutions of the classical Yang–Mills field equations with dis-
tinguished topological properties [54]. Our discussion of instantons follows the
pattern of that of the Nielsen–Olesen vortex or the ’t Hooft–Polyakov monopole
and starts with a discussion of configurations of vanishing energy (cf. [55,34,57]).
As follows from the Yang–Mills Hamiltonian (100) in the Weyl gauge (99), static
zero-energy solutions of the equations of motion (84) satisfy

E = 0 , B = 0,

and therefore are pure gauges (93)

A =
1
ig

U(x)∇U†(x). (141)

In the Weyl gauge, pure gauges in electrodynamics are gradients of time-indepen-
dent scalar functions. In SU(2) Yang–Mills theory, the manifold of zero-energy
solutions is according to (141) given by the set of all U(x) ∈ SU(2). Since
topologically SU(2) ∼ S3 (cf. (52)), each U(x) defines a mapping from the base
space R

3 to S3. We impose the requirement that at infinity, U(x) approaches a
unique value independent of the direction of x

U(x) → const. for |x| → ∞. (142)

Thereby, the configuration space becomes compact R
3 → S3 (cf. (47)) and pure

gauges define a map
U(x) : S3 −→ S3 (143)

to which, according to (43), a winding number can be assigned. This winding
number counts how many times the 3-sphere of gauge transformations U(x) is
covered if x covers once the 3-sphere of the compactified configuration space.
Via the degree of the map (49) defined by U(x), this winding number can be
calculated [42,56] and expressed in terms of the gauge fields

nw =
g2

16π2

∫
d3 x εijk

(
Aai ∂j A

a
k −

g

3
εabc Aai A

b
j A

c
k

)
. (144)

The expression on the right hand side yields an integer only if A is a pure gauge.
Examples of gauge transformations giving rise to non-trivial winding (hedgehog
solution for n = 1) are

Un(x) = exp{iπn xτ√
x2 + p2

} (145)

with winding number nw = n (cf. (51) for verifying the asymptotic behav-
ior (142)). Gauge transformations which change the winding number nw are
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0 1 2 3 4

Fig. 9. Schematic plot of the potential energy V [A] =
∫
d3 xB[A]2 as a function of the

winding number (144)

called large gauge transformations. Unlike small gauge transformations, they
cannot be deformed continuously to U = 1.

These topological considerations show that Yang–Mills theory considered as a
classical system possesses an infinity of different lowest energy (E = 0) solutions
which can be labeled by an integer n. They are connected to each other by
gauge fields which cannot be pure gauges and which therefore produce a finite
value of the magnetic field, i.e. of the potential energy. The schematic plot of the
potential energy in Fig. 9 shows that the ground state of QCD can be expected
to exhibit similar properties as that of a particle moving in a periodic potential.
In the quantum mechanical case too, an infinite degeneracy is present with the
winding number in gauge theories replaced by the integer characterizing the
equilibrium positions of the particle.

7.2 Tunneling

“Classical vacua” are states with values of the coordinate of a mechanical system
x = n given by the equilibrium positions. Correspondingly, in gauge theories the
classical vacua, the “n-vacua” are given by the pure gauges ((141) and (145)). To
proceed from here to a description of the quantum mechanical ground state, tun-
neling processes have to be included which, in such a semi-classical approxima-
tion, connect classical vacua with each other. Thereby the quantum mechanical
ground state becomes a linear superposition of classical vacua. Such tunneling
solutions are most easily obtained by changing to imaginary time with a con-
comitant change in the time component of the gauge potential

t→ −it , A0 → −iA0 . (146)

The metric becomes Euclidean and there is no distinction between covariant and
contravariant indices. Tunneling solutions are solutions of the classical field equa-
tions derived from the Euclidean action SE , i.e. the Yang–Mills action (cf. (80))
modified by the substitution (146). We proceed in a by now familiar way and
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derive the Bogomol’nyi bound for topological excitations in Yang–Mills theories.
To this end we rewrite the action (cf. (87))

SE =
1
4

∫
d4x F aµν F

a
µν =

1
4

∫
d4x

(
±F aµν F̃ aµν +

1
2

(F aµν ∓ F̃ aµν)
2
)

(147)

≥ ±1
4

∫
d4x F aµν F̃

a
µν (148)

This bound for SE (Bogomol’nyi bound) is determined by the topological charge
ν , i.e. it can be rewritten as a surface term

ν =
g2

32π2

∫
d4xF aµν F̃

a
µν =

∫
d σµK

µ (149)

of the topological current

Kµ =
g2

16π2 ε
µαβγ

(
Aaα ∂β A

a
γ −

g

3
εabcAaαA

b
β A

c
γ

)
. (150)

Furthermore, if we assume K to vanish at spatial infinity so that

ν =
∫ +∞

−∞
dt

d

dt

∫
K0 d3 x = nw (t = ∞)− nw(t = −∞) , (151)

the charge ν is seen to be quantized as a difference of two winding numbers.
I first discuss the formal implications of this result. The topological charge

has been obtained as a difference of winding numbers of pure (time-independent)
gauges (141) satisfying the condition (142). With the winding numbers, also ν
is a topological invariant. It characterizes the space-time dependent gauge fields
Aµ(x). Another and more direct approach to the topological charge (149) is
provided by the study of cohomology groups. Cohomology groups characterize
connectedness properties of topological spaces by properties of differential forms
and their integration via Stokes’ theorem (cf. Chap. 12 of [58] for an introduc-
tion).

Continuous deformations of gauge fields cannot change the topological charge.
This implies that ν remains unchanged under continuous gauge transformations.
In particular, the ν = 0 equivalence class of gauge fields containing Aµ = 0 as
an element cannot be connected to gauge fields with non-vanishing topological
charge. Therefore, the gauge orbits can be labeled by ν. Field configurations
with ν �= 0 connect vacua (zero-energy field configurations) with different wind-
ing number ((151) and (144)). Therefore, the solutions to the classical Euclidean
field equations with non-vanishing topological charge are the tunneling solutions
needed for the construction of the semi-classical Yang–Mills ground state.

Like in the examples discussed in the previous sections, the field equations
simplify if the Bogomol’nyi bound is saturated. In the case of Yang–Mills the-
ory, the equations of motion can then be solved in closed form. Solutions with
topological charge ν = 1 (ν = −1) are called instantons (anti-instantons). Their
action is given by

SE =
8π2

g2 .
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By construction, the action of any other field configuration with |ν| = 1 is larger.
Solutions with action SE = 8π2|ν|/g2 for |ν| > 1 are called multi-instantons.
According to (147), instantons satisfy

Fµν = ±F̃µν . (152)

The interchange Fµν ↔ F̃µν corresponding in Minkowski space to the inter-
change E→ B, B→ −E is a duality transformation and fields satisfying (152)
are said to be selfdual (+) or anti-selfdual (−) respectively. A spherical Ansatz
yields the solutions

Aaµ = −2
g

ηaµνxν
x2 + ρ2 F 2

µν =
1
g2

192ρ4

(x2 + ρ2)4
, (153)

with the ’t Hooft symbol [59]

ηaµν =



εaµν µ, ν = 1, 2, 3
δaµ ν = 0
−δaν µ = 0 .

The size of the instanton ρ can be chosen freely. Asymptotically, gauge potential
and field strength behave as

A −→
|x|→∞

1
x

F −→
|x|→∞

1
x4 .

The unexpectedly strong decrease in the field strength is the result of a partial
cancellation of abelian and non-abelian contributions to Fµν (78). For instantons,
the asymptotics of the gauge potential is actually gauge dependent. By a gauge
transformation, the asymptotics can be changed to x−3. Thereby the gauge
fields develop a singularity at x = 0, i.e. in the center of the instanton. In this
“singular” gauge, the gauge potential is given by

Aaµ = − 2ρ2

gx2

η̄aµνxν
x2 + ρ2 , η̄aµν = ηaµν(1− 2δµ,0)(1− 2δν,0) . (154)

7.3 Fermions in Topologically Non-trivial Gauge Fields

Fermions are severely affected by the presence of gauge fields with non-trivial
topological properties. A dynamically very important phenomenon is the appear-
ance of fermionic zero modes in certain gauge field configurations. For a variety
of low energy hadronic properties, the existence of such zero modes appears to be
fundamental. Here I will not enter a detailed discussion of non-trivial fermionic
properties induced by topologically non-trivial gauge fields. Rather I will try to
indicate the origin of the induced topological fermionic properties in the context
of a simple system. I will consider massless fermions in 1+1 dimensions moving
in an external (abelian) gauge field. The Lagrangian of this system is (cf. (81))

LYM = −1
4
FµνFµν + ψ̄iγµDµψ, (155)



Topological Concepts in Gauge Theories 59

with the covariant derivative Dµ given in (5) and ψ denoting a 2-component
spinor. The Dirac algebra of the γ matrices

{γµ, γν} = gµν

can be satisfied by the following choice in terms of Pauli-matrices (cf. (50))

γ0 = τ1, γ1 = iτ2, γ5 = −γ0γ1 = τ3.

In Weyl gauge, A0 = 0, the Hamiltonian density (cf. (101)) is given by

H =
1
2
E2 + ψ†Hfψ , (156)

with
Hf = (i∂1 − eA1) γ5 . (157)

The application of topological arguments is greatly simplified if the spectrum of
the fermionic states is discrete. We assume the fields to be defined on a circle
and impose antiperiodic boundary conditions for the fermions

ψ(x+ L) = −ψ(x) .

The (residual) time-independent gauge transformations are given by (6) and (7)
with the Higgs field φ replaced by the fermion field ψ. On a circle, the gauge
functions α(x) have to satisfy (cf. (6))

α(x+ L) = α(x) +
2nπ
e
.

The winding number nw of the mapping

U : S1 → S1

partitions gauge transformations into equivalence classes with representatives
given by the gauge functions

αn(x) = dnx, dn =
2πn
eL

. (158)

Large gauge transformations define pure gauges

A1 = U(x)
1
ie
∂1 U

†(x) , (159)

which inherit the winding number (cf. (144)). For 1+1 dimensional electrody-
namics the winding number of a pure gauge is given by

nw = − e

2π

∫ L

0
dxA1(x) . (160)
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As is easily verified, eigenfunctions and eigenvalues of Hf are given by

ψn(x) = e−ie
∫ x
0 A1dx−iEn(a)xu± , En(a) = ±2π

L
(n+

1
2
− a) , (161)

with the positive and negative chirality eigenspinors u± of τ3 and the zero mode
of the gauge field

a =
e

2π

∫ L

0
dxA1(x) .

We now consider a change of the external gauge field A1(x) from A1(x) = 0 to
a pure gauge of winding number nw. The change is supposed to be adiabatic,
such that the fermions can adjust at each instance to the changed value of the
external field. In the course of this change, a changes continuously from 0 to nw.
Note that adiabatic changes of A1 generate finite field strengths and therefore
do not correspond to gauge transformations. As a consequence we have

En(nw) = En−nw
(0). (162)

As expected, no net change of the spectrum results from this adiabatic changes
between two gauge equivalent fields A1. However, in the course of these changes
the labeling of the eigenstates has changed. nw negative eigenenergies of a certain
chirality have become positive and nw positive eigenenergies of the opposite
chirality have become negative. This is called the spectral flow associated with
this family of Dirac operators. The spectral flow is determined by the winding
number of pure gauges and therefore a topological invariant. The presence of
pure gauges with non-trivial winding number implies the occurrence of zero
modes in the process of adiabatically changing the gauge field. In mathematics,
the existence of zero modes of Dirac operators has become an important tool in
topological investigations of manifolds ([60]). In physics, the spectral flow of the
Dirac operator and the appearance of zero modes induced by topologically non-
trivial gauge fields is at the origin of important phenomena like the formation
of condensates or the existence of chiral anomalies.

7.4 Instanton Gas

In the semi-classical approximation, as sketched above, the non-perturbative
QCD ground state is assumed to be given by topologically distinguished pure
gauges and the instantons connecting the different classical vacuum configura-
tions. In the instanton model for the description of low-energy strong interaction
physics, one replaces the QCD partition function (134), i.e. the weighted sum
over all gauge fields by a sum over (singular gauge) instanton fields (154)

Aµ =
N∑
i=1

U(i) Aµ(i) U+ (i) , (163)

with

Aµ(i) = −η̄aµν ρ2

g[x− z(i)]2
xν − zν(i)

[x− z(i)]2 + ρ2 τ
a .



Topological Concepts in Gauge Theories 61

The gauge field is composed of N instantons with their centers located at the
positions z(i) and color orientations specified by the SU(2) matrices U(i). The
instanton ensemble for calculation of n−point functions is obtained by summing
over these positions and color orientations

Z[J ] =
∫ N∏

i=1

[dU(i)dz(i)] e−SE [A]+i
∫
d4x J·A .

Starting point of hadronic phenomenology in terms of instantons are the fermi-
onic zero modes induced by the non-trivial topology of instantons. The zero
modes are concentrated around each individual instanton and can be constructed
in closed form

D/ψ0 = 0,

ψ0 =
ρ

π
√
x2

γx

(x2 + ρ2)
3
2

1 + γ5

2
ϕ0,

where ϕ0 is an appropriately chosen constant spinor. In the instanton model, the
functional integration over quarks is truncated as well and replaced by a sum
over the zero modes in a given configuration of non-overlapping instantons. A
successful description of low-energy hadronic properties has been achieved [61]
although a dilute gas of instantons does not confine quarks and gluons. It appears
that the low energy-spectrum of QCD is dominated by the chiral properties of
QCD which in turn seem to be properly accounted for by the instanton induced
fermionic zero modes. The failure of the instanton model in generating confine-
ment will be analyzed later and related to a deficit of the model in properly
accounting for the ‘center symmetry’ in the confining phase.

To describe confinement, merons have been proposed [62] as the relevant
field configurations. Merons are singular solutions of the classical equations of
motion [63]. They are literally half-instantons, i.e. up to a factor of 1/2 the meron
gauge fields are identical to the instanton fields in the “regular gauge” (153)

AaMµ (x) =
1
2
Aa Iµ (x) = −1

g

ηaµνxν
x2 ,

and carry half a unit of topological charge. By this change of normalization, the
cancellation between abelian and non-abelian contributions to the field strength
is upset and therefore, asymptotically

A ∼ 1
x
, F ∼ 1

x2 .

The action
S ∼

∫
d4x

1
x4 ,

exhibits a logarithmic infrared divergence in addition to the ultraviolet diver-
gence. Unlike instantons in singular gauge (A ∼ x−3), merons always overlap. A
dilute gas limit of an ensemble of merons does not exist, i.e. merons are strongly
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interacting. The absence of a dilute gas limit has prevented development of
a quantitative meron model of QCD. Recent investigations [64] in which this
strongly interacting system of merons is treated numerically indeed suggest that
merons are appropriate effective degrees of freedom for describing the confining
phase.

7.5 Topological Charge and Link Invariants

Because of its wide use in the topological analysis of physical systems, I will
discuss the topological charge and related topological invariants in the concluding
paragraph on instantons.

The quantization of the topological charge ν is a characteristic property of
the Yang–Mills theory in 4 dimensions and has its origin in the non-triviality of
the mapping (143). Quantities closely related to ν are of topological relevance in
other fields of physics. In electrodynamics topologically non-trivial gauge trans-
formations in 3 space dimensions do not exist

(
π3(S1) = 0

)
and therefore the

topological charge is not quantized. Nevertheless, with

K̃0 = ε0ijkAi∂jAk ,

the charge

hB =
∫
d3xK̃0 =

∫
d3xA ·B (164)

describes topological properties of fields. For illustration we consider two linked
magnetic flux tubes (Fig. 10) with the axes of the flux tubes forming closed
curves C1,2. Since hB is gauge invariant (the integrand is not, but the integral
over the scalar product of the transverse magnetic field and the (longitudinal)
change in the gauge field vanishes), we may assume the vector potential to satisfy
the Coulomb gauge condition

divA = 0 ,

which allows us to invert the curl operator

(∇× )−1 = −∇× 1
∆

(165)

C2

C1

Fig. 10. Linked magnetic flux tubes
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and to express K̃0 uniquely in terms of the magnetic field

K̃0 = −(∇× 1
∆

B
) ·B =

1
4π

∫
d3x

∫
d3x′

(
B(x)×B(x′)

) · x′ − x
|x′ − x|3 .

For single field lines,

B(x) = b1
ds1

dt
δ(x− s1(t)) + b2

ds2

dt
δ(x− s2(t))

the above integral is given by the linking number of the curves C1,2 (cf. (1)).
Integrating finally over the field lines, the result becomes proportional to the
magnetic fluxes φ1,2

hB = 2φ1φ2 lk{C1, C2} . (166)

This result indicates that the charge hB, the “magnetic helicity”, is a topolog-
ical invariant. For an arbitrary magnetic field, the helicity hB can be interpreted
as an average linking number of the magnetic field lines [22]. The helicity hω of
vector fields has actually been introduced in hydrodynamics [5] with the vector
potential replaced by the velocity field u of a fluid and the magnetic field by
the vorticity ω = ∇ × u. The helicity measures the alignment of velocity and
vorticity. The prototype of a “helical” flow [65] is

u = u0 +
1
2
ω0 × x.

The helicity density is constant for constant velocity u0 and vorticity ω0. For par-
allel velocity and vorticity, the streamlines of the fluid are right-handed helices.
In magnetohydrodynamics, besides hB and hω, a further topological invariant
the “crossed” helicity can be defined. It characterizes the linkage of ω and B [66].

Finally, I would like to mention the role of the topological charge in the
connection between gauge theories and topological invariants [67,68]. The start-
ing point is the expression (164) for the helicity, which we use as action of the
3-dimensional abelian gauge theory [69], the abelian “Chern–Simons” action

SCS =
k

8π

∫
M

d3xA ·B ,

where M is a 3-dimensional manifold and k an integer. One calculates the ex-
pectation value of a product of circular Wilson loops

WN =
N∏
i=1

exp
{
i

∫
Ci

A ds
}
.

The Gaussian path integral

〈WN 〉 =
∫
D[A]eiSCS WN
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can be performed after inversion of the curl operator (165) in the space of trans-
verse gauge fields. The calculation proceeds along the line of the calculation of
hB (164) and one finds

〈WN 〉 ∝ exp
{2iπ

k

N∑
i �=j=1

lk{Ci, Cj}
}
.

The path integral for the Chern–Simons theory leads to a representation of a
topological invariant. The key property of the Chern–Simons action is its invari-
ance under general coordinate transformations. SCS is itself a topological invari-
ant. As in other evaluations of expectation values of Wilson loops, determination
of the proportionality constant in the expression for 〈WN 〉 requires regulariza-
tion of the path integral due to the linking of each curve with itself (self linking
number). In the extension to non-abelian (3-dimensional) Chern–Simons theory,
the very involved analysis starts with K0 (150) as the non-abelian Chern–Simons
Lagrangian. The final result is the Jones–Witten invariant associated with the
product of circular Wilson loops [67].

8 Center Symmetry and Confinement

Gauge theories exhibit, as we have seen, a variety of non-perturbative phenom-
ena which are naturally analyzed by topological methods. The common origin
of all the topological excitations which I have discussed is vacuum degeneracy,
i.e. the existence of a continuum or a discrete set of classical fields of minimal
energy. The phenomenon of confinement, the trademark of non-abelian gauge
theories, on the other hand, still remains mysterious in spite of large efforts
undertaken to confirm or disprove the many proposals for its explanation. In
particular, it remains unclear whether confinement is related to the vacuum de-
generacy associated with the existence of large gauge transformations or more
generally whether classical or semiclassical arguments are at all appropriate for
its explanation. In the absence of quarks, i.e. of matter in the fundamental
representation, SU(N) gauge theories exhibit a residual gauge symmetry, the
center symmetry, which is supposed to distinguish between confined and decon-
fined phases [70]. Irrespective of the details of the dynamics which give rise to
confinement, this symmetry must be realized in the confining phase and sponta-
neously broken in the “plasma” phase. Existence of a residual gauge symmetry
implies certain non-trivial topological properties akin to the non-trivial topo-
logical properties emerging in the incomplete spontaneous breakdown of gauge
symmetries discussed above. In this and the following chapter I will describe
formal considerations and discuss physical consequences related to the center
symmetry properties of SU(2) gauge theory. To properly formulate the center
symmetry and to construct explicitly the corresponding symmetry transforma-
tions and the order parameter associated with the symmetry, the gauge theory
has to be formulated on space-time with (at least) one of the space-time direc-
tions being compact, i.e. one has to study gauge theories at finite temperature
or finite extension.
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8.1 Gauge Fields at Finite Temperature and Finite Extension

When heating a system described by a field theory or enclosing it by making
a spatial direction compact new phenomena occur which to some extent can
be analyzed by topological methods. In relativistic field theories systems at fi-
nite temperature and systems at finite extensions with an appropriate choice
of boundary conditions are copies of each other. In order to display the physi-
cal consequences of this equivalence we consider the Stefan–Boltzmann law for
the energy density and pressure for a non-interacting scalar field with the corre-
sponding quantities appearing in the Casimir effect, i.e. the energy density of the
system if it is enclosed in one spatial direction by walls. I assume the scalar field
to satisfy periodic boundary conditions on the enclosing walls. The comparison

Stefan–Boltzmann Casimir

ε =
π2

15
T 4 p = −π

2

15
L−4

p =
π2

45
T 4 ε = −π

2

45
L−4 . (167)

expresses a quite general relation between thermal and quantum fluctuations in
relativistic field theories [71,72]. This connection is easily established by consid-
ering the partition function given in terms of the Euclidean form (cf. (146)) of
the Lagrangian

Z =
∫
period.

D[...]e−
∫ β
0 dx0

∫
dx1dx2dx3LE [...]

which describes a system of infinite extension at temperature T = β−1. The
partition function

Z =
∫
period.

D[...]e−
∫ L
0 dx3

∫
dx0dx1dx2LE [...]

describes the same dynamical system in its ground state (T = 0) at finite exten-
sion L in 3-direction. As a consequence, by interchanging the coordinate labels in
the Euclidean, one easily derives allowing for both finite temperature and finite
extension

Z(β, L) = Z(L, β)

ε(β, L) = −p(L, β). (168)

These relations hold irrespective of the dynamics of the system. They apply to
non-interacting systems (167) and, more interestingly, they imply that any phase
transition taking place when heating up an interacting system has as counter-
part a phase transition occurring when compressing the system (Quantum phase
transition [41] by variation of the size parameter L). Critical temperature and
critical length are related by

Tc =
1
Lc
.
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For QCD with its supposed phase transition at about 150 MeV, this relation
predicts the existence of a phase transition when compressing the system beyond
1.3 fm.

Thermodynamic quantities can be calculated as ground state properties of
the same system at the corresponding finite extension. This enables us to apply
the canonical formalism and with it the standard tools of analyzing the system
by symmetry considerations and topological methods. Therefore, in the following
a spatial direction, the 3-direction, is chosen to be compact and of extension L

0 ≤ x3 ≤ L x = (x⊥, x3),

with
x⊥ = (x0, x1, x2).

Periodic boundary conditions for gauge and bosonic matter fields

Aµ(x⊥, x3 + L) = Aµ(x⊥, x3) , φ(x⊥, x3 + L) = φ(x⊥, x3) (169)

are imposed, while fermion fields are subject to antiperiodic boundary conditions

ψ(x⊥, x3 + L) = −ψ(x⊥, x3). (170)

In finite temperature field theory, i.e. for T = 1/L, only this choice of boundary
conditions defines the correct partition functions [73]. The difference in sign of
fermionic and bosonic boundary conditions reflect the difference in the quanti-
zation of the two fields by commutators and anticommutators respectively. The
negative sign, appearing when going around the compact direction is akin to the
change of sign in a 2π rotation of a spin 1/2 particle.

At finite extension or finite temperature, the fields are defined on S1 ⊗ R
3

rather than on R
4 if no other compactification is assumed. Non-trivial topolog-

ical properties therefore emerge in connection with the S1 component. R
3 can

be contracted to a point (cf. (32)) and therefore the cylinder is homotopically
equivalent to a circle

S1 ⊗ R
n ∼ S1 . (171)

Homotopy properties of fields defined on a cylinder (mappings from S1 to some
target space) are therefore given by the fundamental group of the target space.
This is illustrated in Fig. 11 which shows two topologically distinct loops. The
loop on the surface of the cylinder can be shrunk to a point, while the loop
winding around the cylinder cannot.

8.2 Residual Gauge Symmetries in QED

I start with a brief discussion of electrodynamics with the gauge fields coupled to
a charged scalar field as described by the Higgs model Lagrangian (2) (cf. [39,74]).
Due to the homotopic equivalence (171), we can proceed as in our discussion of
1+1 dimensional electrodynamics and classify gauge transformations according
to their winding number and separate the gauge transformations into small and
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x3

x⊥

Fig. 11. Polyakov loop (along the compact x3 direction) and Wilson loop (on the
surface of the cylinder) in S1 ⊗ R

3

large ones with representative gauge functions given by (158) (with x replaced
by x3). If we strictly follow the Faddeev–Popov procedure, gauge fixing has to
be carried out by allowing for both type of gauge transformations. Most of the
gauge conditions employed do not lead to such a complete gauge fixing. Consider
for instance within the canonical formalism with A0 = 0 the Coulomb-gauge
condition

divA = 0, (172)

and perform a large gauge transformation associated with the representative
gauge function (158)

A(x) → A(x) + e3dn φ(x) → eiex3dnφ(x) . (173)

The transformed gauge field (cf. (7)) is shifted by a constant and therefore
satisfies the Coulomb-gauge condition as well. Thus, each gauge orbit O (cf. (72))
is represented by infinitely many configurations each one representing a suborbit
On. The suborbits are connected to each other by large gauge transformations,
while elements within a suborbit are connected by small gauge transformations.
The multiple representation of a gauge orbit implies that the Hamiltonian in
Coulomb gauge contains a residual symmetry due to the presence of a residual
redundancy. Indeed, the Hamiltonian in Coulomb gauge containing only the
transverse gauge fields Atr and their conjugate momenta Etr (cf. (10))

H =
1
2
(E2

tr +B2) + π∗π + (Dtrφ)∗(Dtrφ) + V (φ) , H =
∫
d3xH(x) (174)

is easily seen to be invariant under the discrete shifts of the gauge fields joined
by discrete rotations of the Higgs field

[H, eiD3dn ] = 0. (175)

These transformations are generated by the 3-component of Maxwell’s displace-
ment vector

D =
∫
d3x(E + x j 0 ) ,
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with the discrete set of parameters dn given in (158). At this point, the analysis
of the system via symmetry properties is more or less standard and one can
characterize the different phases of the abelian Higgsmodel by their realization
of the displacement symmetry. It turns out that the presence of the residual
gauge symmetry is necessary to account for the different phases. It thus appears
that complete gauge fixing involving also large gauge transformations is not a
physically viable option.

Like in the symmetry breakdown occurring in the non-abelian Higgs model,
in this procedure of incomplete gauge fixing, the U(1) gauge symmetry has not
completely disappeared but the isotropy group Hlgt (69) of the large gauge
transformations (173) generated by D3 remains. Denoting with G1 the (simply
connected) group of gauge transformations in (the covering space) R

1 we deduce
from (60) the topological relation

π1(G1/Hlgt) ∼ Z , (176)

which expresses the topological stability of the large gauge transformations.
Equation (176) does not translate directly into a topological stability of gauge
and matter field configurations. An appropriate Higgs potential is necessary to
force the scalar field to assume a non-vanishing value. In this case the topo-
logically non-trivial configurations are strings of constant gauge fields winding
around the cylinder with the winding number specifying both the winding of
the phase of the matter field and the strength of the gauge field. If, on the
other hand, V (ϕ) has just one minimum at ϕ = 0 nothing prevents a continuous
deformation of a configuration to A = ϕ = 0. In such a case, only quantum
fluctuations could possibly induce stability.

Consequences of the symmetry can be investigated without such additional
assumptions. In the Coulomb phase for instance with the Higgs potential given
by the mass term V (φ) = m2φφ�, the periodic potential for the gauge field
zero-mode

a0
3 =

1
V

∫
d3xA3(x) (177)

can be evaluated [75]

Veff(a0
3) = − m2

π2L2

∞∑
n=1

1
n2 cos(neLa0

3)K2(nmL) . (178)

The effective potential accounts for the effect of the thermal fluctuations on the
gauge field zero-mode. It vanishes at zero temperature (L→∞). The periodicity
of Veff reflects the residual gauge symmetry. For small amplitude oscillations
eLa0

3 � 2π, Veff can be approximated by the quadratic term, which in the
small extension or high temperature limit, mL = m/T � 1, defines the Debye
screening mass [73,76]

m2
D =

1
3
e2T 2 . (179)

This result can be obtained by standard perturbation theory. We note that this
perturbative evaluation of Veff violates the periodicity, i.e. it does not respect
the residual gauge symmetry.
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8.3 Center Symmetry in SU(2) Yang–Mills Theory

To analyze topological and symmetry properties of gauge fixed SU(2) Yang–Mills
theory, we proceed as above, although abelian and non-abelian gauge theories
differ in an essential property. Since π1

(
SU(2)

)
= 0, gauge transformations de-

fined on S1 ⊗ R
3 are topologically trivial. Nevertheless, non-trivial topological

properties emerge in the course of an incomplete gauge fixing enforced by the
presence of a non-trivial center (62) of SU(2). We will see later that this is ac-
tually the correct physical choice for accounting of both the confined and decon-
fined phases. Before implementing a gauge condition, it is useful to decompose
the gauge transformations according to their periodicity properties. Although
the gauge fields have been required to be periodic, gauge transformations may
not. Gauge transformations preserve periodicity of gauge fields and of matter
fields in the adjoint representation (cf. (89) and (90)) if they are periodic up to
an element of the center of the gauge group

U (x⊥, L) = cU · U (x⊥, 0) . (180)

If fields in the fundamental representation are present with their linear depen-
dence on U (89), their boundary conditions require the gauge transformations
U to be strictly periodic cU = 1. In the absence of such fields, gauge transforma-
tions can be classified according to the value of cU (±1 in SU(2)). An important
example of an SU(2) (cf. (66)) gauge transformation u− with c = −1 is

u− = eiπψ̂τx3/L = cosπx3/L+ iψ̂τ sinπx3/L. (181)

Here ψ̂(x⊥) is a unit vector in color space. For constant ψ̂, it is easy to verify
that the transformed gauge fields

A [u−]
µ = eiπψ̂τx3/LAµe

−iπψ̂τx3/L − π

gL
ψ̂τ δµ3

indeed remain periodic and continuous. Locally, cU = ±1 gauge transformations
U cannot be distinguished. Global changes induced by gauge transformations
like (181) are detected by loop variables winding around the compact x3 direc-
tion. The Polyakov loop,

P (x⊥) = P exp
{
ig

∫ L

0
dx3A3(x)

}
, (182)

is the simplest of such variables and of importance in finite temperature field
theory. The coordinate x⊥ denotes the position of the Polyakov loop in the space
transverse to x3. Under gauge transformations (cf. (94) and (96))

P (x⊥) → U (x⊥, L)P (x⊥)U† (x⊥, 0) .

With x = (x⊥, 0) and x = (x⊥, L) labeling identical points, the Polyakov loop is
seen to distinguish cU = ±1 gauge transformations. In particular, we have

tr{P (x⊥)} → tr{cUP (x⊥)} SU(2)
= ±tr{P (x⊥)}.
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With this result, we now can transfer the classification of gauge transformations
to a classification of gauge fields. In SU(2), the gauge orbits O (cf. (72)) are
decomposed according to c = ±1 into suborbits O± . Thus these suborbits are
characterized by the sign of the Polyakov loop at some fixed reference point x0

⊥

A(x) ∈ O± , if ± tr{P (x0
⊥)} ≥ 0. (183)

Strictly speaking, it is not the trace of the Polyakov loop rather only its modulus
|tr{P (x⊥)}| which is invariant under all gauge transformations. Complete gauge
fixing, i.e. a representation of gauge orbits O by exactly one representative, is
only possible if the gauge fixing transformations are not strictly periodic. In turn,
if gauge fixing is carried out with strictly periodic gauge fixing transformations
(U, cU = 1) the resulting ensemble of gauge fields contains one representative
Af± for each of the suborbits (183). The label f marks the dependence of the
representative on the gauge condition (132). The (large) cU = −1 gauge trans-
formation mapping the representatives of two gauge equivalent suborbits onto
each other are called center reflections

Z : Af+ ↔ Af−. (184)

Under center reflections

Z : trP (x⊥) → −trP (x⊥). (185)

The center symmetry is a standard symmetry within the canonical formalism.
Center reflections commute with the Hamiltonian

[H,Z] = 0 . (186)

Stationary states in SU(2) Yang–Mills theory can therefore be classified accord-
ing to their Z-Parity

H|n±〉 = En± |n±〉 , Z|n±〉 = ±|n±〉 . (187)

The dynamics of the Polyakov loop is intimately connected to confinement.
The Polyakov loop is associated with the free energy of a single heavy charge. In
electrodynamics, the coupling of a heavy pointlike charge to an electromagnetic
field is given by

δL =
∫
d4xjµAµ = e

∫
d4xδ(x− y)A0(x) = e

∫ L

0
dx0A0(x0,y) ,

which, in the Euclidean and after interchange of coordinate labels 0 and 3,
reduces to the logarithm of the Polyakov loop. The property of the system to
confine can be formulated as a symmetry property. The expected infinite free
energy of a static color charge results in a vanishing ground state expectation
value of the Polyakov loop

〈0|trP (x⊥)|0〉 = 0 (188)
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in the confined phase. This property is guaranteed if the vacuum is center sym-
metric. The interaction energy V (x⊥) of two static charges separated in a trans-
verse direction is, up to an additive constant, given by the Polyakov-loop corre-
lator

〈0|trP (x⊥)trP (0)|0〉 = e−LV (x⊥). (189)

Thus, vanishing of the Polyakov-loop expectation values in the center symmetric
phase indicates an infinite free energy of static color charges, i.e. confinement.
For non-zero Polyakov-loop expectation values, the free energy of a static color
charge is finite and the system is deconfined. A non-vanishing expectation value
is possible only if the center symmetry is broken. Thus, in the transition from
the confined to the plasma phase, the center symmetry, i.e. a discrete part of the
underlying gauge symmetry, must be spontaneously broken. As in the abelian
case, a complete gauge fixing, i.e. a definition of gauge orbits including large
gauge transformations may not be desirable or even possible. It will prevent a
characterization of different phases by their symmetry properties.

As in QED, non-trivial residual gauge symmetry transformations do not nec-
essarily give rise to topologically non-trivial gauge fields. For instance, the pure
gauge obtained from the non-trivial gauge transformation (181), with constant
ψ̂, Aµ = − π

gL ψ̂τ δµ3 is deformed trivially, along a path of vanishing action, into
Aµ = 0. In this deformation, the value of the Polyakov loop (182) changes con-
tinuously from −1 to 1. Thus a vacuum degeneracy exists with the value of the
Polyakov loop labeling the gauge fields of vanishing action. A mechanism, like
the Higgs mechanism, which gives rise to the topological stability of excitations
built upon the degenerate classical vacuum has not been identified.

8.4 Center Vortices

Here, we again view the (incomplete) gauge fixing process as a symmetry break-
down which is induced by the elimination of redundant variables. If we require
the center symmetry to be present after gauge fixing, the isotropy group formed
by the center reflections must survive the “symmetry breakdown”. In this way,
we effectively change the gauge group

SU(2) → SU(2)/Z(2). (190)

Since π1
(
SU(2)/Z2

)
= Z2, as we have seen (63), this space of gauge transfor-

mations contains topologically stable defects, line singularities in R
3 or singular

sheets in R
4. Associated with such a singular gauge transformation UZ2(x) are

pure gauges (with the singular line or sheet removed)

Aµ
Z2

(x) =
1
ig
UZ2(x) ∂µ U†

Z2
(x).

The following gauge transformation written in cylindrical coordinates ρ, ϕ, z, t

UZ2(ϕ) = exp i
ϕ

2
τ3
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exhibits the essential properties of singular gauge transformations, the center
vortices, and their associated singular gauge fields . UZ2 is singular on the sheet
ρ = 0 ( for all z, t). It has the property

UZ2(2π) = −UZ2(0),

i.e. the gauge transformation is continuous in SU(2)/Z2 but discontinuous as
an element of SU(2). The Wilson loop detects the defect. According to (97)
and (98), the Wilson loop, for an arbitrary path C enclosing the vortex, is given
by

WC,Z2 =
1
2

tr
{
UZ2(2π)U†

Z2
(0)

}
= −1 . (191)

The corresponding pure gauge field has only one non-vanishing space-time com-
ponent

Aϕ
Z2

(x) = − 1
2gρ

τ3 , (192)

which displays the singularity. For calculation of the field strength, we can, with
only one color component non-vanishing, apply Stokes theorem. We obtain for
the flux through an area of arbitrary size Σ located in the x− y plane

∫
Σ

F12ρdρdϕ = −π
g
τ3 ,

and conclude
F12 = −π

g
τ3δ(2)(x).

This divergence in the field strength makes these fields irrelevant in the sum-
mation over all configurations. However, minor changes, like replacing the 1/ρ
in Aϕ

Z2
by a function interpolating between a constant at ρ = 0 and 1/ρ at

large ρ eliminate this singularity. The modified gauge field is no longer a pure
gauge. Furthermore, a divergence in the action from the infinite extension can
be avoided by forming closed finite sheets. All these modifications can be carried
out without destroying the property (191) that the Wilson loop is −1 if enclos-
ing the vortex. This crucial property together with the assumption of a random
distribution of center vortices yields an area law for the Wilson loop. This can
be seen (cf. [77]) by considering a large area A in a certain plane containing a
loop of much smaller area AW . Given a fixed number N of intersection points
of vortices with A, the number of intersection points with AW will fluctuate
and therefore the value W of the Wilson loop. For a random distribution of
intersection points, the probability to find n intersection points in AW is given
by

pn =
(
N

n

)(AW
A

)n(
1− AWA

)N−n
.

Since, as we have seen, each intersection point contributes a factor −1, one
obtains in the limit of infinite A with the density ν of intersection points, i.e.
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vortices per area kept fixed,

〈W 〉 =
N∑
n=1

(−1)npn → exp
(− 2νAW

)
.

As exemplified by this simple model, center vortices, if sufficiently abundant and
sufficiently disordered, could be responsible for confinement (cf. [78]).

It should be noticed that, unlike the gauge transformation UZ2 , the associated
pure gauge Aµ

Z2
is not topologically stable. It can be deformed into Aµ = 0 by a

continuous change of its strength. This deformation, changing the magnetic flux,
is not a gauge transformation and therefore the stability of UZ2 is compatible
with the instability of AZ2 . In comparison to nematic substances with their stable
Z2 defects (cf. Fig. 7), the degrees of freedom of Yang–Mills theories are elements
of the Lie algebra and not group-elements and it is not unlikely that the stability
of Z2 vortices pertains only to formulations of Yang–Mills theories like lattice
gauge theories where the elementary degrees of freedom are group elements.

It is instructive to compare this unstable defect in the gauge field with a
topologically stable vortex. In a simple generalization [8] of the non-abelian
Higgs model (82) such vortices appear. One considers a system containing two
instead of one Higgs field with self-interactions of the type (104)

Lm =
∑
k=1,2

{1
2
DµφkD

µφk − λk
4

(φ2
k − a2

k)
2
}
− V12(φ1φ2) , λk > 0 . (193)

By a choice of the interaction between the two scalar fields which favors the
Higgs fields to be orthogonal to each other in color space, a complete spontaneous
symmetry breakdown up to multiplication of the Higgs fields with elements of
the center of SU(2) can be achieved. The static, cylindrically symmetric Ansatz
for such a “Z2-vortex” solution [79]

φ1 =
a1

2
τ3, φ2 =

a2

2
f(ρ)

(
cosϕ τ1 + sinϕ τ2), Aϕ = − 1

2g
α(ρ)τ3 (194)

leads with V12 ∝ (φ1φ2)2 to a system of equations for the functions f(ρ) and
α(ρ) which is almost identical to the coupled system of equations (26) and(27)
for the abelian vortex. As for the Nielsen–Olesen vortex or the ’t Hooft–Polyakov
monopole, the topological stability of this vortex is ultimately guaranteed by the
non-vanishing values of the Higgs fields, enforced by the self-interactions and the
asymptotic alignment of gauge and Higgs fields. This stability manifests itself in
the quantization of the magnetic flux (cf.(125))

m =
∫
S2

B · dσ = −2π
g
. (195)

In this generalized Higgs model, fields can be classified according to their mag-
netic flux, which either vanishes as for the zero energy configurations or takes
on the value (195). With this classification, one can associate a Z2 symmetry
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similar to the center symmetry with singular gauge transformations connecting
the two classes. Unlike center reflections (181), singular gauge transformations
change the value of the action. It has been argued [80] that, within the 2+1
dimensional Higgs model, this “topological symmetry” is spontaneously bro-
ken with the vacuum developing a domain structure giving rise to confinement.
Whether this happens is a dynamical issue as complicated as the formation
of flux tubes in Type II superconductors discussed on p.18. This spontaneous
symmetry breakdown requires the center vortices to condense as a result of an
attractive vortex–vortex interaction which makes the square of the vortex mass
zero or negative. Extensions of such a scenario to pure gauge theories in 3+1
dimensions have been suggested [81,82].

8.5 The Spectrum of the SU(2) Yang–Mills Theory

Based on the results of Sect. 8.3 concerning the symmetry and topology of Yang–
Mills theories at finite extension, I will deduce properties of the spectrum of the
SU(2) Yang–Mills theory in the confined, center-symmetric phase.

• In the center-symmetric phase,

Z|0〉 = |0〉 ,

the vacuum expectation value of the Polyakov loop vanishes (188).
• The correlation function of Polyakov loops yields the interaction energy V

of static color charges (in the fundamental representation)

exp {−LV (r)} = 〈0|T [
trP

(
xE⊥

)
trP (0)

] |0〉 , r2 =
(
xE⊥

)2
. (196)

• Due to the rotational invariance in Euclidean space, xE⊥ can be chosen to
point in the time direction. After insertion of a complete set of excited states

exp {−LV (r)} =
∑
n−

|〈n−|trP (0) |0〉|2 e−En−r . (197)

In the confined phase, the ground state does not contribute (188). Since
P
(
xE⊥

)
is odd under reflections only odd excited states,

Z|n−〉 = −|n−〉 ,

contribute to the above sum. If the spectrum exhibits a gap,

En− ≥ E1− > 0,

the potential energy V increases linearly with r for large separations,

V (r) ≈ E1

L
r for r →∞ and L > Lc . (198)
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• The linear rise with the separation, r, of two static charges (cf. (189)) is a
consequence of covariance and the existence of a gap in the states excited by
the Polyakov-loop operator. The slope of the confining potential is the string
tension σ. Thus, in Yang–Mills theory at finite extension, the phenomenon
of confinement is connected to the presence of a gap in the spectrum of
Z−odd states,

E− ≥ σL , (199)

which increases linearly with the extension of the compact direction. When
applied to the vacuum, the Polyakov-loop operator generates states which
contain a gauge string winding around the compact direction. The lower
limit (199) is nothing else than the minimal energy necessary to create such
a gauge string in the confining phase. Two such gauge strings, unlike one, are
not protected topologically from decaying into the ground state or Z = 1
excited states. We conclude that the states in the Z = −1 sector contain
Z2- stringlike excitations with excitation energies given by σL. As we have
seen, at the classical level, gauge fields with vanishing action exist which
wind around the compact direction. Quantum mechanics lifts the vacuum
degeneracy and assigns to the corresponding states the energy (199).

• Z−even operators in general will have non-vanishing vacuum expectation
values and such operators are expected to generate the hadronic states with
the gap determined by the lowest glueball mass E+ = mgb for sufficiently
large extension mgbL� 1 .

• SU(2) Yang–Mills theory contains two sectors of excitations which, in the
confined phase, are not connected by any physical process.
– The hadronic sector, the sector of Z−even states with a mass gap (ob-

tained from lattice calculations) E+ = mgb ≈ 1.5 GeV
– The gluonic sector, the sector of Z−odd states with mass gap E− = σL.

• When compressing the system, the gap in the Z = −1 sector decreases
to about 650 MeV at Lc ≈ 0.75fm, (Tc ≈ 270 MeV). According to SU(3)
lattice gauge calculations, when approaching the critical temperature Tc ≈
220 MeV, the lowest glueball mass decreases. The extent of this decrease is
controversial. The value mgb(Tc) = 770 MeV has been determined in [83,84]
while in a more recent calculation [85] the significantly higher value of
1250 MeV is obtained for the glueball mass at Tc.

• In the deconfined or plasma phase, the center symmetry is broken. The ex-
pectation value of the Polyakov loop does not vanish. Debye screening of the
fundamental charges takes place and formation of flux tubes is suppressed.
Although the deconfined phase has been subject of numerous numerical in-
vestigations, some conceptual issues remain to be clarified. In particular, the
origin of the exceptional realization of the center symmetry is not under-
stood. Unlike symmetries of nearly all other systems in physics, the center
symmetry is realized in the low temperature phase and broken in the high
temperature phase. The confinement–deconfinement transition shares this
exceptional behavior with the “inverse melting” process which has been ob-
served in a polymeric system [86] and in a vortex lattice in high-Tc super-
conductors [87]. In the vortex lattice, the (inverse) melting into a crystalline
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state happens as a consequence of the increase in free energy with increasing
disorder which, in turn, under special conditions, may favor formation of a
vortex lattice. Since nature does not seem to offer a variety of possibilities for
inverse melting, one might guess that a similar mechanism is at work in the
confinement–deconfinement transition. A solution of this type would be pro-
vided if the model of broken topological Z2 symmetry discussed in Sect. 8.4
could be substantiated. In this model the confinement–deconfinement tran-
sition is driven by the dynamics of the “disorder parameter” [80] which
exhibits the standard pattern of spontaneous symmetry breakdown.
The mechanism driving the confinement–deconfinement transition must also
be responsible for the disparity in the energies involved. As we have seen,
glueball masses are of the order of 1.5 GeV. On the other hand, the maximum
in the spectrum of the black-body radiation increases with temperature and
reaches according to Planck’s law at T = 220 MeV a value of 620 MeV.
A priori one would not expect a dissociation of the glueballs at such low
temperatures. According to the above results concerning the Z = ±1 sectors,
the phase transition may be initiated by the gain in entropy through coupling
of the two sectors which results in a breakdown of the center symmetry. In
this case the relevant energy scale is not the glueball mass but the mass gap
of the Z = −1 states which, at the extension corresponding to 220 MeV,
coincides with the peak in the energy density of the blackbody-radiation.

9 QCD in Axial Gauge

In close analogy to the discussion of the various field theoretical models which
exhibit topologically non-trivial excitations, I have described so far SU(2) Yang–
Mills theory from a rather general point of view. The combination of symmetry
and topological considerations and the assumption of a confining phase has led
to intriguing conclusions about the spectrum of this theory. To prepare for more
detailed investigations, the process of elimination of redundant variables has
to be carried out. In order to make the residual gauge symmetry (the center
symmetry) manifest, the gauge condition has to be chosen appropriately. In
most of the standard gauges, the center symmetry is hidden and will become
apparent in the spectrum only after a complete solution. It is very unlikely
that approximations will preserve the center symmetry as we have noticed in
the context of the perturbative evaluation of the effective potential in QED (cf.
(178) and (179)). Here I will describe SU(2) Yang–Mills theory in the framework
of axial gauge, in which the center reflections can be explicitly constructed and
approximation schemes can be developed which preserve the center symmetry.

9.1 Gauge Fixing

We now carry out the elimination of redundant variables and attempt to elim-
inate the 3-component of the gauge field A3(x). Formally this can be achieved
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by applying the gauge transformation

Ω(x) = P exp ig

∫ x3

0
dz A3 (x⊥, z) .

It is straightforward to verify that the gauge transformed 3-component of the
gauge field indeed vanishes (cf. (90))

A3 (x) → Ω (x)
(
A3 (x) +

1
ig
∂3

)
Ω† (x) = 0.

However, this gauge transformation to axial gauge is not quite legitimate. The
gauge transformation is not periodic

Ω(x⊥, x3 + L) �= Ω(x⊥, x3).

In general, gauge fields then do not remain periodic either under transformation
with Ω. Furthermore, with A3 also the gauge invariant trace of the Polyakov
loop (182) is incorrectly eliminated by Ω. These shortcomings can be cured, i.e.
periodicity can be preserved and the loop variables trP (x⊥) can be restored
with the following modified gauge transformation

Ωag(x) = ΩD (x⊥)
[
P †(x⊥)

]x3/L
Ω(x) . (200)

The gauge fixing to axial gauge thus proceeds in three steps

• Elimination of the 3-component of the gauge field A3(x)
• Restoration of the Polyakov loops P (x⊥)
• Elimination of the gauge variant components of the Polyakov loops P (x⊥)

by diagonalization

ΩD (x⊥)P (x⊥)Ω†D (x⊥) = eigLa3(x⊥) τ3/2 . (201)

Generating Functional. With the above explicit construction of the appro-
priate gauge transformations, we have established that the 3-component of the
gauge field indeed can be eliminated in favor of a diagonal x3-independent field
a3(x⊥). In the language of the Faddeev–Popov procedure, the axial gauge con-
dition (cf. (132)) therefore reads

f [A] = A3 −
(
a3 +

π

gL

)τ3

2
. (202)

The field a3(x⊥) is compact,

a3 = a3(x⊥), − π

gL
≤ a3(x⊥) ≤ π

gL
.

It is interesting to compare QED and QCD in axial gauge in order to identify
already at this level properties which are related to the non-abelian character of
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QCD. In QED the same procedure can be carried out with omission of the third
step. Once more, a lower dimensional field has to be kept for periodicity and
gauge invariance. However, in QED the integer part of a3(x⊥) cannot be gauged
away; as winding number of the mapping S1 → S1 it is protected topologically. In
QCD, the appearance of the compact variable is ultimately due to the elimination
of the gauge field A3, an element of the Lie algebra, in favor of P (x⊥), an element
of the compact Lie group.

With the help of the auxiliary field a3(x⊥), the generating functional for
QCD in axial gauge is written as

Z [J ] =
∫
d[a3]d [A]∆f [A] δ

{
A3 −

(
a3 +

π

gL

)τ3

2

}
eiS[A]+i

∫
d4xJµAµ . (203)

This generating functional contains as dynamical variables the fields a3(x⊥),
A⊥(x) with

A⊥(x) = {A0(x), A1(x), A2(x)}.
It is one of the unique features of axial gauge QCD that the Faddeev–Popov
determinant (cf. (136) and 135))

∆f [A] = |detD3|

can be evaluated in closed form

detD3

(det ∂3)3
=
∏
x⊥

1
L2 cos2 gLa3(x⊥)/2 ,

and absorbed into the measure

Z [J ] =
∫
D[a3]d [A⊥] eiS[A⊥,a3− π

gL ]+i
∫
d4xJA.

The measure

D [a3] =
∏
x⊥

cos2 (gLa3(x⊥)/2) Θ
[
a3(x⊥)2 − (π/gL)2

]
da3 (x⊥) (204)

is nothing else than the Haar measure of the gauge group. It reflects the presence
of variables (a3) which are built from elements of the Lie group and not of the
Lie algebra. Because of the topological equivalence of SU(2) and S3 (cf. (52))
the Haar measure is the volume element of S3

dΩ3 = cos2 θ1 cos θ2 dθ1dθ2dϕ ,

with the polar angles defined in the interval [−π/2, π/2]. In the diagonalization
of the Polyakov loop (201) gauge equivalent fields corresponding to different
values of θ2 and ϕ for fixed θ1 are eliminated as in the example discussed above
(cf. (70)). The presence of the Haar measure has far reaching consequences.
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Center Reflections. Center reflections Z have been formally defined in (184).
They are residual gauge transformations which change the sign of the Polyakov
loop (185). These residual gauge transformations are loops in SU(2)/Z2 (cf.
(66)) and, in axial gauge, are given by

Z = ieiπτ
1/2eiπτ

3x3/L.

They transform the gauge fields, and leave the action invariant

Z : a3 → −a3, A3
µ → −A3

µ, Φµ → Φ†µ, S[A⊥a3] → S[A⊥a3] . (205)

The off-diagonal gluon fields have been represented in a spherical basis by the
antiperiodic fields

Φµ(x) =
1√
2
[A1
µ(x) + iA2

µ(x)]e−iπx
3/L . (206)

We emphasize that, according to the rules of finite temperature field theory, the
bosonic gauge fields Aaµ(x) are periodic in the compact variable x3. For conve-
nience, we have introduced in the definition of Φ an x3-dependent phase factor
which makes these field antiperiodic. With this definition, the action of center
reflections simplify, Z becomes a (abelian) charge conjugation with the charged
fields Φµ(x) and the “photons” described by the neutral fields A3

µ(x), a3(x⊥).
Under center reflections, the trace of the Polyakov loop changes sign,

1
2

trP (x⊥) = − sin
1
2
gLa3(x⊥) . (207)

Explicit representations of center reflections are not known in other gauges.

9.2 Perturbation Theory in the Center-Symmetric Phase

The center symmetry protects the Z−odd states with their large excitation en-
ergies (199) from mixing with the Z−even ground or excited states. Any ap-
proximation compatible with confinement has therefore to respect the center
symmetry. I will describe some first attempts towards the development of a
perturbative but center-symmetry preserving scheme. In order to display the
peculiarities of the dynamics of the Polyakov-loop variables a3(x⊥) we disregard
in a first step their couplings to the charged gluons Φµ (206). The system of
decoupled Polyakov-loop variables is described by the Hamiltonian

h =
∫
d2x⊥

[
− 1

2L
δ2

δa3(x⊥)2
+
L

2
[∇a3(x⊥)]2

]
(208)

and by the boundary conditions at a3 = ± π
gL for the “radial” wave function

ψ̂[a3]
∣∣
boundary = 0 . (209)
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a3

V[a3]

Fig. 12. System of harmonically coupled Polyakov-loop variables (208) trapped by the
boundary condition (209) in infinite square wells

This system has a simple mechanical analogy. The Hamiltonian describes a 2 di-
mensional array of degrees of freedom interacting harmonically with their nearest
neighbors (magnetic field energy of the Polyakov-loop variables). If we disregard
for a moment the boundary condition, the elementary excitations are “sound
waves” which run through the lattice. This is actually the model we would
obtain in electrodynamics, with the sound waves representing the massless pho-
tons. Mechanically we can interpret the boundary condition as a result of an
infinite square well in which each mechanical degree of freedom is trapped, as
is illustrated in Fig. 12. This infinite potential is of the same origin as the one
introduced in (140) to suppress contributions of fields beyond the Gribov hori-
zon. Considered classically, waves with sufficiently small amplitude and thus
with sufficiently small energy can propagate through the system without being
affected by the presence of the walls of the potential. Quantum mechanically
this may not be the case. Already the zero point oscillations may be changed
substantially by the infinite square well. With discretized space (lattice spacing
�) and rescaled dynamical variables

ã3(x⊥) = gLa3(x⊥)/2 ,

it is seen that for �� L the electric field (kinetic) energy dominates. Dropping
the nearest neighbor interaction, the ground state wavefunctional is given by

Ψ̂0 [ ã3] =
∏
x⊥

[(
2
π

)1/2

cos [ã3(x⊥)]

]
.

In the absence of the nearest neighbor interaction, the system does not support
waves and the excitations remain localized. The states of lowest excitation energy
are obtained by exciting a single degree of freedom at one site x̃⊥ into its first
excited state

cos [ã3(x̃⊥)] → sin [2ã3(x̃⊥)]

with excitation energy

∆E =
3
8
g2L

�2
. (210)

Thus, this perturbative calculation is in agreement with our general considera-
tions and yields excitation energies rising with the extension L. From comparison
with (199), the string tension

σ =
3
8
g2

�2
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is obtained. This value coincides with the strong coupling limit of lattice gauge
theory. However, unlike lattice gauge theory in the strong coupling limit, here no
confinement-like behavior is obtained in QED. Only in QCD the Polyakov-loop
variables a3 are compact and thereby give rise to localized excitations rather
than waves. It is important to realize that in this description of the Polyakov
loops and their confinement-like properties we have left completely the familiar
framework of classical fields with their well-understood topological properties.
Classically the fields a3 = const. have zero energy. The quantum mechanical zero
point motion raises this energy insignificantly in electrodynamics and dramati-
cally for chromodynamics. The confinement-like properties are purely quantum
mechanical in origin. Within quantum mechanics, they are derived from the
“geometry” (the Haar measure) of the kinetic energy of the momenta conjugate
to the Polyakov loop variables, the chromo-electric fluxes around the compact
direction.

Perturbative Coupling of Gluonic Variables. In the next step, one may
include coupling of the Polyakov-loop variables to each other via the nearest
neighbor interactions. As a result of this coupling, the spectrum contains bands
of excited states centered around the excited states in absence of the magnetic
coupling [88]. The width of these bands is suppressed by a factor �2/L2 as com-
pared to the excitation energies (210) and can therefore be neglected in the
continuum limit. Significant changes occur by the coupling of the Polyakov-loop
variables to the charged gluons Φµ. We continue to neglect the magnetic cou-
pling (∂µa3)2. The Polyakov-loop variables a3 appearing at most quadratically
in the action can be integrated out in this limit and the following effective action
is obtained

Seff [A⊥] = S [A⊥] +
1
2
M2

∑
a=1,2

∫
d4xAaµ (x)Aa,µ (x) . (211)

The antiperiodic boundary conditions of the charged gluons, which have arisen
in the change of field variables (206) reflect the mean value of A3 in the center-
symmetric phase

A3 = a3 +
π

gL
,

while the geometrical (g−independent) mass

M2 =
(
π2

3
− 2

)
1
L2 (212)

arises from their fluctuations. Antiperiodic boundary conditions describe the
appearance of Aharonov–Bohm fluxes in the elimination of the Polyakov-loop
variables. The original periodic charged gluon fields may be continued to be used
if the partial derivative ∂3 is replaced by the covariant one

∂3 → ∂3 +
iπ

2L
[τ3 , · ] .
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Such a change of boundary conditions is a phenomenon well known in quantum
mechanics. It occurs for a point particle moving on a circle (with circumference
L) in the presence of a magnetic flux generated by a constant vector potential
along the compact direction. With the transformation of the wave function

ψ(x) → eieAxψ(x),

the covariant derivative

(
d

dx
− ieA)ψ(x) → d

dx
ψ(x)

becomes an ordinary derivative at the expense of a change in boundary condi-
tions at x = L. Similarly, the charged massive gluons move in a constant color
neutral gauge field of strength π

gL pointing in the spatial 3 direction. With x3
compact, a color-magnetic flux is associated with this gauge field,

Φmag =
π

g
, (213)

corresponding to a magnetic field of strength

B =
1
gL2 .

Also quark boundary conditions are changed under the influence of the color-
magnetic fluxes

ψ (x) → exp
[
−ix3

π

2L
τ3
]
ψ (x) . (214)

Depending on their color they acquire a phase of±i when transported around the
compact direction. Within the effective theory, the Polyakov-loop correlator can
be calculated perturbatively. As is indicated in the diagram of Fig. 13, Polyakov
loops propagate only through their coupling to the charged gluons. Confinement-
like properties are preserved when coupling to the Polyakov loops to the charged
gluons. The linear rise of the interaction energy of fundamental charges obtained

Fig. 13. One loop contribution from charged gluons to the propagator of Polyakov
loops (external lines)
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in leading order persist. As a consequence of the coupling of the Polyakov loops
to the charged gluons, the value of the string constant is now determined by the
threshold for charged gluon pair production

σpt =
2
L2

√
4π2

3
− 2 , (215)

i.e. the perturbative string tension vanishes in limit L → ∞. This deficiency
results from the perturbative treatment of the charged gluons. A realistic string
constant will arise only if the threshold of a Z−odd pair of charged gluons
increases linearly with the extension L (199).

Within this approximation, also the effect of dynamical quarks on the Polya-
kov-loop variables can be calculated by including quark loops besides the charged
gluon loop in the calculation of the Polyakov-loop propagator (cf. Fig. 13). As
a result of this coupling, the interaction energy of static charges ceases to rise
linearly; it saturates for asymptotic distances at a value of

V (r) ≈ 2m .

Thus, string breaking by dynamical quarks is obtained. This is a remarkable and
rather unexpected result. Even though perturbation theory has been employed,
the asymptotic value of the interaction energy is independent of the coupling con-
stant g in contradistinction to the e4 dependence of the Uehling potential in QED
which accounts e.g. for the screening of the proton charge in the hydrogen atom
by vacuum polarization [89]. Furthermore, the quark loop contribution vanishes
if calculated with anti-periodic or periodic boundary conditions. A finite result
only arises with the boundary conditions (214) modified by the Aharonov–Bohm
fluxes. The 1/g dependence of the strength of these fluxes (213) is responsible
for the coupling constant independence of the asymptotic value of V (r).

9.3 Polyakov Loops in the Plasma Phase

If the center-symmetric phase would persist at high temperatures or small ex-
tensions, charged gluons with their increasing geometrical mass (212) and the
increasing strength of the interaction (206) with the Aharonov–Bohm fluxes,
would decouple

∆E ≈ π

L
→∞.

Only neutral gluon fields are periodic in the compact x3 direction and therefore
possess zero modes. Thus, at small extension or high temperature L → 0, only
neutral gluons would contribute to thermodynamic quantities. This is in con-
flict with results of lattice gauge calculations [90] and we therefore will assume
that the center symmetry is spontaneously broken for L ≤ Lc = 1/Tc. In the
high-temperature phase, Aharonov–Bohm fluxes must be screened and the geo-
metrical mass must be reduced. Furthermore, with the string tension vanishing in
the plasma phase, the effects of the Haar measure must be effectively suppressed
and the Polyakov-loop variables may be treated as classical fields. On the basis
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of this assumption, I now describe the development of a phenomenological treat-
ment of the plasma phase [91]. For technical simplicity, I will neglect the space
time dependence of a3 and describe the results for vanishing geometrical mass
M . For the description of the high-temperature phase it is more appropriate to
use the variables

χ = gLa3 + π

with vanishing average Aharonov–Bohm flux. Charged gluons satisfy quasi-pe-
riodic boundary conditions

A1,2
µ (x⊥, x3 + L) = eiχA1,2

µ (x⊥, x3). (216)

Furthermore, we will calculate the thermodynamic properties by evaluation of
the energy density in the Casimir effect (cf. (167) and (168)). In the Casimir
effect, the central quantity to be calculated is the ground state energy of gluons
between plates on which the fields have to satisfy appropriate boundary condi-
tions. In accordance with our choice of boundary conditions (169), we assume
the enclosing plates to extend in the x1 and x2 directions and to be separated
in the x3 direction. The essential observation for the following phenomenological
description is the dependence of the Casimir energy on the boundary conditions
and therefore on the presence of Aharonov–Bohm fluxes. The Casimir energy of
the charged gluons is obtained by summing, after regularization, the zero point
energies

ε(L, χ) =
1
2

∞∑
n=−∞

∫
d2k⊥
(2π)2

[
k2
⊥ + (2πn+ χ)2

L2

]1/2

=
4π2

3L4B4

( χ

2π

)
(217)

with
B4(x) = − 1

30
+ x2(1− x)2.

Thermodynamic stability requires positive pressure at finite temperature and
thus, according to (168), a negative value for the Casimir energy density. This
requirement is satisfied if

χ ≤ 1.51.

For complete screening ( χ = 0 ) of the Aharonov–Bohm fluxes, the expression for
the pressure in black-body radiation is obtained (the factor of two difference be-
tween (167) and (217) accounts for the two charged gluonic states). Unlike QED,
QCD is not stable for vanishing Aharonov–Bohm fluxes. In QCD the perturba-
tive ground state energy can be lowered by spontaneous formation of magnetic
fields. Magnetic stability can be reached if the strength of the Aharonov–Bohm
fluxes does not decrease beyond a certain minimal value. By calculating the
Casimir effect in the presence of an external, homogeneous color-magnetic field

Bai = δa3δi3B ,

this minimal value can be determined. The energy of a single quantum state
is given in terms of the oscillator quantum number m for the Landau orbits,
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Fig. 14. Left: Regions of stability and instability in the (L, χ) plane. To the right of
the circles, thermodynamic instability; above the solid line, magnetic instability. Right:
Energy density and pressure normalized to Stefan–Boltzmann values vs. temperature
in units of ΛMS

in terms of the momentum quantum number n for the motion in the (compact)
direction of the magnetic field, and by a magnetic moment contribution (s = ±1)

Emns =
[
2gH(m+ 1/2) +

(2πn+ χ)2

L2 + 2sgH
]1/2

.

This expression shows that the destabilizing magnetic moment contribution
2sgH in the state with

s = −1,m = 0, n = 0

can be compensated by a non-vanishing Aharonov–Bohm flux χ of sufficient
strength. For determination of the actual value of χ, the sum over these energies
has to be performed. After regularizing the expression, the Casimir energy den-
sity can be computed numerically. The requirement of magnetic stability yields
a lower limit on χ. As Fig. 14 shows, the Stefan–Boltzmann limit χ = 0 is not
compatible with magnetic stability for any value of the temperature. Identifi-
cation of the Aharonov–Bohm flux with the minimal allowed values sets upper
limits to energy density and pressure which are shown in Fig. 14. These results
are reminiscent of lattice data [92] in the slow logarithmic approach of energy
density and pressure

χ(T ) ≥ 11
12
g2(T ), T →∞

to the Stefan–Boltzmann limit.
It appears that the finite value of the Aharonov–Bohm flux accounts for in-

teractions present in the deconfined phase fairly well; qualitative agreement with
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lattice calculations is also obtained for the “interaction measure” ε − 3P . Fur-
thermore, these limits on χ also yield a realistic estimate for the change in energy
density −∆ε across the phase transition. The phase transition is accompanied
by a change in strength of the Aharonov–Bohm flux from the center symmetric
value π to a value in the stability region. The lower bound is determined by
thermodynamic stability

−∆ε ≥ ε(Lc, χ = π)− ε(Lc, χ = 1.51) =
7π2

180
1
L4
c

.

For establishing an upper bound, the critical temperature must be specified. For
Tc ≈ 270 MeV,

0.38
1
L4
c

≤ −∆ε ≤ 0.53
1
L4
c

.

These limits are compatible with the lattice result [93]

∆ε = −0.45
1
L4
c

.

The picture of increasing Debye screening of the Aharonov–Bohm fluxes with in-
creasing temperature seems to catch the essential physics of the thermodynamic
quantities. It is remarkable that the requirement of magnetic stability, which
prohibits complete screening, seems to determine the temperature dependence
of the Aharonov–Bohm fluxes and thereby to simulate the non-perturbative dy-
namics in a semiquantitative way.

9.4 Monopoles

The discussion of the dynamics of the Polyakov loops has demonstrated that
significant changes occur if compact variables are present. The results discussed
strongly suggest that confinement arises naturally in a setting where the dy-
namics is dominated by such compact variables. The Polyakov-loop variables
a3(x⊥) constitute only a small set of degrees of freedom in gauge theories. In
axial gauge, the remaining degrees of freedom A⊥(x) are standard fields which,
with interactions neglected, describe freely propagating particles. As a conse-
quence, the coupling of the compact variables to the other degrees of freedom
almost destroys the confinement present in the system of uncoupled Polyakov-
loop variables. This can be prevented to happen only if mechanisms are opera-
tive by which all the gluon fields acquire infrared properties similar to those of
the Polyakov-loop variables. In the axial gauge representation it is tempting to
connect such mechanisms to the presence of monopoles whose existence is inti-
mately linked to the compactness of the Polyakov-loop variables. In analogy to
the abelian Higgs model, condensation of magnetic monopoles could be be a first
and crucial element of a mechanism for confinement. It would correspond to the
formation of the charged Higgs condensate |φ| = a (13) enforced by the Higgs
self-interaction (3). Furthermore, this magnetically charged medium should dis-
play excitations which behave as chromo-electric vortices. Concentration of the
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electric field lines to these vortices finally would give rise to a linear increase in
the interaction energy of two chromo-electric charges with their separation as in
(31). These phenomena actually happen in the Seiberg–Witten theory [94]. The
Seiberg–Witten theory is a supersymmetric generalization of the non-abelian
Higgs model. Besides gauge and Higgs fields it contains fermions in the adjoint
representation. It exhibits vacuum degeneracy enlarged by supersymmetry and
contains topologically non-trivial excitations, both monopoles and instantons.
The monopoles can become massless and when partially breaking the supersym-
metry, condensation of monopoles occurs that induces confinement of the gauge
degrees of freedom.

In this section I will sketch the emergence of monopoles in axial gauge and
discuss some elements of their dynamics. Singular field arise in the last step of the
gauge fixing procedure (200), where the variables characterizing the orientation
of the Polyakov loops in color space are eliminated as redundant variables by
diagonalization of the Polyakov loops. The diagonalization of group elements is
achieved by the unitary matrix

ΩD = eiωτ = cosω + iτ ω̂ sinω ,

with ω(x⊥) depending on the Polyakov loop P (x⊥) to be diagonalized. This
diagonalization is ill defined if

P (x⊥) = ±1 , (218)

i.e. if the Polyakov loop is an element of the center of the group (cf. (62)).
Diagonalization of an element in the neighborhood of the center of the group is
akin to the definition of the azimuthal angle on the sphere close to the north or
south pole. With ΩD ill defined, the transformed fields

A′µ (x) = ΩD (x⊥)
[
Aµ (x) +

1
ig
∂µ

]
Ω†D (x⊥)

develop singularities. The most singular piece arises from the inhomogeneous
term in the gauge transformation

sµ (x⊥) = ΩD (x⊥)
1
ig
∂µΩ

†
D (x⊥) .

For a given a3(x⊥) with orientation described by polar θ(x⊥) and azimuthal
angles ϕ(x⊥) in color space, the matrix diagonalizing a3(x⊥) can be represented
as

ΩD =

(
eiϕ cos(θ/2) sin(θ/2)

− sin(θ/2) e−iϕ cos(θ/2)

)

and therefore the nature of the singularities can be investigated in detail. The
condition for the Polyakov loop to be in the center of the group, i.e. at a definite
point onS3 (218), determines in general uniquely the corresponding position in
R

3 and therefore the singularities form world-lines in 4-dimensional space-time.
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The singularities are “monopoles” with topologically quantized charges. ΩD is
determined only up to a gauge transformation

ΩD(x⊥) → eiτ
3ψ(x⊥)ΩD(x⊥)

and is therefore an element of SU(2)/U(1). The mapping of a sphereS2 around
the monopole in x⊥ space to SU(2)/U(1) is topologically non-trivial
π2[SU(2)/U(1)] = Z (67). This argument is familiar to us from the discussion
of the ’t Hooft–Polyakov monopole (cf. (125) and (126)). Also here we identify
the winding number associated with this mapping as the magnetic charge of the
monopole.

Properties of Singular Fields

• Dirac monopoles, extended to include color, constitute the simplest examples
of singular fields (Euclidean x⊥ = x)

A ∼ m

2gr

{
1 + cos θ

sin θ
ϕ̂τ3 + [(ϕ̂+ iθ̂)e−iϕ(τ1 − iτ2) + h.c.]

}
. (219)

In addition to the pole at r = 0, the fields contain a Dirac string in 3-space
(here chosen along θ = 0) and therefore a sheet-like singularity in 4-space
which emanates from the monopole word-line.

• Monopoles are characterized by two charges, the “north-south” charge for
the two center elements of SU(2) (218),

z = ±1 , (220)

and the quantized strength of the singularity

m = ±1,±2, .... . (221)

• The topological charge (149) is determined by the two charges of the mono-
poles present in a given configuration [95–97]

ν =
1
2

∑
i

mizi. (222)

Thus, after elimination of the redundant variables, the topological charge
resides exclusively in singular field configurations.

• The action of singular fields is in general finite and can be arbitrarily small
for ν = 0. The singularities in the abelian and non-abelian contributions
to the field strength cancel since by gauge transformations singularities in
gauge covariant quantities cannot be generated.
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9.5 Monopoles and Instantons

By the gauge choice, i.e. by the diagonalization of the Polyakov loop by ΩD
in (200), monopoles appear; instantons, which in (singular) Lorentz gauge have
a point singularity (154) at the center of the instanton, must possess according
to the relation (222) at least two monopoles with associated strings (cf. (219)).
Thus, in axial gauge, an instanton field becomes singular on world lines and world
sheets. To illustrate the connection between topological charges and monopole
charges (222), we consider the singularity content of instantons in axial gauge [64]
and calculate the Polyakov loop of instantons. To this end, the generalization of
the instantons (154) to finite temperature (or extension) is needed. The so-called
“calorons” are known explicitly [98]

Aµ =
1
g
η̄µν∇ν ln

{
1 + γ

(sinhu)/u
coshu− cos v

}
(223)

where
u = 2π|x⊥ − x0

⊥|/L , v = 2πx3/L , γ = 2(πρ/L)2.

The topological charge and the action are independent of the extension,

ν = 1, S =
8π2

g2 .

The Polyakov loops can be evaluated in closed form

P (x) = exp

{
iπ

(
x⊥ − x0

⊥
)
τ

|x⊥ − x0
⊥|

χ(u)

}
, (224)

with

χ(u) = 1− (1− γ/u2) sinhu+ γ/u cosh(u)√
(coshu+ γ/u sinhu)2 − 1

.

As Fig. 15 illustrates, instantons contain a z = −1 monopole at the center and
a z = 1 monopole at infinity; these monopoles carry the topological charge of the
instanton. Furthermore, tunneling processes represented by instantons connect
field configurations of different winding number (cf. (151)) but with the same
value for the Polyakov loop. In the course of the tunneling, the Polyakov loop
of the instanton may pass through or get close to the center element z = −1, it
however always returns to its original value z = +1. Thus, instanton ensembles
in the dilute gas limit are not center symmetric and therefore cannot give rise to
confinement. One cannot rule out that the z = −1 values of the Polyakov loop
are encountered more and more frequently with increasing instanton density.
In this way, a center-symmetric ensemble may finally be reached in the high-
density limit. This however seems to require a fine tuning of instanton size and
the average distance between instantons.
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Fig. 15. Polyakov loop (224) of an instanton (223) of “size” γ = 1 as a function of
time t = 2πx0/L for minimal distance to the center 2πx1/L = 0 (solid line), L = 1
(dashed line), L = 2 (dotted line), x2 = 0

9.6 Elements of Monopole Dynamics

In axial gauge, instantons are composed of two monopoles. An instanton gas
(163) of finite density nI therefore contains field configurations with infinitely
many monopoles. The instanton density in 4-space can be converted approxi-
mately to a monopole density in 3-space [97]

nM ∼ (LnIρ)
3/2

, ρ� L,

nM ∼ LnI , ρ ≥ L .

With increasing extension or equivalently decreasing temperature, the monopole
density diverges for constant instanton density. Nevertheless, the action density
of an instanton gas remains finite. This is in accordance with our expectation
that production of monopoles is not necessarily suppressed by large values of the
action. Furthermore, a finite or possibly even divergent density of monopoles as
in the case of the dilute instanton gas does not imply confinement.

Beyond the generation of monopoles via instantons, the system has the addi-
tional option of producing one type (z = +1 or z = −1) of poles and correspond-
ing antipoles only. No topological charge is associated with such singular fields
and their occurrence is not limited by the instanton bound ((147) and (152))
on the action as is the case for a pair of monopoles of opposite z-charge. Thus,
entropy favors the production of such configurations. The entropy argument also
applies in the plasma phase. For purely kinematical reasons, a decrease in the
monopole density must be expected as the above estimates within the instanton
model show. This decrease is counteracted by the enhanced probability to pro-
duce monopoles when, with decreasing L, the Polyakov loop approaches more
and more the center of the group, as has been discussed above (cf. left part of
Fig. 14). A finite density of singular fields is likely to be present also in the de-
confined phase. In order for this to be compatible with the partially perturbative
nature of the plasma phase and with dimensional reduction to QCD2+1, poles
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and antipoles may have to be strongly correlated with each other and to form
effectively a gas of dipoles.

Since entropy favors proliferate production of monopoles and monopoles may
be produced with only a small increase in the total action, the coupling of the
monopoles to the quantum fluctuations must ultimately prevent unlimited in-
crease in the number of monopoles. A systematic study of the relevant dynamics
has not been carried out. Monopoles are not solutions to classical field equations.
Therefore, singular fields are mixed with quantum fluctuations even on the level
of bilinear terms in the action. Nevertheless, two mechanisms can be identified
which might limit the production of monopoles.

• The 4-gluon vertex couples pairs of monopoles to charged and neutral gluons
and can generate masses for all the color components of the gauge fields. A
simple estimate yields

δm2 = − π

V

N∑
i,j=1
i<j

mimj |x⊥i − x⊥j |

with the monopole charges mi and positions x⊥ i. If operative also in the
deconfined phase, this mechanism would give rise to a magnetic gluon mass.

• In general, fluctuations around singular fields generate an infinite action.
Finite values of the action result only if the fluctuations δφ, δA3 satisfy the
boundary conditions,

δφ(x) e2iϕ(x⊥) continuous along the strings ,

δφ(x)

∣∣∣∣∣
at pole

= δA3

∣∣∣∣∣
at pole

= 0 .

For a finite monopole density, long wave-length fluctuations cannot simulta-
neously satisfy boundary conditions related to monopoles or strings which
are close to each other. One therefore might suspect quantum fluctuations
with wavelengths

λ ≥ λmax = n
−1/3
M

to be suppressed.

We note that both mechanisms would also suppress the propagators of the quan-
tum fluctuations in the infrared. Thereby, the decrease in the string constant by
coupling Polyakov loops to charged gluons could be alleviated if not cured.

9.7 Monopoles in Diagonalization Gauges

In axial gauge, monopoles appear in the gauge fixing procedure (200) as defects
in the diagonalization of the Polyakov loops. Although the choice was motivated
by the distinguished role of the Polyakov-loop variables as order parameters,
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formally one may choose any quantity φ which, if local, transforms under gauge
transformations U as

φ→ UφU† ,

where φ could be either an element of the algebra or of the group. In analogy
to (202), the gauge condition can be written as

f [φ] = φ− ϕ
τ3

2
, (225)

with arbitrary ϕ to be integrated in the generating functional. A simple illustra-
tive example is [99]

φ = F12. (226)

The analysis of the defects and the resulting properties of the monopoles can
be taken over with minor modifications from the procedure described above.
Defects occur if

φ = 0

(or φ = ±1 for group elements). The condition for the defect is gauge invari-
ant. Generically, the three defect conditions determine for a given gauge field
the world-lines of the monopoles generated by the gauge condition (225). The
quantization of the monopole charge is once more derived from the topological
identity (67) which characterizes the mapping of a (small) sphere in the space
transverse to the monopole world-line and enclosing the defect. The coset space,
appears as above since the gauge condition leaves a U(1) gauge symmetry re-
lated to the rotations around the direction of φ unspecified. With φ being an
element of the Lie algebra, only one sort of monopoles appears. The character-
ization as z = ±1 monopoles requires φ to be an element of the group. As a
consequence, the generalization of the connection between monopoles and topo-
logical charges is not straightforward. It has been established [20] with the help
of the Hopf-invariant (cf. (45)) and its generalization.

It will not have escaped the attention of the reader that the description of
Yang–Mills theories in diagonalization gauges is almost in one to one correspon-
dence to the description of the non-abelian Higgs model in the unitary gauge.
In particular, the gauge condition (225) is essentially identical to the unitary
gauge condition (115). However, the physics content of these gauge choices is
very different. The unitary gauge is appropriate if the Higgs potential forces
the Higgs field to assume (classically) a value different from zero. In the clas-
sical limit, no monopoles related to the vanishing of the Higgs field appear in
unitary gauge and one might expect that quantum fluctuations will not change
this qualitatively. Associated with the unspecified U(1) are the photons in the
Georgi–Glashow model. In pure Yang–Mills theory, gauge conditions like (226)
are totally inappropriate in the classical limit, where vanishing action produces
defects filling the whole space. Therefore, in such gauges a physically meaning-
ful condensate of magnetic monopoles signaling confinement can arise only if
quantum fluctuations change the situation radically. Furthermore, the unspec-
ified U(1) does not indicate the presence of massless vector particles, it rather
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reflects an incomplete gauge fixing. Other diagonalization gauges may be less
singular in the classical limit, like the axial gauge. However, independent of the
gauge choice, defects in the gauge condition have not been related convincingly
to physical properties of the system. They exist as as coordinate singularities
and their physical significance remains enigmatic.

10 Conclusions

In these lecture notes I have described the instanton, the ’t Hooft–Polyakov
monopole, and the Nielsen–Olesen vortex which are the three paradigms of topo-
logical objects appearing in gauge theories. They differ from each other in the
dimensionality of the core of these objects, i.e. in the dimension of the subman-
ifold of space-time on which gauge and/or matter fields are singular. This di-
mension is determined by the topological properties of the spaces in which these
fields take their values and dictates to a large extent the dynamical role these
objects can play. ’t Hooft–Polyakov monopoles are singular along a world-line
and therefore describe particles. I have presented the strong theoretical evidence
based on topological arguments that these particles have been produced most
likely in phase transitions of the early universe. These relics of the big bang
have not been and most likely cannot be observed. Their abundance has been
diluted in the inflationary phase. Nielsen–Olesen vortices are singular on lines in
space or equivalently on world-sheets in space-time. Under suitable conditions
such objects occur in Type II superconductors. They give rise to various phases
and a wealth of phenomena in superconducting materials. Instantons become
singular on a point in Euclidean 4-space and they therefore represent tunneling
processes. In comparison to monopoles and vortices, the manifestation of these
objects is only indirect. They cannot be observed but are supposed to give rise
to non-perturbative properties of the corresponding quantum mechanical ground
state.

Despite their difference in dimensionality, these topological objects have
many properties in common. They are all solutions of the non-linear field equa-
tions of gauge theories. They owe their existence and topological stability to
vacuum degeneracy, i.e. the presence of a continuous or discrete set of distinct
solutions with minimal energy. They can be classified according to a charge,
which is quantized as a consequence of the non-trivial topology. Their non-trivial
properties leave a topological imprint on fermionic or bosonic degrees of free-
dom when coupled to these objects. Among the topological excitations of a given
type, a certain class is singled out by their energy determined by the quantized
charge.

In these lecture notes I also have described efforts in the topological analysis
of QCD. A complete picture about the role of topologically non-trivial field con-
figurations has not yet emerged from such studies. With regard to the breakdown
of chiral symmetry, the formation of quark condensates and other chiral prop-
erties, these efforts have met with success. The relation between the topological
charge and fermionic properties appears to be at the origin of these phenom-
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ena. The instanton model incorporates this connection explicitly by reducing
the quark and gluon degrees of freedom to instantons and quark zero modes
generated by the topological charge of the instantons. However, a generally ac-
cepted topological explanation of confinement has not been achieved nor have
field configurations been identified which are relevant for confinement. The neg-
ative outcome of such investigations may imply that, unlike mass generation
by the Higgs mechanism, confinement does not have an explanation within the
context of classical field theory. Such a conclusion is supported by the simple
explanation of confinement in the strong coupling limit of lattice gauge theory.
In this limit, confinement results from the kinetic energy [100] of the compact
link variables. The potential energy generated by the magnetic field, which has
been the crucial ingredient in the construction of the Nielsen–Olesen Vortex and
the ’t Hooft–Polyakov monopole, is negligible in this limit. It is no accident that,
as we have seen, Polyakov-loop variables, which as group elements are compact,
also exhibit confinement-like behavior.

Apart from instantons as the genuine topological objects, Yang–Mills theo-
ries exhibit non-trivial topological properties related to the center of the gauge
group. The center symmetry as a residual gauge symmetry offers the possibility
to formulate confinement as a symmetry property and to characterize confined
and deconfined phases. The role of the center vortices (gauge transformations
which are singular on a two dimensional space-time sheet) remains to be clarified.
The existence of obstructions in imposing gauge conditions is another non-trivial
property of non-abelian gauge theories which might be related to confinement.
I have described the appearance of monopoles as the results of such obstruc-
tions in so-called diagonalization or abelian gauges. These singular fields can
be characterized by topological methods and, on a formal level, are akin to
the ’t Hooft–Polyakov monopole. I have described the difficulties in developing
a viable framework for formulating their dynamics which is supposed to yield
confinement via a dual Meissner effect.
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Abstract. BRST-methods provide elegant and powerful tools for the construction
and analysis of constrained systems, including models of particles, strings and fields.
These lectures provide an elementary introduction to the ideas, illustrated with some
important physical applications.

1 Symmetries and Constraints

The time evolution of physical systems is described mathematically by differ-
ential equations of various degree of complexity, such as Newton’s equation
in classical mechanics, Maxwell’s equations for the electro-magnetic field, or
Schrödinger’s equation in quantum theory. In most cases these equations have
to be supplemented with additional constraints, like initial conditions and/or
boundary conditions, which select only one – or sometimes a restricted subset –
of the solutions as relevant to the physical system of interest.

Quite often the preferred dynamical equations of a physical system are not
formulated directly in terms of observable degrees of freedom, but in terms of
more primitive quantities, such as potentials, from which the physical observables
are to be constructed in a second separate step of the analysis. As a result, the
interpretation of the solutions of the evolution equation is not always straight-
forward. In some cases certain solutions have to be excluded, as they do not
describe physically realizable situations; or it may happen that certain classes of
apparently different solutions are physically indistinguishable and describe the
same actual history of the system.

The BRST-formalism [1,2] has been developed specifically to deal with such
situations. The roots of this approach to constrained dynamical systems are
found in attempts to quantize General Relativity [3,4] and Yang–Mills theo-
ries [5]. Out of these roots has grown an elegant and powerful framework for
dealing with quite general classes of constrained systems using ideas borrowed
from algebraic geometry.1

In these lectures we are going to study some important examples of con-
strained dynamical systems, and learn how to deal with them so as to be able
to extract relevant information about their observable behaviour. In view of the
applications to fundamental physics at microscopic scales, the emphasis is on
quantum theory. Indeed, this is the domain where the full power and elegance
of our methods become most apparent. Nevertheless, many of the ideas and
1 Some reviews can be found in [6–14].
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results are applicable in classical dynamics as well, and wherever possible we
treat classical and quantum theory in parallel. Our conventions and notations
are summarized at the end of these notes.

1.1 Dynamical Systems with Constraints

Before delving into the general theory of constrained systems, it is instructive to
consider some examples; they provide a background for both the general theory
and the applications to follow later.

The Relativistic Particle. The motion of a relativistic point particle is spec-
ified completely by its world line xµ(τ), where xµ are the position co-ordinates
of the particle in some fixed inertial frame, and τ is the proper time, labeling
successive points on the world line. All these concepts must and can be properly
defined; in these lectures I trust you to be familiar with them, and my presen-
tation only serves to recall the relevant notions and relations between them.

In the absence of external forces, the motion of a particle with respect to an
inertial frame satisfies the equation

d2xµ

dτ2 = 0. (1)

It follows that the four-velocity uµ = dxµ/dτ is constant. The complete solution
of the equations of motion is

xµ(τ) = xµ(0) + uµτ. (2)

A most important observation is, that the four-velocity uµ is not completely
arbitrary, but must satisfy the physical requirement

uµu
µ = −c2, (3)

where c is a universal constant, equal to the velocity of light, for all particles
irrespective of their mass, spin, charge or other physical properties. Equivalently,
(3) states that the proper time is related to the space-time interval travelled by

c2dτ2 = −dxµdxµ = c2dt2 − dx 2, (4)

independent of the physical characteristics of the particle.
The universal condition (3) is required not only for free particles, but also

in the presence of interactions. When subject to a four-force fµ the equation of
motion (1) for a relativistic particle becomes

dpµ

dτ
= fµ, (5)

where pµ = muµ is the four-momentum. Physical forces – e.g., the Lorentz force
in the case of the interaction of a charged particle with an electromagnetic field
– satisfy the condition

p · f = 0. (6)
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This property together with the equation of motion (5) are seen to imply that
p2 = pµp

µ is a constant along the world line. The constraint (3) is then expressed
by the statement that

p2 +m2c2 = 0, (7)

with c the same universal constant. Equation (7) defines an invariant hypersur-
face in momentum space for any particle of given rest mass m, which the particle
can never leave in the course of its time-evolution.

Returning for simplicity to the case of the free particle, we now show how
the equation of motion (1) and the constraint (3) can both be derived from a
single action principle. In addition to the co-ordinates xµ, the action depends on
an auxiliary variable e; it reads

S[xµ; e] =
m

2

∫ 2

1

(
1
e

dxµ
dλ

dxµ

dλ
− ec2

)
dλ. (8)

Here λ is a real parameter taking values in the interval [λ1, λ2], which is mapped
by the functions xµ(λ) into a curve in Minkowski space with fixed end points
(xµ1 , x

µ
2 ), and e(λ) is a nowhere vanishing real function of λ on the same interval.

Before discussing the equations that determine the stationary points of the
action, we first observe that by writing it in the equivalent form

S[xµ; e] =
m

2

∫ 2

1

(
dxµ
edλ

dxµ

edλ
− c2

)
edλ, (9)

it becomes manifest that the action is invariant under a change of parametriza-
tion of the real interval λ→ λ′(λ), if the variables (xµ, e) are transformed simul-
taneously to (x′µ, e′) according to the rule

x′µ(λ′) = xµ(λ), e′(λ′) dλ′ = e(λ) dλ. (10)

Thus, the co-ordinates xµ(λ) transform as scalar functions on the real line R1,
whilst e(λ) transforms as the (single) component of a covariant vector (1-form)
in one dimension. For this reason, it is often called the einbein. For obvious
reasons, the invariance of the action (8) under the transformations (10) is called
reparametrization invariance.

The condition of stationarity of the action S implies the functional differential
equations

δS

δxµ
= 0,

δS

δe
= 0. (11)

These equations are equivalent to the ordinary differential equations

1
e

d

dλ

(
1
e

dxµ

dλ

)
= 0,

(
1
e

dxµ

dλ

)2

= −c2. (12)

The equations coincide with the equation of motion (1) and the constraint (3)
upon the identification

dτ = edλ, (13)
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a manifestly reparametrization invariant definition of proper time. Recall, that
after this identification the constraint (3) automatically implies (4), hence this
definition of proper time coincides with the standard geometrical one.

Remark. One can use the constraint (12) to eliminate e from the action; with
the choice e > 0 (which implies that τ increases with increasing λ) the action
reduces to the Einstein form

SE = −mc
∫ 2

1

√
−dxµ
dλ

dxµ

dλ
dλ = −mc2

∫ 2

1
dτ,

where dτ given by (4). As a result one can deduce that the solutions of the equa-
tions of motion are time-like geodesics in Minkowski space. The solution with
e < 0 describes particles for which proper time runs counter to physical labora-
tory time; this action can therefore be interpreted as describing anti-particles of
the same mass.

The Electro-magnetic Field. In the absence of charges and currents the
evolution of electric and magnetic fields (E,B) is described by the equations

∂E

∂t
= ∇×B, ∂B

∂t
= −∇×E. (14)

Each of the electric and magnetic fields has three components, but only two of
them are independent: physical electro-magnetic fields in vacuo are transverse
polarized, as expressed by the conditions

∇ ·E = 0, ∇ ·B = 0. (15)

The set of the four equations (14) and (15) represents the standard form of
Maxwell’s equations in empty space.

Repeated use of (14) yields

∂2E

∂t2
= −∇× (∇×E) = ∆E −∇∇ ·E, (16)

and an identical equation for B. However, the transversality conditions (15)
simplify these equations to the linear wave equations

�E = 0, �B = 0, (17)

with � = ∆− ∂ 2
t . It follows immediately that free electromagnetic fields satisfy

the superposition principle and consist of transverse waves propagating at the
speed of light (c = 1, in natural units).

Again both the time evolution of the fields and the transversality constraints
can be derived from a single action principle, but it is a little bit more subtle
than in the case of the particle. For electrodynamics we only introduce auxiliary
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fields A and φ to impose the equation of motion and constraint for the electric
field; those for the magnetic field then follow automatically. The action is

SEM[E,B;A, φ] =
∫ 2

1
dtLEM(E,B;A, φ),

LEM =
∫
d3x

(
−1

2
(
E 2 −B 2)+A ·

(
∂E

∂t
−∇×B

)
− φ∇ ·E

)
.

(18)

Obviously, stationarity of the action implies

δS

δA
=
∂E

∂t
−∇×B = 0,

δS

δφ
= −∇ ·E = 0, (19)

reproducing the equation of motion and constraint for the electric field. The
other two stationarity conditions are

δS

δE
= −E − ∂A

∂t
+ ∇φ = 0,

δS

δB
= B −∇×A = 0, (20)

or equivalently

E = −∂A
∂t

+ ∇φ, B = ∇×A. (21)

The second equation (21) directly implies the transversality of the magnetic field:
∇ ·B = 0. Taking its time derivative one obtains

∂B

∂t
= ∇×

(
∂A

∂t
−∇φ

)
= −∇×E, (22)

where in the middle expression we are free to add the gradient ∇φ, as ∇×∇φ = 0
identically.

An important observation is, that the expressions (21) for the electric and
magnetic fields are invariant under a redefinition of the potentials A and φ of
the form

A ′ = A+ ∇Λ, φ′ = φ+
∂Λ

∂t
, (23)

where Λ(x) is an arbitrary scalar function. The transformations (23) are the
well-known gauge transformations of electrodynamics.

It is easy to verify, that the Lagrangean LEM changes only by a total time
derivative under gauge transformations, modulo boundary terms which vanish
if the fields vanish sufficiently fast at spatial infinity:

L′EM = LEM − d

dt

∫
d3xΛ∇ ·E. (24)

As a result the action SEM itself is strictly invariant under gauge transformations,
provided

∫
d3xΛ∇·E|t1 =

∫
d3xΛ∇·E|t2 ; however, no physical principle requires

such strict invariance of the action. This point we will discuss later in more detail.
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We finish this discussion of electro-dynamics by recalling how to write the
equations completely in relativistic notation. This is achieved by first collecting
the electric and magnetic fields in the anti-symmetric field-strength tensor

Fµν =




0 −E1 −E2 −E3
E1 0 B3 −B2
E2 −B3 0 B1
E3 B2 −B1 0


 , (25)

and the potentials in a four-vector:

Aµ = (φ,A). (26)

Equations (21) then can be written in covariant form as

Fµν = ∂µAν − ∂νAµ, (27)

with the electric field equations (19) reading

∂µF
µν = 0. (28)

The magnetic field equations now follow trivially from (27) as

εµνκλ∂νFκλ = 0. (29)

Finally, the gauge transformations can be written covariantly as

A′µ = Aµ + ∂µΛ. (30)

The invariance of the field strength tensor Fµν under these transformations fol-
lows directly from the commutativity of the partial derivatives.

Remark. Equations (27)–(29) can also be derived from the action

Scov =
∫
d4x

(
1
4
FµνFµν − Fµν ∂µAν

)
.

This action is equivalent to SEM modulo a total divergence. Eliminating Fµν as
an independent variable gives back the usual standard action

S[Aµ] = −1
4

∫
d4xFµν(A)Fµν(A),

with Fµν(A) given by the right-hand side of (27).
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1.2 Symmetries and Noether’s Theorems

In the preceding section we have presented two elementary examples of sys-
tems whose complete physical behaviour was described conveniently in terms
of one or more evolution equations plus one or more constraints. These con-
straints are needed to select a subset of solutions of the evolution equation as
the physically relevant solutions. In both examples we found, that the full set of
equations could be derived from an action principle. Also, in both examples the
additional (auxiliary) degrees of freedom, necessary to impose the constraints,
allowed non-trivial local (space-time dependent) redefinitions of variables leaving
the lagrangean invariant, at least up to a total time-derivative.

The examples given can easily be extended to include more complicated
but important physical models: the relativistic string, Yang–Mills fields, and
general relativity are all in this class. However, instead of continuing to produce
more examples, at this stage we turn to the general case to derive the relation
between local symmetries and constraints, as an extension of Noether’s well-
known theorem relating (rigid) symmetries and conservation laws.

Before presenting the more general analysis, it must be pointed out that
our approach distinguishes in an important way between time- and space-like
dimensions; indeed, we have emphasized from the start the distinction between
equations of motion (determining the behaviour of a system as a function of
time) and constraints, which impose additional requirements. e.g. restricting the
spatial behaviour of electro-magnetic fields. This distinction is very natural in
the context of hamiltonian dynamics, but potentially at odds with a covariant
lagrangean formalism. However, in the examples we have already observed that
the non-manifestly covariant treatment of electro-dynamics could be translated
without too much effort into a covariant one, and that the dynamics of the rela-
tivistic particle, including its constraints, was manifestly covariant throughout.

In quantum theory we encounter similar choices in the approach to dynam-
ics, with the operator formalism based on equal-time commutation relations
distinguishing space- and time-like behaviour of states and observables, whereas
the covariant path-integral formalism allows treatment of space- and time-like
dimensions on an equal footing; indeed, upon the analytic continuation of the
path-integral to euclidean time the distinction vanishes altogether. In spite of
these differences, the two approaches are equivalent in their physical content.

In the analysis presented here we continue to distinguish between time and
space, and between equations of motion and constraints. This is convenient as it
allows us to freely employ hamiltonian methods, in particular Poisson brackets
in classical dynamics and equal-time commutators in quantum mechanics. Nev-
ertheless, as we hope to make clear, all applications to relativistic models allow
a manifestly covariant formulation.

Consider a system described by generalized coordinates qi(t), where i labels the
complete set of physical plus auxiliary degrees of freedom, which may be infinite
in number. For the relativistic particle in n-dimensional Minkowski space the
qi(t) represent the n coordinates xµ(λ) plus the auxiliary variable e(λ) (some-
times called the ‘einbein’), with λ playing the role of time; for the case of a
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field theory with N fields ϕa(x; t), a = 1, ..., N , the qi(t) represent the infinite
set of field amplitudes ϕax(t) at fixed location x as function of time t, i.e. the
dependence on the spatial co-ordinates x is included in the labels i. In such a
case summation over i is understood to include integration over space.

Assuming the classical dynamical equations to involve at most second-order
time derivatives, the action for our system can now be represented quite generally
by an integral

S[qi] =
∫ 2

1
L(qi, q̇i) dt, (31)

where in the case of a field theory L itself is to be represented as an integral of
some density over space. An arbitrary variation of the co-ordinates leads to a
variation of the action of the form

δS =
∫ 2

1
dt δqi

(
∂L

∂qi
− d

dt

∂L

∂q̇i

)
+
[
δqi

∂L

∂q̇i

]2

1
, (32)

with the boundary terms due to an integration by parts. As usual we define
generalized canonical momenta as

pi =
∂L

∂q̇i
. (33)

From (32) two well-known important consequences follow:
- the action is stationary under variations vanishing at initial and final times:
δqi(t1) = δqi(t2) = 0, if the Euler–Lagrange equations are satisfied:

dpi
dt

=
d

dt

∂L

∂q̇i
=

∂L

∂qi
. (34)

- let qic(t) and its associated momentum pc i(t) represent a solution of the Euler–
Lagrange equations; then for arbitrary variations around the classical paths qic(t)
in configuration space: qi(t) = qic(t) + δqi(t), the total variation of the action is

δSc =
[
δqi(t)pc i(t)

]2
1 . (35)

We now define an infinitesimal symmetry of the action as a set of continuous
transformations δqi(t) (smoothly connected to zero) such that the lagrangean L
transforms to first order into a total time derivative:

δL = δqi
∂L

∂qi
+ δq̇i

∂L

∂q̇i
=
dB

dt
, (36)

where B obviously depends in general on the co-ordinates and the velocities, but
also on the variation δqi. It follows immediately from the definition that

δS = [B]21 . (37)

Observe, that according to our definition a symmetry does not require the action
to be invariant in a strict sense. Now comparing (35) and (37) we establish the
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result that, whenever there exists a set of symmetry transformations δqi, the
physical motions of the system satisfy

[
δqipc i −Bc

]2
1 = 0. (38)

Since the initial and final times (t1, t2) on the particular orbit are arbitrary,
the result can be stated equivalently in the form of a conservation law for the
quantity inside the brackets.

To formulate it more precisely, let the symmetry variations be parametrized
by k linearly independent parameters εα, α = 1, ..., k, possibly depending on
time:

δqi = Ri[α] = εαR(0)i
α + ε̇αR(1)i

α + ...+
(n)
ε αR(n) i

α + ..., (39)

where
(n)
ε α denotes the nth time derivative of the parameter. Correspondingly,

the lagrangean transforms into the derivative of a function B[ε], with

B[ε] = εαB(0)
α + ε̇αB(1)

α + ...+
(n)
ε αB(n)

α + .... (40)

With the help of these expressions we define the ‘on shell’ quantity2

G[ε] = pc iR
i
c[ε]−Bc[ε]

= εαG
(0)
α + ε̇αG

(1)
α + ...+

(n)
ε αG

(n)
α + ...,

(41)

with component by component G(n)
α = pc iR

(n) i
c α − B

(n)
c α . The conservation law

(38) can now be stated equivalently as

dG[ε]
dt

= εαĠ(0)
α + ε̇α

(
G(0)
α + Ġ(1)

α

)
+ ...+

(n)
ε α

(
G(n−1)
α + Ġ(n)

α

)
+ ... = 0. (42)

We can now distinguish various situations, of which we consider only the two
extreme cases here. First, if the symmetry exists only for ε = constant (a rigid
symmetry), then all time derivatives of ε vanish and G

(n)
α ≡ 0 for n ≥ 1, whilst

for the lowest component

G(0)
α = gα = constant, G[ε] = εαgα, (43)

as defined on a particular classical trajectory (the value of gα may be different
on different trajectories). Thus, rigid symmetries imply constants of motion; this
is Noether’s theorem.

Second, if the symmetry exists for arbitrary time-dependent ε(t) (a local sym-
metry), then ε(t) and all its time derivatives at the same instant are independent.

2 An ‘on shell’ quantity is a quantity defined on a classical trajectory.
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As a result
Ġ

(0)
α = 0,

Ġ
(1)
α = −G(0)

α ,

...

Ġ
(n)
α = −G(n−1)

α ,

...

(44)

Now in general the transformations (39) do not depend on arbitrarily high-order
derivatives of ε, but only on a finite number of them: there is some finite N

such that R(n)
α = 0 for n ≥ N . Typically, transformations depend at most on

the first derivative of ε, and R
(n)
α = 0 for n ≥ 2. In general, for any finite N

all quantities R(n) i, B(n), G(n) then vanish identically for n ≥ N . But then
G

(n)
α = 0 for n = 0, ..., N − 1 as well, as a result of (44). Therefore G[ε] = 0 at

all times. This is a set of constraints relating the coordinates and velocities on
a classical trajectory. Moreover, as dG/dt = 0, these constraints have the nice
property that they are preserved during the time-evolution of the system.

The upshot of this analysis therefore is that local symmetries imply time-
independent constraints. This result is sometimes referred to as Noether’s second
theorem.

Remark. If there is no upper limit on the order of derivatives in the transfor-
mation rule (no finite N), one reobtains a conservation law

G[ε] = gα ε
α(0) = constant.

To show this, observe that G(n)
α = ((−t)n/n!) gα, with gα a constant; then com-

parison with the Taylor expansion for ε(0) = ε(t − t) around ε(t) leads to the
above result.

Group Structure of Symmetries. To round off our discussion of symme-
tries, conservation laws, and constraints in the lagrangean formalism, we show
that symmetry transformations as defined by (36) possess an infinitesimal group
structure, i.e. they have a closed commutator algebra (a Lie algebra or some
generalization thereof). The proof is simple. First observe, that performing a
second variation of δL gives

δ2δ1L = δ2q
jδ1q

i ∂2L

∂qj∂qi
+ δ2q̇

jδ1q
i ∂2L

∂q̇j∂qi
+ (δ2δ1qi)

∂L

∂qi

+ δ2q̇
jδ1q̇

i ∂2L

∂q̇j∂q̇i
+ δ2q

jδ1q̇
i ∂2L

∂qj∂q̇i
+ (δ2δ1q̇i)

∂L

∂q̇i
=
d(δ2B1)

dt
.

(45)
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By antisymmetrization this immediately gives

[δ2, δ1]L =
(
[δ1, δ2] qi

) ∂L
∂qi

+
(
[δ2, δ1] q̇i

) ∂L
∂q̇i

=
d

dt
(δ2B1 − δ1B2) . (46)

By assumption of the completeness of the set of symmetry transformations it
follows, that there must exist a symmetry transformation

δ3 q
i = [δ2, δ1] qi, δ3 q̇

i = [δ2, δ1] q̇i, (47)

with the property that the associated B3 = δ2B1 − δ1B2. Implementing these
conditions gives

[δ2, δ1] qi = Rj2
∂Ri1
∂qj

+ q̇k
∂Rj2
∂qk

∂Ri1
∂q̇j

+ q̈k
∂Rj2
∂q̇k

∂Ri1
∂q̇j

− [1 ↔ 2] = Ri3, (48)

where we use a condensed notation Ria ≡ Ri[εa], a = 1, 2, 3. In all standard
cases, the symmetry transformations δqi = Ri involve only the coordinates and
velocities: Ri = Ri(q, q̇). Then R3 cannot contain terms proportional to q̈, and
the conditions (48) reduce to two separate conditions

Rj2
∂Ri1
∂qj

−Rj1
∂Ri2
∂qj

+ q̇k

(
∂Rj2
∂qk

∂Ri1
∂q̇j

− ∂Rj1
∂qk

∂Ri2
∂q̇j

)
= Ri3,

∂Rj2
∂q̇k

∂Ri1
∂q̇j

− ∂Rj1
∂q̇k

∂Ri2
∂q̇j

= 0.

(49)

Clearly, the parameter ε3 of the transformation on the right-hand side must be
an antisymmetric bilinear combination of the other two parameters:

εα3 = fα(ε1, ε2) = −fα(ε2, ε1). (50)

1.3 Canonical Formalism

The canonical formalism describes dynamics in terms of phase-space coordinates
(qi, pi) and a hamiltonian H(q, p), starting from an action

Scan[q, p] =
∫ 2

1

(
piq̇

i −H(q, p)
)
dt. (51)

Variations of the phase-space coordinates change the action to first order by

δScan =
∫ 2

1
dt

[
δpi

(
q̇i − ∂H

∂pi

)
− δqi

(
ṗi +

∂H

∂qi

)
+

d

dt

(
piδq

i
)]
. (52)

The action is stationary under variations vanishing at times (t1, t2) if Hamilton’s
equations of motion are satisfied:

ṗi =
∂H

∂qi
, q̇i = −∂H

∂pi
. (53)
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This motivates the introduction of the Poisson brackets

{F,G} =
∂F

∂qi
∂G

∂pi
− ∂F

∂pi

∂G

∂qi
, (54)

which allow us to write the time derivative of any phase-space function G(q, p)
as

Ġ = q̇i
∂G

∂qi
+ ṗi

∂G

∂pi
= {G,H} . (55)

It follows immediately that G is a constant of motion if and only if

{G,H} = 0 (56)

everywhere along the trajectory of the physical system in phase space. This is
guaranteed to be the case if (56) holds everywhere in phase space, but as we
discuss below, more subtle situations can arise.

Suppose (56) is satisfied; then we can construct variations of (q, p) defined
by

δqi =
{
qi, G

}
=
∂G

∂pi
, δpi = {pi, G} = −∂G

∂qi
, (57)

which leave the hamiltonian invariant:

δH = δqi
∂H

∂qi
+ δpi

∂H

∂pi
=
∂G

∂pi

∂H

∂qi
− ∂G

∂qi
∂H

∂pi
= {H,G} = 0. (58)

They represent infinitesimal symmetries of the theory provided (56), and hence
(58), is satisfied as an identity, irrespective of whether or not the phase-space co-
ordinates (q, p) satisfy the equations of motion. To see this, consider the variation
of the action (52) with (δq, δp) given by (57) and δH = 0 by (58):

δScan =
∫ 2

1
dt

[
−∂G
∂qi

q̇i − ∂G

∂pi
ṗi +

d

dt

(
∂G

∂pi
pi

)]
=
∫ 2

1
dt
d

dt

(
∂G

∂pi
pi −G

)
.

(59)
If we call the quantity inside the parentheses B(q, p), then we have rederived (37)
and (38); indeed, we then have

G =
∂G

∂pi
pi −B = δqipi −B, (60)

where we know from (55), that G is a constant of motion on classical trajectories
(on which Hamilton’s equations of motion are satisfied). Observe that – whereas
in the lagrangean approach we showed that symmetries imply constants of mo-
tion – here we have derived the inverse Noether theorem: constants of motion
generate symmetries. An advantage of this derivation over the lagrangean one
is, that we have also found explicit expressions for the variations (δq, δp).

A further advantage is, that the infinitesimal group structure of the tran-
formations (the commutator algebra) can be checked directly. Indeed, if two
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symmetry generators Gα and Gβ both satisfy (56), then the Jacobi identity for
Poisson brackets implies

{{Gα, Gβ} , H} = {Gα, {Gβ , H}} − {Gβ , {Gα, H}} = 0. (61)

Hence if the set of generators {Gα} is complete, we must have an identity of the
form

{Gα, Gβ} = Pαβ (G) = −Pβα (G) , (62)

where the Pαβ(G) are polynomials in the constants of motion Gα:

Pαβ(G) = cαβ + f γ
αβ Gγ +

1
2
g γδ
αβ GγGδ + .... (63)

The coefficients cαβ , f
γ

αβ , g γδ
αβ , ... are constants, having zero Poisson brackets

with any phase-space function. As such the first term cαβ may be called a central
charge.

It now follows that the transformation of any phase-space function F (q, p),
given by

δαF = {F,Gα} , (64)

satisfies the commutation relation

[δα, δβ ]F = {{F,Gβ} , Gα} − {{F,Gα} , Gβ} = {F, {Gβ , Gα}}

= C γ
βα (G) δγF,

(65)

where we have introduced the notation

C γ
βα (G) =

∂Pβα(G)
∂Gγ

= f γ
αβ + g γδ

αβ Gδ + .... (66)

In particular this holds for the coordinates and momenta (q, p) themselves; taking
F to be another constraint Gγ , we find from the Jacobi identity for Poisson
brackets the consistency condition

C δ
[αβ Pγ]δ = f δ

[αβ cγ]δ +
(
f δ
[αβ f

ε
γ]δ + g δε

[αβ cγ]δ

)
Gε + .... = 0. (67)

By the same arguments as in Sect. 1.2 (cf. (41 and following), it is estab-
lished, that whenever the theory generated by Gα is a local symmetry with
time-dependent parameters, the generator Gα turns into a constraint:

Gα(q, p) = 0. (68)

However, compared to the case of rigid symmetries, a subtlety now arises: the
constraints Gα = 0 define a hypersurface in the phase space to which all physical
trajectories of the system are confined. This implies that it is sufficient for the
constraints to commute with the hamiltonian (in the sense of Poisson brackets)
on the physical hypersurface (i.e. on shell). Off the hypersurface (i.e. off shell),
the bracket of the hamiltonian with the constraints can be anything, as the
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physical trajectories never enter this part of phase space. Thus, the most general
allowed algebraic structure defined by the hamiltonian and the constraints is

{Gα, Gβ} = Pαβ(G), {H,Gα} = Zα(G), (69)

where both Pαβ(G) and Zα(G) are polynomials in the constraints with the prop-
erty that Pαβ(0) = Zα(0) = 0. This is sufficient to guarantee that in the physical
sector of the phase space {H,Gα}|G=0 = 0. Note, that in the case of local symme-
tries with generators Gα defining constraints, the central charge in the bracket
of the constraints must vanish: cαβ = 0. This is a genuine restriction on the
existence of local symmetries. A dynamical system with constraints and hamil-
tonian satisfying (69) is said to be first class. Actually, it is quite easy to see
that the general first-class algebra of Poisson brackets is more appropriate for
systems with local symmetries. Namely, even if the brackets of the constraints
and the hamiltonian genuinely vanish on and off shell, one can always change
the hamiltonian of the system by adding a polynomial in the constraints:

H ′ = H +R(G), R(G) = ρ0 + ρα1Gα +
1
2
ραβ2 GαGβ + ... (70)

This leaves the hamiltonian on the physical shell in phase space invariant (up
to a constant ρ0), and therefore the physical trajectories remain the same. Fur-
thermore, even if {H,Gα} = 0, the new hamiltonian satisfies

{H ′, Gα} = {R(G), Gα} = Z(R)
α (G) ≡ ρβ1Pβα(G) + ..., (71)

which is of the form (69). In addition the equations of motion for the variables
(q, p) are changed by a local symmetry transformation only, as

(q̇i)′ =
{
qi, H ′

}
=
{
qi, H

}
+
{
qi, Gα

} ∂R

∂Gα
= q̇i + εαδαq

i, (72)

where εα are some – possibly complicated – local functions which may depend
on the phase-space coordinates (q, p) themselves. A similar observation holds
of course for the momenta pi. We can actually allow the coefficients ρα1 , ρ

αβ
2 , ...

to be space-time dependent variables themselves, as this does not change the
general form of the equations of motion (72), whilst variation of the action with
respect to these new variables will only impose the constraints as equations of
motion:

δS

δρα1
= Gα(q, p) = 0, (73)

in agreement with the dynamics already established.
The same argument shows however, that the part of the hamiltonian depend-

ing on the constraints in not unique, and may be changed by terms like R(G).
In many cases this allows one to get rid of all or part of Zα(G).
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1.4 Quantum Dynamics

In quantum dynamics in the canonical operator formalism, one can follow largely
the same lines of argument as presented for classical theories in Sect. 1.3. Con-
sider a theory of canonical pairs of operators (q̂, p̂) with commutation relations

[
q̂ i, p̂j

]
= iδij , (74)

and a hamiltonian Ĥ(q̂, p̂) such that

i
dq̂ i

dt
=
[
q̂ i, Ĥ

]
, i

dp̂i
dt

=
[
p̂i, Ĥ

]
. (75)

The δ-symbol on the right-hand side of (74) is to be interpreted in a generalized
sense: for continuous parameters (i, j) it represents a Dirac delta-function rather
than a Kronecker delta.

In the context of quantum theory, constants of motion become operators Ĝ
which commute with the hamiltonian:

[
Ĝ, Ĥ

]
= i

dĜ

dt
= 0, (76)

and therefore can be diagonalized on stationary eigenstates. We henceforth as-
sume we have at our disposal a complete set {Ĝα} of such constants of motion,
in the sense that any operator satisfying (76) can be expanded as a polynomial
in the operators Ĝα.

In analogy to the classical theory, we define infinitesimal symmetry transfor-
mations by

δαq̂
i = −i

[
q̂i, Ĝα

]
, δαp̂i = −i

[
p̂i, Ĝα

]
. (77)

By construction they have the property of leaving the hamiltonian invariant:

δαĤ = −i
[
Ĥ, Ĝα

]
= 0. (78)

Therefore, the operators Ĝα are also called symmetry generators. It follows by
the Jacobi identity, analogous to (61), that the commutator of two such gener-
ators commutes again with the hamiltonian, and therefore

−i
[
Ĝα, Ĝβ

]
= Pαβ(Ĝ) = cαβ + f γ

αβ Ĝγ + .... (79)

A calculation along the lines of (65) then shows, that for any operator F̂ (q̂, p̂)
one has

δαF̂ = −i
[
F̂ , Ĝα

]
, [δα, δβ ] F̂ = if γ

αβ δγF̂ + ... (80)

Observe, that compared to the classical theory, in the quantum theory there
is an additional potential source for the appearance of central charges in (79),
to wit the operator ordering on the right-hand side. As a result, even when no
central charge is present in the classical theory, such central charges can arise in
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the quantum theory. This is a source of anomalous behaviour of symmetries in
quantum theory.

As in the classical theory, local symmetries impose additional restrictions; if
a symmetry generator Ĝ[ε] involves time-dependent parameters εa(t), then its
evolution equation (76) is modified to:

i
dĜ[ε]
dt

=
[
Ĝ[ε], Ĥ

]
+ i

∂Ĝ[ε]
∂t

, (81)

where
∂Ĝ[ε]
∂t

=
∂εa

∂t

δĜ[ε]
δεa

. (82)

It follows, that Ĝ[ε] can generate symmetries of the hamiltonian and be conserved
at the same time for arbitrary εa(t) only if the functional derivative vanishes:

δĜ[ε]
δεa(t)

= 0, (83)

which defines a set of operator constraints, the quantum equivalent of (44). The
important step in this argument is to realize, that the transformation properties
of the evolution operator should be consistent with the Schrödinger equation,
which can be true only if both conditions (symmetry and conservation law) hold.
To see this, recall that the evolution operator

Û(t, t′) = e−i(t−t
′)Ĥ , (84)

is the formal solution of the Schrödinger equation
(
i
∂

∂t
− Ĥ

)
Û = 0, (85)

satisfying the initial condition Û(t, t) = 1̂. Now under a symmetry transforma-
tion (77) and (80), this equation transforms into

δ

[(
i
∂

∂t
− Ĥ

)
Û

]
= −i

[(
i
∂

∂t
− Ĥ

)
Û , Ĝ[ε]

]

= −i
(
i
∂

∂t
− Ĥ

)[
Û , Ĝ[ε]

]
− i

[(
i
∂

∂t
− Ĥ

)
, Ĝ[ε]

]
Û

(86)

For the transformations to respect the Schrödinger equation, the left-hand side of
this identity must vanish, hence so must the right-hand side. But the right-hand
side vanishes for arbitrary ε(t) if and only if both conditions are met:

[
Ĥ, Ĝ[ε]

]
= 0, and

∂Ĝ[ε]
∂t

= 0.

This is what we set out to prove. Of course, like in the classical hamiltonian
formulation, we realize that for generators of local symmetries a more general
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first-class algebra of commutation relations is allowed, along the lines of (69).
Also here, the hamiltonian may then be modified by terms involving only the
constraints and, possibly, corresponding Lagrange multipliers. The discussion
parallels that for the classical case.

1.5 The Relativistic Particle

In this section and the next we revisit the two examples of constrained systems
discussed in Sect. 1.1 to illustrate the general principles of symmetries, conser-
vation laws, and constraints. First we consider the relativistic particle.

The starting point of the analysis is the action (8):

S[xµ; e] =
m

2

∫ 2

1

(
1
e

dxµ
dλ

dxµ

dλ
− ec2

)
dλ.

Here λ plays the role of system time, and the hamiltonian we construct is the
one generating time-evolution in this sense. The canonical momenta are given
by

pµ =
δS

δ(dxµ/dλ)
=
m

e

dxµ
dλ

, pe =
δS

δ(de/dλ)
= 0. (87)

The second equation is a constraint on the extended phase space spanned by
the canonical pairs (xµ, pµ; e, pe). Next we perform a Legendre transformation
to obtain the hamiltonian

H =
e

2m
(
p2 +m2c2

)
+ pe

de

dλ
. (88)

The last term obviously vanishes upon application of the constraint pe = 0. The
canonical (hamiltonian) action now reads

Scan =
∫ 2

1
dλ

(
pµ
dxµ

dλ
− e

2m
(
p2 +m2c2

))
. (89)

Observe, that the dependence on pe has dropped out, irrespective of whether we
constrain it to vanish or not. The role of the einbein is now clear: it is a Lagrange
multiplier imposing the dynamical constraint (7):

p2 +m2c2 = 0.

Note, that in combination with pe = 0, this constraint implies H = 0, i.e. the
hamiltonian consists only of a polynomial in the constraints. This is a general
feature of systems with reparametrization invariance, including for example the
theory of relativistic strings and general relativity.

In the example of the relativistic particle, we immediately encounter a generic
phenomenon: any time we have a constraint on the dynamical variables imposed
by a Lagrange multiplier (here: e), its associated momentum (here: pe) is con-
strained to vanish. It has been shown in a quite general context, that one may al-
ways reformulate hamiltonian theories with constraints such that all constraints
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appear with Lagrange multipliers [16]; therefore this pairing of constraints is a
generic feature in hamiltonian dynamics. However, as we have already discussed
in Sect. 1.3, Lagrange multiplier terms do not affect the dynamics, and the mul-
tipliers as well as their associated momenta can be eliminated from the physical
hamiltonian.

The non-vanishing Poisson brackets of the theory, including the Lagrange
multipliers, are

{xµ, pν} = δµν , {e, pe} = 1. (90)

As follows from the hamiltonian treatment, all equations of motion for any quan-
tity Φ(x, p; e, pe) can then be obtained from a Poisson bracket with the hamilto-
nian:

dΦ

dλ
= {Φ,H} , (91)

although this equation does not imply any non-trivial information on the dynam-
ics of the Lagrange multipliers. Nevertheless, in this formulation of the theory it
must be assumed a priori that (e, pe) are allowed to vary; the dynamics can be
projected to the hypersurface pe = 0 only after computing the Poisson brackets.
The alternative is to work with a restricted phase space spanned only by the
physical co-ordinates and momenta (xµ, pµ). This is achieved by performing a
Legendre transformation only with respect to the physical velocities3. We first
explore the formulation of the theory in the extended phase space.
All possible symmetries of the theory can be determined by solving (56):

{G,H} = 0.

Among the solutions we find the generators of the Poincaré group: translations
pµ and Lorentz transformations Mµν = xνpµ − xµpν . Indeed, the combination
of generators

G[ε] = εµpµ +
1
2
εµνMµν . (92)

with constant (εµ, εµν) produces the expected infinitesimal transformations

δxµ = {xµ, G[ε]} = εµ + εµν x
ν , δpµ = {pµ, G[ε]} = ε ν

µ pν . (93)

The commutator algebra of these transformations is well-known to be closed: it
is the Lie algebra of the Poincaré group.

For the generation of constraints the local reparametrization invariance of the
theory is the one of interest. The infinitesimal form of the transformations (10)
is obtained by taking λ′ = λ− ε(λ), with the result

δxµ = x′µ(λ)− xµ(λ) = ε
dxµ

dλ
, δpµ = ε

dpµ
dλ

,

δe = e′(λ)− e(λ) =
d(eε)
dλ

.

(94)

3 This is basically a variant of Routh’s procedure; see e.g. Goldstein [15], Chap. 7.
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Now recall that edλ = dτ is a reparametrization-invariant form. Furthermore,
ε(λ) is an arbitrary local function of λ. It follows, that without loss of generality
we can consider an equivalent set of covariant transformations with parameter
σ = eε:

δcov x
µ =

σ

e

dxµ

dλ
, δcov pµ =

σ

e

dpµ
dλ

,

δcov e =
dσ

dλ
.

(95)

It is straightforward to check that under these transformations the canoni-
cal lagrangean (the integrand of (89)) transforms into a total derivative, and
δcov Scan = [Bcov]21 with

Bcov[σ] = σ

(
pµ

dxµ

edλ
− 1

2m
(p2 +m2c2)

)
. (96)

Using (60), we find that the generator of the local transformations (94) is given
by

Gcov[σ] = (δcovxµ)pµ + (δcove)pe −Bcov =
σ

2m
(
p2 +m2c2

)
+ pe

dσ

dλ
. (97)

It is easily verified that dGcov/dλ = 0 on physical trajectories for arbitrary σ(λ)
if and only if the two earlier constraints are satisfied at all times:

p2 +m2c2 = 0, pe = 0. (98)

It is also clear that the Poisson brackets of these constraints among themselves
vanish. On the canonical variables, Gcov generates the transformations

δG x
µ = {xµ, Gcov[σ]} =

σpµ

m
, δG pµ = {pµ, Gcov[σ]} = 0,

δG e = {e,Gcov[σ]} =
dσ

dλ
, δG pe = {pe, Gcov[σ]} = 0.

(99)

These transformation rules actually differ from the original ones, cf. (95). How-
ever, all differences vanish when applying the equations of motion:

δ′xµ = (δcov − δG)xµ =
σ

m

(
m

e

dxµ

dλ
− pµ

)
≈ 0,

δ′pµ = (δcov − δG)pµ =
σ

e

dpµ
dλ

≈ 0.

(100)

The transformations δ′ are in fact themselves symmetry transformations of the
canonical action, but of a trivial kind: as they vanish on shell, they do not imply
any conservation laws or constraints [17]. Therefore, the new transformations δG
are physically equivalent to δcov.
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The upshot of this analysis is, that we can describe the relativistic particle
by the hamiltonian (88) and the Poisson brackets (90), provided we impose on
all physical quantities in phase space the constraints (98).

A few comments are in order. First, the hamiltonian is by construction the
generator of translations in the time coordinate (here: λ); therefore, after the
general exposure in Sects. 1.2 and 1.3, it should not come as a surprise, that when
promoting such translations to a local symmetry, the hamiltonian is constrained
to vanish.

Secondly, we briefly discuss the other canonical procedure, which takes direct
advantage of the the local parametrization invariance (10) by using it to fix the
einbein; in particular, the choice e = 1 leads to the identification of λ with
proper time: dτ = edλ → dτ = dλ. This procedure is called gauge fixing. Now
the canonical action becomes simply

Scan|e=1 =
∫ 2

1
dτ

(
p · ẋ− 1

2m
(
p2 +m2c2

))
. (101)

This is a regular action for a hamiltonian system. It is completely Lorentz covari-
ant, only the local reparametrization invariance is lost. As a result, the constraint
p2 +m2c2 = 0 can no longer be derived from the action; it must now be imposed
separately as an external condition. Because we have fixed e, we do not need to
introduce its conjugate momentum pe, and we can work in a restricted physical
phase space spanned by the canonical pairs (xµ, pµ). Thus, a second consistent
way to formulate classical hamiltonian dynamics for the relativistic particle is
to use the gauge-fixed hamiltonian and Poisson brackets

Hf =
1

2m
(
p2 +m2c2

)
, {xµ, pν} = δµν , (102)

whilst adding the constraint Hf = 0 to be satisfied at all (proper) times. Ob-
serve, that the remaining constraint implies that one of the momenta pµ is not
independent:

p2
0 = p 2 +m2c2. (103)

As this defines a hypersurface in the restricted phase space, the dimensionality of
the physical phase space is reduced even further. To deal with this situation, we
can again follow two different routes; the first one is to solve the constraint and
work in a reduced phase space. The standard procedure for this is to introduce
light-cone coordinates x± = (x0±x3)/

√
2, with canonically conjugate momenta

p± = (p0 ± p3)/
√

2, such that
{
x±, p±

}
= 1,

{
x±, p∓

}
= 0. (104)

The constraint (103) can then be written

2p+p− = p2
1 + p2

2 +m2c2, (105)

which allows us to eliminate the light-cone co-ordinate x− and its conjugate
momentum p− = (p2

1+p2
2+m2c2)/2p+. Of course, by this procedure the manifest
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Lorentz-covariance of the model is lost. Therefore one often prefers an alternative
route: to work in the covariant phase space (102), and impose the constraint on
physical phase space functions only after solving the dynamical equations.

1.6 The Electro-magnetic Field

The second example to be considered here is the electro-magnetic field. As our
starting point we take the action of (18) modified by a total time-derivative,
and with the magnetic field written as usual in terms of the vector potential as
B(A) = ∇×A:

Sem[φ,A,E] =
∫ 2

1
dtLem(φ,A,E),

Lem =
∫
d3x

(
−1

2
(
E2 + [B(A)]2

)− φ∇ ·E −E · ∂A
∂t

) (106)

It is clear, that (A,−E) are canonically conjugate; by adding the time derivative
we have chosen to let A play the role of co-ordinates, whilst the components of
−E represent the momenta:

πA = −E =
δSem

δ(∂A/∂t)
(107)

Also, like the einbein in the case of the relativistic particle, here the scalar
potential φ = A0 plays the role of Lagrange multiplier to impose the constraint
∇ ·E = 0; therefore its canonical momentum vanishes:

πφ =
δSem

δ(∂φ/∂t)
= 0. (108)

This is the generic type of constraint for Lagrange multipliers, which we en-
countered also in the case of the relativistic particle. Observe, that the la-
grangean (106) is already in the canonical form, with the hamiltonian given
by

Hem =
∫
d3x

(
1
2
(
E2 +B2)+ φ∇ ·E + πφ

∂φ

∂t

)
. (109)

Again, as in the case of the relativistic particle, the last term can be taken to
vanish upon imposing the constraint (108), but in any case it cancels in the
canonical action

Sem =
∫ 2

1
dt

(∫
d3x

[
−E · ∂A

∂t
+ πφ

∂φ

∂t

]
−Hem(E,A, πφ, φ)

)

=
∫ 2

1
dt

(∫
d3x

[
−E · ∂A

∂t

]
−Hem(E,A, φ)|πφ=0

) (110)
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To proceed with the canonical analysis, we have the same choice as in the case of
the particle: to keep the full hamiltonian, and include the canonical pair (φ, πφ)
in an extended phase space; or to use the local gauge invariance to remove φ by
fixing it at some particular value.

In the first case we have to introduce Poisson brackets

{Ai(x, t), Ej(y, t)} = −δij δ3(x−y), {φ(x, t), πφ(y, t)} = δ3(x−y). (111)

It is straightforward to check, that the Maxwell equations are reproduced by the
brackets with the hamiltonian:

Φ̇ = {Φ,H} , (112)

where Φ stands for any of the fields (A,E, φ, πφ) above, although in the sector
of the scalar potential the equations are empty of dynamical content.

Among the quantities commuting with the hamiltonian (in the sense of Pois-
son brackets), the most interesting for our purpose is the generator of the gauge
transformations

δA = ∇Λ, δφ =
∂Λ

∂t
, δE = δB = 0. (113)

Its construction proceeds according to (60). Actually, the action (106) is gauge
invariant provided the gauge parameter vanishes sufficiently fast at spatial in-
finity, as δLem = − ∫

d3x∇ · (E∂Λ/∂t). Therefore the generator of the gauge
transformations is

G[Λ] =
∫
d3x (−δA ·E + δφ πφ)

=
∫
d3x

(
−E ·∇Λ+ πφ

∂Λ

∂t

)
=

∫
d3x

(
Λ∇ ·E + πφ

∂Λ

∂t

)
.

(114)

The gauge transformations (113) are reproduced by the Poisson brackets

δΦ = {Φ,G[Λ]} . (115)

From the result (114) it follows, that conservation of G[Λ] for arbitrary Λ(x, t)
is due to the constraints

∇ ·E = 0, πφ = 0, (116)

which are necessary and sufficient. These in turn imply that G[Λ] = 0 itself.
One reason why this treatment might be preferred, is that in a relativistic

notation φ = A0, πφ = π0, the brackets (111) take the quasi-covariant form

{Aµ(x, t), πν(y, t)} = δνµ δ
3(x− y), (117)

and similarly for the generator of the gauge transformations :

G[Λ] = −
∫
d3xπµ∂µΛ. (118)
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Of course, the three-dimensional δ-function and integral show, that the covari-
ance of these equations is not complete.

The other procedure one can follow, is to use the gauge invariance to set
φ = φ0, a constant. Without loss of generality this constant can be chosen
equal to zero, which just amounts to fixing the zero of the electric potential. In
any case, the term φ∇ · E vanishes from the action and for the dynamics it
suffices to work in the reduced phase space spanned by (A,E). In particular,
the hamiltonian and Poisson brackets reduce to

Hred =
∫
d3x

1
2
(
E2 +B2) , {Ai(x, t), Ej(y, t)} = −δijδ3(x− y). (119)

The constraint ∇ · E = 0 is no longer a consequence of the dynamics, but
has to be imposed separately. Of course, its bracket with the hamiltonian still
vanishes: {Hred,∇ · E} = 0. The constraint actually signifies that one of the
components of the canonical momenta (in fact an infinite set: the longitudinal
electric field at each point in space) is to vanish; therefore the dimensionality of
the physical phase space is again reduced by the constraint. As the constraint
is preserved in time (its Poisson bracket with H vanishes), this reduction is
consistent. Again, there are two options to proceed: solve the constraint and
obtain a phase space spanned by the physical degrees of freedom only, or keep
the constraint as a separate condition to be imposed on all solutions of the
dynamics. The explicit solution in this case consists of splitting the electric field
in transverse and longitudinal parts by projection operators:

E = ET +EL =
(

1−∇ 1
∆

∇
)
·E + ∇ 1

∆
∇ ·E, (120)

and similarly for the vector potential. One can now restrict the phase space to
the transverse parts of the fields only; this is equivalent to requiring ∇ ·E = 0
and ∇·A = 0 simultaneously. In practice it is much more convenient to use these
constraints as such in computing physical observables, instead of projecting out
the longitudinal components explicitly at all intermediate stages. Of course, one
then has to check that the final result does not depend on any arbitrary choice
of dynamics attributed to the longitudinal fields.

1.7 Yang–Mills Theory

Yang–Mills theory is an important extension of Maxwell theory, with a very
similar canonical structure. The covariant action is a direct extension of the
covariant electro-magnetic action used before:

SYM = −1
4

∫
d4xF aµνF

µν
a , (121)

where F aµν is the field strength of the Yang–Mills vector potential Aaµ:

F aµν = ∂µA
a
ν − ∂νA

a
µ − gf a

bc AbµA
c
ν . (122)
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Here g is the coupling constant, and the coefficients f a
bc are the structure con-

stant of a compact Lie algebrag with (anti-hermitean) generators Ta:

[Ta, Tb] = f c
ab Tc. (123)

The Yang–Mills action (121) is invariant under (infinitesimal) local gauge trans-
formations with parameters Λa(x):

δAaµ = (DµΛ)a = ∂µΛ
a − gf a

bc AbµΛ
c, (124)

under which the field strength F aµν transforms as

δF aµν = gf a
bc ΛbF cµν . (125)

To obtain a canonical description of the theory, we compute the momenta

πµa =
δSYM
δ∂0Aaµ

= −F 0µ
a =

{−Eia, µ = i = (1, 2, 3);
0, µ = 0. (126)

Clearly, the last equation is a constraint of the type we have encountered before;
indeed, the time component of the vector field, Aa0 , plays the same role of La-
grange mutiplier for a Gauss-type constraint as the scalar potential φ = A0 in
electro-dynamics, to which the theory reduces in the limit g → 0. This is brought
out most clearly in the hamiltonian formulation of the theory, with action

SYM =
∫ 2

1
dt

(∫
d3x

[
−Ea · ∂A

a

∂t

]
−HYM

)
,

HYM =
∫
d3x

(
1
2

(E2
a +B2

a) +Aa0 (D ·E)a

)
.

(127)

Here we have introduced the notation Ba for the magnetic components of the
field strength:

Bai =
1
2
εijkF

a
jk. (128)

In (127) we have left out all terms involving the time-component of the momen-
tum, since they vanish as a result of the constraint π0

a = 0, cf. (126). Now Aa0
appearing only linearly, its variation leads to another constraint

(D ·E)a = ∇ ·Ea − gf a
bc A

b ·Ec = 0. (129)

As in the other theories we have encountered so far, the constraints come in pairs:
one constraint, imposed by a Lagrange multiplier, restricts the physical degrees
of freedom; the other constraint is the vanishing of the momentum associated
with the Lagrange multiplier.

To obtain the equations of motion, we need to specify the Poisson brackets:

{Aai (x, t), Ejb(y, t)} = −δijδab δ3(x−y),
{
Aa0 , (x, t), π

0
b (y, t)

}
= δijδ

a
b δ

3(x−y),
(130)
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or in quasi-covariant notation{
Aaµ(x, t), π

ν
b (y, t)

}
= δνµδ

a
b δ

3(x− y). (131)

Provided the gauge parameter vanishes sufficiently fast at spatial infinity, the
canonical action is gauge invariant:

δSYM = −
∫ 2

1
dt

∫
d3x∇ ·

(
Ea

∂Λa

∂t

)
� 0. (132)

Therefore it is again straightforward to construct the generator for the local
gauge transformations:

G[Λ] =
∫
d3x

(−δAa ·Ea + δAa0 π
0
a

)

=
∫
d3xπµa (DµΛ)a �

∫
d3x

(
Λa(D ·E)a + π0

a (D0Λ)a
)
.

(133)

The new aspect of the gauge generators in the case of Yang–Mills theory is, that
the constraints satisfy a non-trivial Poisson bracket algebra:

{G[Λ1], G[Λ2]} = G[Λ3], (134)

where the parameter on the right-hand side is defined by

Λ3 = gf a
bc Λb1 Λ

c
2. (135)

We can also write the physical part of the constraint algebra in a local form;
indeed, let

Ga(x) = (D ·E)a(x). (136)

Then a short calculation leads to the result

{Ga(x, t), Gb(y, t)} = gf c
ab Gc(x, t) δ3(x− y). (137)

We observe, that the condition G[Λ] = 0 is satisfied for arbitrary Λ(x) if and
only if the two local constraints hold:

(D ·E)a = 0, π0
a = 0. (138)

This is sufficient to guarantee that {G[Λ], H} = 0 holds as well. Together with
the closure of the algebra of constraints (134) this guarantees that the constraints
G[Λ] = 0 are consistent both with the dynamics and among themselves.

Equation (138) is the generalization of the transversality condition (116)
and removes the same number of momenta (electric field components) from the
physical phase space. Unlike the case of electrodynamics however, it is non-linear
and cannot be solved explicitly. Moreover, the constraint does not determine in
closed form the conjugate co-ordinate (the combination of gauge potentials) to
be removed from the physical phase space with it. A convenient possibility to
impose in classical Yang–Mills theory is the transversality condition ∇ ·Aa = 0,
which removes the correct number of components of the vector potential and
still respects the rigid gauge invariance (with constant parameters Λa).
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1.8 The Relativistic String

As the last example in this section we consider the massless relativistic (bosonic)
string, as described by the Polyakov action

Sstr =
∫
d2ξ

(
−1

2
√−ggab ∂aXµ∂bXµ

)
, (139)

where ξa = (ξ0, ξ1) = (τ, σ) are co-ordinates parametrizing the two-dimensional
world sheet swept out by the string, gab is a metric on the world sheet, with g its
determinant, and Xµ(ξ) are the co-ordinates of the string in the D-dimensional
embedding space-time (the target space), which for simplicity we take to be flat
(Minkowskian). As a generally covariant two-dimensional field theory, the action
is manifestly invariant under reparametrizations of the world sheet:

X ′µ(ξ
′) = Xµ(ξ), g′ab(ξ

′) = gcd(ξ)
∂ξc

∂ξ′ a
∂ξd

∂ξ′ b
. (140)

The canonical momenta are

Πµ =
δSstr
δ∂0Xµ

= −√−g ∂ 0Xµ, πab =
δSstr
δ∂0gab

= 0. (141)

The latter equation brings out, that the inverse metric gab, or rather the com-
bination hab =

√−ggab, acts as a set of Lagrange multipliers, imposing the
vanishing of the symmetric energy-momentum tensor:

Tab =
2√−g

δSstr
δgab

= −∂aXµ∂bXµ +
1
2
gabg

cd∂cX
µ∂dXµ = 0. (142)

Such a constraint arises because of the local reparametrization invariance of the
action. Note, however, that the energy-momentum tensor is traceless:

T a
a = gab Tab = 0. (143)

and as a result it has only two independent components. The origin of this reduc-
tion of the number of constraints is the local Weyl invariance of the action (139)

gab(ξ) → ḡab(ξ) = eΛ(ξ) gab(ξ), Xµ(ξ) → X̄µ(ξ) = Xµ(ξ), (144)

which leaves hab invariant: h̄ab = hab. Indeed, hab itself also has only two indepen-
dent components, as the negative of its determinant is unity:−h = −dethab = 1.

The hamiltonian is obtained by Legendre transformation, and taking into
account πab = 0, it reads

H =
1
2

∫
dσ

(√−g (−g00[∂0X]2 + g11[∂1X]2
)

+ πab ∂0 gab
)

=
∫
dσ

(
T 0

0 + πab ∂0 gab
)
.

(145)
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The Poisson brackets are

{Xµ(τ, σ), Πν(τ, σ′)} = δµν δ(σ − σ′),

{
gab(τ, σ), πcd(τ, σ′)

}
=

1
2
(
δcaδ

d
b + δdaδ

c
b

)
δ(σ − σ′).

(146)

The constraints (142) are most conveniently expressed in the hybrid forms (using
relations g = g00g11 − g2

01 and g11 = gg00):

gT 00 = −T11 =
1
2
(
Π2 + [∂1X]2

)
= 0,

√−g T 0
1 = Π · ∂1X = 0.

(147)

These results imply, that the hamiltonian (145) actually vanishes, as in the case
of the relativistic particle. The reason is also the same: reparametrization invari-
ance, now on a two-dimensional world sheet rather than on a one-dimensional
world line.

The infinitesimal form of the transformations (140) with ξ′ = ξ − Λ(ξ) is

δXµ(ξ) = X ′µ(ξ)−Xµ(ξ) = Λa∂aX
µ =

1
gg00

(√−g Λ0Πµ + Λ1∂σX
µ
)
,

δgab(ξ) = (∂aΛc)gcb + (∂bΛc)gac + Λc∂cgab = DaΛb +DbΛa,
(148)

where we use the covariant derivative DaΛb = ∂aΛb − Γ c
ab Λc. The generator of

these transformations as constructed by our standard procedure now becomes

G[Λ] =
∫
dσ

(
Λa∂aX ·Π +

1
2
Λ0√−g gab∂aX · ∂bX + πab(DaΛb +DbΛa)

)

=
∫
dσ

(−√−g ΛaT 0
a + 2πabDaΛb

)
.

(149)
which has to vanish in order to represent a canonical symmetry: the constraint
G[Λ] = 0 summarizes all constraints introduced above. The brackets of G[Λ] now
take the form

{Xµ, G[Λ]} = Λa∂aX
µ = δXµ, {gab, G[Λ]} = DaΛb +DbΛa = δgab, (150)

and, in particular,

{G[Λ1], G[Λ2]} = G[Λ3], Λa3 = Λb[1 ∂bΛ
a
2]. (151)

It takes quite a long and difficult calculation to check this result.
Most practitioners of string theory prefer to work in the restricted phase

space, in which the metric gab is not a dynamical variable, and there is no
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need to introduce its conjugate momentum πab. Instead, gab is chosen to have a
convenient value by exploiting the reparametrization invariance (140) or (148):

gab = ρ ηab = ρ

(−1 0
0 1

)
. (152)

Because of the Weyl invariance (144), ρ never appears explicitly in any physical
quantity, so it does not have to be fixed itself. In particular, the hamiltonian
becomes

Hred =
1
2

∫
dσ

(
[∂0X]2 + [∂1X]2

)
=

1
2

∫
dσ

(
Π2 + [∂σX]2

)
, (153)

whilst the constrained gauge generators (149) become

Gred[Λ] =
∫
dσ

(
1
2
Λ0 (Π2 + [∂σX]2

)
+ Λ1Π · ∂σX

)
. (154)

Remarkably, these generators still satisfy a closed bracket algebra:

{Gred[Λ1], Gred[Λ2]} = Gred[Λ3], (155)

but the structure constants have changed, as becomes evident from the expres-
sions for Λa3 :

Λ0
3 = Λ1

[1 ∂σΛ
0
2] + Λ0

[1 ∂σΛ
1
2],

Λ1
3 = Λ0

[1 ∂σΛ
0
2] + Λ1

[1 ∂σΛ
1
2]

(156)

The condition for Gred[Λ] to generate a symmetry of the hamiltonian Hred (and
hence to be conserved), is again Gred[Λ] = 0. Observe, that these expressions
reduce to those of (151) when the Λa satisfy

∂σΛ
1 = ∂τΛ

0, ∂σΛ
0 = ∂τΛ

1. (157)

In terms of the light-cone co-ordinates u = τ−σ or v = τ+σ this can be written:

∂u(Λ1 + Λ0) = 0, ∂v(Λ1 − Λ0) = 0. (158)

As a result, the algebras are identical for parameters living on only one branch
of the (two-dimensional) light-cone:

Λ0(u, v) = Λ+(v)− Λ−(u), Λ1(u, v) = Λ+(v) + Λ−(u), (159)

with Λ± = (Λ1 ± Λ0)/2.

2 Canonical BRST Construction

Many interesting physical theories incorporate constraints arising from a local
gauge symmetry, which forces certain components of the momenta to vanish
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in the physical phase space. For reparametrization-invariant systems (like the
relativistic particle or the relativistic string) these constraints are quadratic in
the momenta, whereas in abelian or non-abelian gauge theories of Maxwell–
Yang–Mills type they are linear in the momenta (i.e., in the electric components
of the field strength).

There are several ways to deal with such constraints. The most obvious one
is to solve them and formulate the theory purely in terms of physical degrees of
freedom. However, this is possible only in the simplest cases, like the relativis-
tic particle or an unbroken abelian gauge theory (electrodynamics). And even
then, there can arise complications such as non-local interactions. Therefore, an
alternative strategy is more fruitful in most cases and for most applications; this
preferred strategy is to keep (some) unphysical degrees of freedom in the theory
in such a way that desirable properties of the description – like locality, and
rotation or Lorentz-invariance – can be preserved at intermediate stages of the
calculations. In this section we discuss methods for dealing with such a situa-
tion, when unphysical degrees of freedom are taken along in the analysis of the
dynamics.

The central idea of the BRST construction is to identify the solutions of
the constraints with the cohomology classes of a certain nilpotent operator, the
BRST operator Ω. To construct this operator we introduce a new class of vari-
ables, the ghost variables. For the theories we have discussed in Sect. 1, which
do not involve fermion fields in an essential way (at least from the point of
view of constraints), the ghosts are anticommuting variables: odd elements of a
Grassmann algebra. However, theories with more general types of gauge sym-
metries involving fermionic degrees of freedom, like supersymmetry or Siegel’s
κ-invariance in the theory of superparticles and superstrings, or theories with
reducible gauge symmetries, require commuting ghost variables as well. Never-
theless, to bring out the central ideas of the BRST construction as clearly as
possible, here we discuss theories with bosonic symmetries only.

2.1 Grassmann Variables

The BRST construction involves anticommuting variables, which are odd ele-
ments of a Grassmann algebra. The theory of such variables plays an important
role in quantum field theory, most prominently in the description of fermion
fields as they naturally describe systems satisfying the Pauli exclusion principle.
For these reasons we briefly review the basic elements of the theory of anticom-
muting variables at this point. For more detailed expositions we refer to the
references [18,19].

A Grassmann algebra of rank n is the set of polynomials constructed from
elements {e, θ1, ..., θn} with the properties

e2 = e, eθi = θie = θi, θiθj + θjθi = 0. (160)

Thus, e is the identity element, which will often not be written out explicitly.
The elements θi are nilpotent, θ2

i = 0, whilst for i �= j the elements θi and θj
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anticommute. As a result, a general element of the algebra consists of 2n terms
and takes the form

g = αe+
n∑
i=1

αi θi +
n∑

(i,j)=1

1
2!
αij θiθj + ...+ α̃ θ1...θn, (161)

where the coefficients αi1..ip are completely antisymmetric in the indices. The
elements {θi} are called the generators of the algebra. An obvious example of
a Grassmann algebra is the algebra of differential forms on an n-dimensional
manifold.

On the Grassmann algebra we can define a co-algebra of polynomials in
elements

{
θ̄1, ..., θ̄n

}
, which together with the unit element e is a Grassmann

algebra by itself, but which in addition has the property

[θ̄i, θj ]+ = θ̄i θj + θj θ̄
i = δij e. (162)

This algebra can be interpreted as the algebra of derivations on the Grassmann
algebra spanned by (e, θi).

By the property (162), the complete set of elements
{
e; θi; θ̄i

}
is actually

turned into a Clifford algebra, which has a (basically unique) representation in
terms of Dirac matrices in 2n-dimensional space. The relation can be estab-
lished by considering the following complex linear combinations of Grassmann
generators:

Γi = γi = θ̄i + θi, Γ̃i = γi+n = i
(
θ̄i − θi

)
, i = 1, ..., n. (163)

By construction, these elements satisfy the relation

[γa, γb]+ = 2 δab e, (a, b) = 1, ..., 2n, (164)

but actually the subsets {Γi} and
{
Γ̃i

}
define two mutually anti-commuting

Clifford algebras of rank n:

[Γi, Γj ]+ = [Γ̃i, Γ̃j ]+ = 2 δij , [Γi, Γ̃j ]+ = 0. (165)

Of course, the construction can be turned around to construct a Grassmann
algebra of rank n and its co-algebra of derivations out of a Clifford algebra of
rank 2n.

In field theory applications we are mostly interested in Grassmann algebras
of infinite rank, not only n→∞, but particularly also the continuous case

[θ̄(t), θ(s)]+ = δ(t− s), (166)

where (s, t) are real-valued arguments. Obviously, a Grassmann variable ξ is a
quantity taking values in a set of linear Grassmann forms

∑
i α

iθi or its con-
tinuous generalization

∫
t
α(t) θ(t). Similarly, one can define derivative operators

∂/∂ξ as linear operators mapping Grassmann forms of rank p into forms of rank
p− 1, by

∂

∂ξ
ξ = 1− ξ

∂

∂ξ
, (167)
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and its generalization for systems of multi-Grassmann variables. These derivative
operators can be constructed as linear forms in θ̄i or θ̄(t).

In addition to differentiation one can also define Grassmann integration. In
fact, Grassmann integration is defined as identical with Grassmann differentia-
tion. For a single Grassmann variable, let f(ξ) = f0 + ξf1; then one defines

∫
dξ f(ξ) = f1. (168)

This definition satisfies all standard properties of indefinite integrals:

1. linearity:
∫
dξ [αf(ξ) + βg(ξ)] = α

∫
dξ f(ξ) + β

∫
dξ g(ξ); (169)

2. translation invariance:
∫
dξ f(ξ + η) =

∫
dξ f(ξ); (170)

3. fundamental theorem of calculus (Gauss–Stokes):
∫
dξ
∂f

∂ξ
= 0; (171)

4. reality: for real functions f(ξ) (i.e. f0,1 ∈ R)
∫
dξf(ξ) = f1 ∈ R. (172)

A particularly useful result is the evaluation of Gaussian Grassmann integrals.
First we observe that

∫
[dξ1...dξn] ξα1 ...ξαn = εα1...αn . (173)

From this it follows, that a general Gaussian Grassmann integral is
∫

[dξ1...dξn] exp
(

1
2
ξαAαβ ξβ

)
= ±

√
|detA|. (174)

This is quite obvious after bringing A into block-diagonal form:

A =




0 ω1
−ω1 0 0

0 ω2
−ω2 0

0
·
·



. (175)
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There are then two possibilities:
(i) If the dimensionality of the matrix A is even [(α, β) = 1, ..., 2r] and none of
the characteristic values ωi vanishes, then every 2× 2 block gives a contribution
2ωi to the exponential:

exp
(

1
2
ξαAαβ ξβ

)
= exp

(
r∑
i=1

ωi ξ2i−1ξ2i

)
= 1 + ...+

r∏
i=1

(ωi ξ2i−1ξ2i). (176)

The final result is then established by performing the Grassmann integrations,
which leaves a non-zero contribution only from the last term, reading

r∏
i=1

ωi = ±
√
|detA| (177)

with the sign depending on the number of negative characteristic values ωi.
(ii) If the dimensionality of A is odd, the last block is one-dimensional represent-
ing a zero-mode; then the integral vanishes, as does the determinant. Of course,
the same is true for even-dimensional A if one of the values ωi vanishes.

Another useful result is, that one can define a Grassmann-valued delta-
function:

δ(ξ − ξ′) = −δ(ξ′ − ξ) = ξ − ξ′, (178)

with the properties∫
dξ δ(ξ − ξ′) = 1,

∫
dξ δ(ξ − ξ′)f(ξ) = f(ξ′). (179)

The proof follows simply by writing out the integrants and using the fundamental
rule of integration (168).

2.2 Classical BRST Transformations

Consider again a general dynamical system subject to a set of constraintsGα = 0,
as defined in (41) or (60). We take the algebra of constraints to be first-class, as
in (69):

{Gα, Gβ} = Pαβ(G), {Gα, H} = Zα(G). (180)

Here P (G) and Z(G) are polynomial expressions in the constraints, such that
P (0) = Z(0) = 0; in particular this implies that the constant terms vanish:
cαβ = 0.

The BRST construction starts with the introduction of canonical pairs of
Grassmann degrees of freedom (cα, bβ), one for each constraint Gα, with Poisson
brackets

{cα, bβ} = {bβ , cα} = −iδαβ , (181)

These anti-commuting variables are known as ghosts; the complete Poisson
brackets on the extended phase space are given by

{A,B} =
∂A

∂qi
∂B

∂pi
− ∂A

∂pi

∂B

∂qi
+ i(−1)A

(
∂A

∂cα
∂B

∂bα
+

∂A

∂bα

∂B

∂cα

)
, (182)
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where (−1)A denotes the Grassmann parity of A: +1 if A is Grassmann-even
(commuting) and −1 if A is Grassmann-odd (anti-commuting).

With the help of these ghost degrees of freedom, one defines the BRST charge
Ω, which has Grassmann parity (−1)Ω = −1, as

Ω = cα (Gα +Mα) , (183)

where Mα is Grassmann-even and of the form

Mα =
∑
n≥1

in

2n!
cα1 ...cαnM β1...βn

αα1...αn
bβ1 ...bβn

=
i

2
cα1M β1

αα1
bβ1 −

1
4
cα1cα2M β1β2

αα1α2
bβ1bβ2 + ...

(184)

The quantities M β1...βp
αα1...αp are functions of the classical phase-space variables via

the constraints Gα, and are defined such that

{Ω,Ω} = 0. (185)

As Ω is Grassmann-odd, this is a non-trivial property, from which the BRST
charge can be constructed inductively:

{Ω,Ω} = cαcβ
(
Pαβ +M γ

αβGγ

)

+ icαcβcγ
({

Gα,M
δ

βγ

}
−M ε

αβM
δ

γε +M δ ε
αβγ Gε

)
bδ + ...

(186)

This vanishes if and only if

M γ
αβGγ = −Pαβ ,

M δ ε
αβγGε =

{
M δ

[αβ , Gγ]

}
+M ε

[αβM
δ

γ]ε,

...

(187)

Observe, that the first relation can only be satisfied under the condition cαβ = 0,
with the solution

M γ
αβ = f γ

αβ +
1
2
g γδ
αβ Gδ + ... (188)

The same condition guarantees that the second relation can be solved: the
bracket on the right-hand side is

{
M δ
αβ , Gγ

}
=
∂M δ

αβ

∂Gε
Pεγ =

1
2
g δε
αβ f σ

εγ Gσ + ... (189)

whilst the Jacobi identity (67) implies that

f ε
[αβ f

δ
γ]ε = 0, (190)
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and therefore M ε
[αβM

δ
γ]ε = O[Gσ]. This allows to determine M δε

αβγ . Any higher-
order terms can be calculated similarly. In practice Pαβ and Mα usually contain
only a small number of terms.

Next, we observe that we can extend the classical hamiltonian H = H0 with
ghost terms such that

Hc = H0 +
∑
n≥1

in

n!
cα1 ...cαn h(n) β1...βn

α1...αn
(G) bβ1 ...bβn

, {Ω,Hc} = 0. (191)

Observe that on the physical hypersurface in the phase space this hamiltonian
coincides with the original classical hamiltonian modulo terms which do not
affect the time-evolution of the classical phase-space variables (q, p). We illustrate
the procedure by constructing the first term:

{Ω,Hc} = {cαGα, H0}+
i

2

{
cαGα, c

γh(1) β
γ bβ

}
+
i

2
{
cα1cα2Mβ

α1α2
bβ , H0

}
+ ...

= cα
(
Zα − h(1) β

α Gβ

)
+ ...

(192)
Hence the bracket vanishes if the hamiltonian is extended by ghost terms such
that

h(1) β
α (G)Gβ = Zα(G), ... (193)

This equation is guaranteed to have a solution by the condition Z(0) = 0.
As the BRST charge commutes with the ghost-extended hamiltonian, we can

use it to generate ghost-dependent symmetry transformations of the classical
phase-space variables: the BRST transformations

δΩ q
i = −{

Ω, qi
}

=
∂Ω

∂pi
= cα

∂Gα
∂pi

+ ghost extensions,

δΩ pi = −{Ω, pi} = −∂Ω
∂qi

= cα
∂Gα
∂qi

+ ghost extensions.

(194)

These BRST transformations are just the gauge transformations with the param-
eters εα replaced by the ghost variables cα, plus (possibly) some ghost-dependent
extension.

Similarly, one can define BRST transformations of the ghosts:

δΩ c
α = −{Ω, cα} = i

∂Ω

∂bα
= −1

2
cβcγM α

βγ + ...,

δΩ bα = −{Ω, bα} = i
∂Ω

∂cα
= iGα − cβM γ

αβ bγ + ...

(195)

An important property of these transformations is their nilpotence:

δ2Ω = 0. (196)
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This follows most directly from the Jacobi identity for the Poisson brackets of
the BRST charge with any phase-space function A:

δ2Ω A = {Ω, {Ω,A}} = −1
2
{A, {Ω,Ω}} = 0. (197)

Thus, the BRST variation δΩ behaves like an exterior derivative. Next we observe
that gauge invariant physical quantities F have the properties

{F, cα} = i
∂F

∂bα
= 0, {F, bα} = i

∂F

∂cα
= 0, {F,Gα} = δαF = 0. (198)

As a result, such physical quantities must be BRST invariant:

δΩ F = −{Ω,F} = 0. (199)

In the terminology of algebraic geometry, such a function F is called BRST
closed. Now because of the nilpotence, there are trivial solutions to this condition,
of the form

F0 = δΩ F1 = −{Ω,F1} . (200)

These solutions are called BRST exact; they always depend on the ghosts (cα, bα),
and cannot be physically relevant. We conclude, that true physical quantities
must be BRST closed, but not BRST exact. Such non-trivial solutions of the
BRST condition (199) define the BRST cohomology, which is the set

H(δΩ) =
Ker(δΩ)
Im(δΩ)

. (201)

We will make this more precise later on.

2.3 Examples

As an application of the above construction, we now present the classical BRST
charges and transformations for the gauge systems discussed in Sect. 1.

The Relativistic Particle. We consider the gauge-fixed version of the rela-
tivistic particle. Taking c = 1, the only constraint is

H0 =
1

2m
(p2 +m2) = 0, (202)

and hence in this case Pαβ = 0. We only introduce one pair of ghost variables,
and define

Ω =
c

2m
(p2 +m2). (203)
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It is trivially nilpotent, and the BRST transformations of the phase space vari-
ables read

δΩx
µ = {xµ, Ω} =

cpµ

m
, δΩpµ = {pµ, Ω} = 0,

δΩc = −{c,Ω} = 0, δΩb = −{b,Ω} =
i

2m
(p2 +m2) ≈ 0.

(204)

The b-ghost transforms into the constraint, hence it vanishes on the physical
hypersurface in the phase space. It is straightforward to verify that δ2Ω = 0.

Electrodynamics. In the gauge fixed Maxwell’s electrodynamics there is again
only a single constraint, and a single pair of ghost fields to be introduced. We
define the BRST charge

Ω =
∫
d3x c∇ ·E. (205)

The classical BRST transformations are just ghost-dependent gauge transfor-
mations:

δΩA = {A, Ω} = ∇c, δΩE = {E, Ω} = 0,

δΩc = −{c,Ω} = 0, δΩb = −{b,Ω} = i∇ ·E ≈ 0.
(206)

Yang–Mills Theory. One of the simplest non-trivial systems of constraints
is that of Yang–Mills theory, in which the constraints define a local Lie alge-
bra (137). The BRST charge becomes

Ω =
∫
d3x

(
caGa − ig

2
cacbf c

ab bc

)
, (207)

with Ga = (D · E)a. It is now non-trivial that the bracket of Ω with itself
vanishes; it is true because of the closure of the Lie algebra, and the Jacobi
identity for the structure constants.

The classical BRST transformations of the fields become

δΩA
a = {Aa, Ω} = (Dc)a, δΩEa = {Ea, Ω} = gf c

ab c
bEc,

δΩc
a = −{ca, Ω} =

g

2
f a
bc cbcc, δΩba = −{ba, Ω} = iGa + gf c

ab cb bc.
(208)

Again, it can be checked by explicit calculation that δ2Ω = 0 for all varia-
tions (208). It follows, that

δΩ Ga = gf c
ab c

bGc,

and as a result δ2Ω ba = 0.
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The Relativistic String. Finally, we discuss the free relativistic string. We
take the reduced constraints (154), satisfying the algebra (155), (156). The BRST
charge takes the form

Ω =
∫
dσ

[
1
2
c0
(
Π2 + [∂σX]2

)
+ c1Π · ∂σX

− i (c1∂σc0 + c0∂σc
1) b0 − i

(
c0∂σc

0 + c1∂σc
1) b1] .

(209)

The BRST transformations generated by the Poisson brackets of this charge read

δΩX
µ = {Xµ, Ω} = c0Πµ + c1∂σX

µ ≈ ca∂aX
µ,

δΩΠµ = {Πµ, Ω} = ∂σ
(
c0∂σXµ + c1Πµ

) ≈ ∂σ
(
εabca∂bX

µ
)
,

δΩc
0 = −{

c0, Ω
}

= c1∂σc
0 + c0∂σc

1,

δΩc
1 = −{

c0, Ω
}

= c0∂σc
0 + c1∂σc

1,

δΩb0 = −{b0, Ω} = i
2

(
Π2 + [∂σX]2

)
+ c1∂σb0 + c0∂σb1 + 2∂σc1 b0 + 2 ∂σc0 b1,

δΩb1 = −{b1, Ω} = iΠ · ∂σX + c0∂σb0 + c1∂σb1 + 2∂σc0 b0 + 2 ∂σc1 b1.
(210)

A tedious calculation shows that these transformations are indeed nilpotent:
δ2Ω = 0.

2.4 Quantum BRST Cohomology

The construction of a quantum theory for constrained systems poses the fol-
lowing problem: to have a local and/or covariant description of the quantum
system, it is advantageous to work in an extended Hilbert space of states, with
unphysical components, like gauge and ghost degrees of freedom. Therefore we
need first of all a way to characterize physical states within this extended Hilbert
space and then a way to construct a unitary evolution operator, which does not
mix physical and unphysical components. In this section we show that the BRST
construction can solve both of these problems.

We begin with a quantum system subject to constraints Gα; we impose these
constraints on the physical states:

Gα|Ψ〉 = 0, (211)

implying that physical states are gauge invariant. In the quantum theory the
generators of constraints are operators, which satisfy the commutation rela-
tions (80):

−i [Gα, Gβ ] = Pαβ(G), (212)

where we omit the hat on operators for ease of notation.
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Next, we introduce corresponding ghost field operators (cα, bβ) with equal-
time anti-commutation relations

[cα, bβ ]+ = cαbβ + ββc
α = δαβ . (213)

(For simplicity, the time-dependence in the notation has been suppressed). In
the ghost-extended Hilbert space we now construct a BRST operator

Ω = cα


Gα +

∑
n≥1

in

2n!
cα1 ...cαnM β1...βn

αα1...αn
bβ1 ...bβn


 , (214)

which is required to satisfy the anti-commutation relation

[Ω,Ω]+ = 2Ω2 = 0. (215)

In words, the BRST operator is nilpotent. Working out the square of the BRST
operator, we get

Ω2 =
i

2
cαcβ

(
−i [Gα, Gβ ] +M γ

αβGγ

)

− 1
2
cαcβcγ

(−i [Gα,M δ
βγ

]
+M ε

αβM
δ

γε +M δε
αβγGε

)
bδ + ...

(216)

As a consequence, the coefficients Mα are defined as the solutions of the set of
equations

i [Gα, Gβ ] = −Pαβ = Mγ
αβGγ ,

i
[
G[α,M

δ
βγ]

]
+M ε

[αβM
δ

γ]ε = M δε
αβγGε

...

(217)

These are operator versions of the classical equations (187). As in the classical
case, their solution requires the absence of a central charge: cαβ = 0.

Observe, that the Jacobi identity for the generators Gα implies some restric-
tions on the higher terms in the expansion of Ω:

0 = [Gα, [Gβ , Gγ ]] + (terms cyclic in [αβγ]) = −3i
[
G[α,M

δ
βγ]Gδ

]

= −3
(
i
[
G[α,M

δ
βγ]

]
+M ε

[αβM
δ

α] ε

)
Gδ = −3i

2
M δε
αβγM

σ
δε Gσ.

(218)

The equality on the first line follows from the first equation (217), the last
equality from the second one.

To describe the states in the extended Hilbert space, we introduce a ghost-
state module, a basis for the ghost states consisting of monomials in the ghost
operators cα:

|[α1α2...αp]〉gh =
1
p!
cα1cα2 ...cαp |0〉gh, (219)
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with |0〉gh the ghost vacuum state annihilated by all bβ . By construction these
states are completely anti-symmetric in the indices [α1α2...αp], i.e. the ghosts
satisfy Fermi-Dirac statistics, even though they do not carry spin. This confirms
their unphysical nature. As a result of this choice of basis, we can decompose an
arbitrary state in components with different ghost number (= rank of the ghost
polynomial):

|Ψ〉 = |Ψ (0)〉+ cα|Ψ (1)
α 〉+

1
2
cαcβ |Ψ (2)

αβ 〉+ ... (220)

where the states |Ψ (n)
α1...αn〉 corresponding to ghost number n are of the form

|ψ(n)
α1...αn(q)〉 × |0〉gh, with |ψ(n)

α1...αn(q)〉 states of zero-ghost number, depending
only on the degrees of freedom of the constrained (gauge) system; therefore we
have

bβ |Ψ (n)
α1...αn

〉 = 0. (221)

To do the ghost-counting, it is convenient to introduce the ghost-number oper-
ator

Ng =
∑
α

cαbα, [Ng, c
α] = cα, [Ng, bα] = −bα, (222)

where as usual the summation over α has to be interpreted in a generalized sense
(it includes integration over space when appropriate). It follows, that the BRST
operator has ghost number +1:

[Ng, Ω] = Ω. (223)

Now consider a BRST-invariant state:

Ω|Ψ〉 = 0. (224)

Substitution of the ghost-expansions of Ω and |Ψ〉 gives

Ω|Ψ〉 = cαGα|Ψ (0)〉+
1
2
cαcβ

(
Gα|Ψ (1)

β 〉 −Gβ |Ψ (1)
α 〉+ iM γ

αβ |Ψ (1)
γ 〉

)

+
1
2
cαcβcγ

(
Gα|Ψ (2)

βγ 〉 − iM δ
αβ |Ψ (2)

γδ 〉+
1
2
M δε
αβγ |Ψ (2)

δε 〉
)

+ ...

(225)

Its vanishing then implies

Gα|Ψ (0)〉 = 0,

Gα|Ψ (1)
β 〉 −Gβ |Ψ (1)

α 〉+ iM γ
αβ |Ψ (1)

γ 〉 = 0,

G[α|Ψ (2)
βγ]〉 − iM δ

[αβ |Ψ (2)
γ]δ 〉+

1
2
M δε
αβγ |Ψ (2)

δε 〉 = 0,

...

(226)
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These conditions admit solutions of the form

|Ψ (1)
α 〉 = Gα|χ(0)〉,

|Ψ (2)
αβ 〉 = Gα|χ(1)

β 〉 −Gβ |χ(1)
α 〉+ iM γ

αβ |χ(1)
γ 〉,

...

(227)

where the states |χ(n)〉 have zero ghost number: bα|χ(n)〉 = 0. Substitution of
these expressions into (220) gives

|Ψ〉 = |Ψ (0)〉+ cαGα|χ(0)〉+ cαcβGα|χ(1)
β 〉+

i

2
cαcβM γ

αβ |χ(1)
γ 〉+ ...

= |Ψ (0)〉+Ω
(
|χ(0)〉+ cα|χ(1)

α 〉+ ...
)

= |Ψ (0)〉+Ω |χ〉.

(228)

The second term is trivially BRST invariant because of the nilpotence of the
BRST operator: Ω2 = 0. Assuming that Ω is hermitean, it follows, that |Ψ〉 is
normalized if and only if |Ψ (0)〉 is:

〈Ψ |Ψ〉 = 〈Ψ (0)|Ψ (0)〉+ 2 Re 〈χ|Ω|Ψ (0)〉+ 〈χ|Ω2|χ〉 = 〈Ψ (0)|Ψ (0)〉. (229)

We conclude, that the class of normalizable BRST-invariant states includes the
set of states which can be decomposed into a normalizable gauge-invariant state
|Ψ (0)〉 at ghost number zero, plus a trivially invariant zero-norm state Ω|χ〉.
These states are members of the BRST cohomology, the classes of states which
are BRST invariant (BRST closed) modulo states in the image ofΩ (BRST-exact
states):

H(Ω) =
KerΩ
ImΩ

. (230)

2.5 BRST-Hodge Decomposition of States

We have shown by explicit construction, that physical states can be identified
with the BRST-cohomology classes of which the lowest, non-trivial, component
has zero ghost-number. However, our analysis does not show to what extent these
solutions are unique. In this section we present a general discussion of BRST
cohomology to establish conditions for the existence of a direct correspondence
between physical states and BRST cohomology classes [24].

We assume that the BRST operator is self-adjoint with respect to the physical
inner product. As an immediate consequence, the ghost-extended Hilbert space
of states contains zero-norm states. Let

|Λ〉 = Ω|χ〉. (231)
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These states are all orthogonal to each other, including themselves, and thus
they have zero-norm indeed:

〈Λ′|Λ〉 = 〈χ′|Ω2|χ〉 = 0 ⇒ 〈Λ|Λ〉 = 0. (232)

Moreover, these states are orthogonal to all normalizable BRST-invariant states:

Ω|Ψ〉 = 0 ⇒ 〈Λ|Ψ〉 = 0. (233)

Clearly, the BRST-exact states cannot be physical. On the other hand, BRST-
closed states are defined only modulo BRST-exact states. We prove, that if on
the extended Hilbert spaceHext there exists a non-degenerate inner product (not
the physical inner product), which is also non-degenerate when restricted to the
subspace Im Ω of BRST-exact states, then all physical states must be members
of the BRST cohomology.

A non-degenerate inner product ( , ) on Hext is an inner product with the
following property:

(φ, χ) = 0 ∀φ ⇔ χ = 0. (234)

If the restriction of this inner product to Im Ω is non-degenerate as well, then

(Ωφ,Ωχ) = 0 ∀φ ⇔ Ωχ = 0. (235)

As there are no non-trivial zero-norm states with respect to this inner product,
the BRST operator cannot be self-adjoint; its adjoint, denoted by ∗Ω, then
defines a second nilpotent operator:

(Ωφ, χ) = (φ, ∗Ωχ) ⇒ (Ω2φ, χ) = (φ, ∗Ω2χ) = 0, ∀φ. (236)

The non-degeneracy of the inner product implies that ∗Ω2 = 0. The adjoint ∗Ω
is called the co-BRST operator. Note, that from (235) one infers

(φ, ∗ΩΩχ) = 0, ∀φ, ⇔ ∗ΩΩχ = 0 ⇔ Ωχ = 0. (237)

It follows immediately, that any BRST-closed vector Ωψ = 0 is determined
uniquely by requiring it to be co-closed as well. Indeed, let ∗Ωψ = 0; then

∗Ω(ψ +Ωχ) = 0 ⇔ ∗ΩΩχ = 0 ⇔ Ωχ = 0. (238)

Thus, if we regard the BRST transformations as gauge transformations on states
in the extended Hilbert space generated by Ω, then ∗Ω represents a gauge-fixing
operator determining a single particular state out of the complete BRST orbit.
States which are both closed and co-closed are called (BRST) harmonic.

Denoting the subspace of harmonic states by Hharm, we can now prove the
following theorem: the extended Hilbert space Hext can be decomposed exactly
into three subspaces (Fig. 1):

Hext = Hharm + ImΩ + Im ∗Ω. (239)
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extH harmH = Ker ∆

Ker Ω Im Ω*

Im Ω Ker * Ω 

Fig. 1. Decomposition of the extended Hilbert space

Equivalently, any vector in Hext can be decomposed as

ψ = ω +Ωχ+ ∗Ωφ, where Ωω = ∗Ωω = 0. (240)

We sketch the proof. Denote the space of zero modes of the BRST operator (the
BRST-closed vectors) by Ker Ω, and the zero modes of the co-BRST operator
(co-closed vectors) by Ker ∗Ω. Then

ψ ∈ KerΩ ⇔ (Ωψ, φ) = 0 ∀φ ⇔ (ψ, ∗Ωφ) = 0 ∀φ. (241)

With ψ being orthogonal to all vectors in Im ∗Ω, it follows that

KerΩ = (Im ∗Ω)⊥ , (242)

the orthoplement of Im ∗Ω. Similarly we prove

Ker ∗Ω = (ImΩ)⊥ . (243)

Therefore, any vector which is not in Im Ω and not in Im ∗Ω must belong to the
orthoplement of both, i.e. to Ker ∗Ω and Ker Ω simultaneously; such a vector
is therefore harmonic.

Now as the BRST-operator and the co-BRST operator are both nilpotent,

ImΩ ⊂ KerΩ = (Im ∗Ω)⊥ , Im ∗Ω ⊂ Ker ∗Ω = (ImΩ)⊥ . (244)

Therefore Im Ω and Im ∗Ω have no elements in common (recall that the null-
vector is not in the space of states). Obviously, they also have no elements in
common with their own orthoplements (because of the non-degeneracy of the
inner product), and in particular with Hharm, which is the set of common states
in both orthoplements. This proves the theorem.
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We can define a BRST-laplacian ∆BRST as the semi positive definite self-
adjoint operator

∆BRST = (Ω + ∗Ω)2 = ∗ΩΩ +Ω ∗Ω, (245)

which commutes with both Ω and ∗Ω. Consider its zero-modes ω:

∆BRST ω = 0 ⇔ ∗ΩΩ ω +Ω ∗Ω ω = 0. (246)

The left-hand side of the last expression is a sum of a vector in Im Ω and one
in Im ∗Ω; as these subspaces are orthogonal with respect to the non-degenerate
inner product, it follows that

∗ΩΩ ω = 0 ∧ Ω ∗Ω ω = 0, (247)

separately. This in turn implies Ωω = 0 and ∗Ωω = 0, and ω must be a harmonic
state:

∆BRST ω = 0 ⇔ ω ∈ Hharm; (248)

hence Ker∆BRST = Hharm. The BRST-Hodge decomposition theorem can there-
fore be expressed as

Hext = Ker∆BRST + ImΩ + Im∗Ω. (249)

The BRST-laplacian allows us to discuss the representation theory of BRST-
transformations. First of all, the BRST-laplacian commutes with the BRST-
and co-BRST operators Ω and ∗Ω:

[∆BRST, Ω] = 0, [∆BRST,
∗Ω] = 0. (250)

As a result, BRST-multiplets can be characterized by the eigenvalues of ∆BRST:
the action of Ω or ∗Ω does not change this eigenvalue. Basically we must then
distinguish between zero-modes and non-zero modes of the BRST-laplacian. The
zero-modes, the harmonic states, are BRST-singlets:

Ω|ω〉 = 0, ∗Ω|ω〉 = 0.

In contrast, the non-zero modes occur in pairs of BRST- and co-BRST-exact
states:

∆BRST|φ±〉 = λ2|φ±〉 ⇒ Ω|φ+〉 = λ |φ−〉, ∗Ω|φ−〉 = λ |φ+〉. (251)

Equation (232) guarantees that |φ±〉 have zero (physical) norm; we can however
rescale these states such that

〈φ−|φ+〉 = 〈φ+|φ−〉 = 1. (252)

It follows, that the linear combinations

|χ±〉 =
1√
2

(|φ+〉 ± |φ−〉) (253)
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define a pair of positive- and negative-norm states:

〈χ±|χ±〉 = ±1, 〈χ∓|χ±〉 = 0. (254)

They are eigenstates of the operator Ω + ∗Ω with eigenvalues (λ,−λ):

(Ω + ∗Ω)|χ±〉 = ±λ|χ±〉. (255)

As physical states must have positive norm, all BRST-doublets must be unphys-
ical, and only BRST-singlets (harmonic) states can represent physical states.
Conversely, if all harmonic states are to be physical, only the components of
the BRST-doublets are allowed to have non-positive norm. Observe, however,
that this condition can be violated if the inner product ( , ) becomes degenerate
on the subspace Im Ω; in that case the harmonic gauge does not remove all
freedom to make BRST-transformations and zero-norm states can survive in the
subspace of harmonic states.

2.6 BRST Operator Cohomology

The BRST construction replaces a complete set of constraints, imposed by the
generators of gauge transformations, by a single condition: BRST invariance.
However, the normalizable solutions of the BRST condition (224):

Ω|Ψ〉 = 0, 〈Ψ |Ψ〉 = 1,

are not unique: from any solution one can construct an infinite set of other
solutions

|Ψ ′〉 = |Ψ〉+Ω|χ〉, 〈Ψ ′|Ψ ′〉 = 1, (256)

provided the BRST operator is self-adjoint with respect to the physical inner
product. Under the conditions discussed in Sect. 2.5, the normalizable part of
the state vector is unique. Hence, the transformed state is not physically different
from the original one, and we actually identify a single physical state with the
complete class of solutions (256). As observed before, in this respect the quantum
theory in the extended Hilbert space behaves much like an abelian gauge theory,
with the BRST transformations acting as gauge transformations.

Keeping this in mind, it is clearly necessary that the action of dynamical
observables of the theory on physical states is invariant under BRST transfor-
mations: an observable O maps physical states to physical states; therefore if
|Ψ〉 is a physical state, then

ΩO|Ψ〉 = [Ω,O] |Ψ〉 = 0. (257)

Again, the solution of this condition for any given observable is not unique: for
an observable with ghost number Ng = 0, and any operator Φ with ghost number
Ng = −1,

O′ = O + [Ω,Φ]+ (258)
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also satisfies condition (257). The proof follows directly from the Jacobi identity:
[
Ω, [Ω,Φ]+

]
=
[
Ω2, Φ

]
= 0. (259)

This holds in particular for the hamiltonian; indeed, the time-evolution of states
in the unphysical sector (the gauge and ghost fields) is not determined a priori,
and can be chosen by an appropriate BRST extension of the hamiltonian:

Hext = Hphys + [Ω,Φ]+ . (260)

Here Hphys is the hamiltonian of the physical degrees of freedom. The BRST-
exact extension [Ω,Φ]+ acts only on the unphysical sector, and can be used to
define the dynamics of the gauge- and ghost degrees of freedom.

2.7 Lie-Algebra Cohomology

We illustrate the BRST construction with a simple example: a system of con-
straints defining an ordinary n-dimensional compact Lie algebra [25]. The Lie
algebra is taken to be a direct sum of semi-simple and abelian u(1) algebras, of
the form

[Ga, Gb] = if c
ab Gc, (a, b, c) = 1, ..., n, (261)

where the generators Ga are hermitean, and the f c
ab = −f c

ba are real structure
constants. We assume the generators normalized such that the Killing metric is
unity:

−1
2
f d
ac f

c
bd = δab. (262)

Then fabc = f d
ab δdc is completely anti-symmetric. We introduce ghost operators

(ca, bb) with canonical anti-commutation relations (213):

[ca, bb]+ = δab ,
[
ca, cb

]
+ = [ba, bb]+ = 0.

This implies, that in the ‘co-ordinate representation’, in which the ghosts ca are
represented by Grassmann variables, the ba can be represented by a Grassmann
derivative:

ba =
∂

∂ca
. (263)

The nilpotent BRST operator takes the simple form

Ω = caGa − i

2
cacbf c

ab bc, Ω2 = 0. (264)

We define a ghost-extended state space with elements

ψ[c] =
n∑
k=0

1
k!
ca1 ...cak ψ(k)

a1...ak
. (265)

The coefficients ψ(k)
a1..ak of ghost number k carry completely anti-symmetric prod-

uct representations of the Lie algebra.
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On the state space we introduce an indefinite inner product, with respect
to which the ghosts ca and ba are self-adjoint; this is realized by the Berezin
integral over the ghost variables

〈φ, ψ〉 =
∫

[dcn...dc1]φ† ψ =
1
n!
εa1...an

n∑
k=0

(
n
k

)
φ(n−k) ∗
an−k...a1

ψ(k)
an−k+1...an

. (266)

In components, the action of the ghosts is given by

(caψ)(k)a1...ak
= δaa1

ψ(k−1)
a2a3...ak

− δaa2
ψ(k−1)
a1a3...ak

+ ...+ (−1)k−1δaak
ψ(k−1)
a1a2...ak−1

, (267)

and similarly

(baψ)(k)a1...ak
=
(
∂ψ

∂ca

)(k)

a1...ak

= ψ(k+1)
aa1...ak

. (268)

It is now easy to check that the ghost operators are self-adjoint with respect to
the inner product (266):

〈φ, caψ〉 = 〈caφ, ψ〉, 〈φ, baψ〉 = 〈baφ, ψ〉. (269)

It follows directly that the BRST operator (264) is self-adjoint as well:

〈φ,Ωψ〉 = 〈Ωφ,ψ〉. (270)

Now we can introduce a second inner product, which is positive definite and
therefore manifestly non-degenerate:

(φ, ψ) =
n∑
k=0

1
k!

(
φ(k) ∗

)a1...ak

ψ(k)
a1...ak

. (271)

It is related to the first indefinite inner product by Hodge duality: define the
Hodge ∗-operator by

∗ψ(k) a1...ak =
1

(n− k)!
εa1...akak+1...an ψ(n−k)

ak+1...an
. (272)

Furthermore, define the ghost permutation operator P as the operator which
reverses the order of the ghosts in ψ[c]; equivalently:

(Pψ)(k)a1...ak
= ψ(k)

ak...a1
. (273)

Then the two inner products are related by

(φ, ψ) = 〈P ∗φ, ψ〉. (274)

An important property of the non-degenerate inner product is, that the ghosts
ca and ba are adjoint to one another:

(φ, caψ) = (baφ, ψ). (275)
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Then the adjoint of the BRST operator is given by the co-BRST operator

∗Ω = baG
a − i

2
cc fabc babb. (276)

Here raising and lowering indices on the generators and structure constants is
done with the help of the Killing metric (δab in our normalization). It is easy to
check that ∗Ω2 = 0, as expected.
The harmonic states are both BRST- and co-BRST-closed: Ωψ = ∗Ωψ = 0.
They are zero-modes of the BRST-laplacian:

∆BRST = ∗ΩΩ +Ω∗Ω = (∗Ω +Ω)2 , (277)

as follows from the observation that

(ψ,∆BRST ψ) = (Ωψ,Ωψ) + (∗Ωψ, ∗Ωψ) = 0 ⇔ Ωψ = ∗Ωψ = 0. (278)

For the case at hand, these conditions become

Gaψ = 0, Σaψ = 0, (279)

where Σa is defined as
Σa = Σ†a = −if c

ab c
bbc. (280)

From the Jacobi identity, it is quite easy to verify that Σa defines a representa-
tion of the Lie algebra:

[Σa, Σb] = if c
ab Σc, [Ga, Σb] = 0. (281)

The conditions (279) are proven as follows. Substitute the explicit expressions
for Ω and ∗Ω into (277) for ∆BRST. After some algebra one then finds

∆BRST = G2 +G ·Σ +
1
2
Σ2 =

1
2
G2 +

1
2

(G+Σ)2. (282)

This being a sum of squares, any zero mode must satisfy (279). Q.E.D.
Looking for solutions, we observe that in components the second condition

reads
(Σaψ)(k)a1...ak

= −if b
a[a1

ψ
(k)
a2...ak]b = 0. (283)

It acts trivially on states of ghost number k = 0; hence bona fide solutions are
the gauge-invariant states of zero ghost number:

ψ = ψ(0), Gaψ
(0) = 0. (284)

However, other solutions with non-zero ghost number exist. A general solution
is for example

ψ =
1
3!
fabc c

acbcc χ, Gaχ = 0. (285)

The 3-ghost state ψ(3)
abc = fabcχ indeed satisfies (283) as a result of the Jacobi

identity. The states χ are obviously in one-to-one correspondence with the states
ψ(0). Hence, in general there exist several copies of the space of physical states in
the BRST cohomology, at different ghost number. We infer that in addition to
requiring physical states to belong to the BRST cohomology, it is also necessary
to fix the ghost number for the definition of physical states to be unique.
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3 Action Formalism

The canonical construction of the BRST cohomology we have described, can be
given a basis in the action formulation, either in lagrangean or hamiltonian form.
The latter one relates most directly to the canonical bracket formulation. It is
then straightforward to switch to a gauge-fixed lagrangean formulation. Once
we have the lagrangean formulation, a covariant approach to gauge fixing and
quantization can be developed. In this section these constructions are presented
and the relations between various formulations are discussed.

3.1 BRST Invariance from Hamilton’s Principle

We have observed in Sect. 2.6, that the effective hamiltonian in the ghost-
extended phase space is defined only modulo BRST-exact terms:

Heff = Hc + i {Ω,Ψ} = Hc − iδΩΨ, (286)

where Ψ is a function of the phase space variables with ghost number Ng(Ψ) =
−1. Moreover, the ghosts (c, b) are canonically conjugate:

{cα, bβ} = −iδαβ .
Thus, we are led to construct a pseudo-classical action of the form

Seff =
∫
dt

(
piq̇

i + ibαċ
α −Heff

)
. (287)

That this is indeed the correct action for our purposes follows from the ghost
equations of motion obtained from this action, reading

ċα = −i ∂Heff

∂bα
. ḃα = −i ∂Heff

∂cα
. (288)

These equations are in full agreement with the definition of the extended Poisson
brackets (182):

ċα = −{Heff , c
α} , ḃα = −{Heff , bα} . (289)

As Hc is BRST invariant, Heff is BRST invariant as well: the BRST variations
are nilpotent and therefore δ2ΩΦ = 0. It is then easy to show that the action Seff
is BRST-symmetric and that the conserved Noether charge is the BRST charge
as defined previously:

δΩSeff =
∫
dt
[(
δΩpiq̇

i − δΩq
iṗi + iδΩbαċ

α + iδΩc
αḃα − δΩHeff

)

+
d

dt
(piδΩqi − ibαδΩc

α)]

=
∫
dt
d

dt

(
piδΩq

i − ibαδΩc
α −Ω

)
.

(290)
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To obtain the last equality, we have used (194) and (195), which can be summa-
rized

δΩq
i =

∂Ω

∂pi
, δΩpi = −∂Ω

∂qi
,

δΩc
α = i

∂Ω

∂bα
, δΩbα = i

∂Ω

∂cα
.

The therefore action is invariant up to a total time derivative. By comparison
with (59), we conclude that Ω is the conserved Noether charge.

3.2 Examples

The Relativistic Particle. A simple example of the procedure presented above
is the relativistic particle. The canonical hamiltonian H0 is constrained to vanish
itself. As a result, the effective hamiltonian is a pure BRST term:

Heff = i {Ω,Ψ} . (291)

A simple choice for the gauge fermion is Ψ = b, which has the correct ghost
number Ng = −1. With this choice and the BRST generator Ω of (203), the
effective hamiltonian is

Heff = i
{ c

2m
(p2 +m2), b

}
=

1
2m

(
p2 +m2) . (292)

Then the effective action becomes

Seff =
∫
dτ

(
p · ẋ+ ibċ− 1

2m
(p2 +m2)

)
. (293)

This action is invariant under the BRST transformations (204) :

δΩx
µ = {xµ, Ω} =

cpµ

m
, δΩpµ = {pµ, Ω} = 0,

δΩc = −{c,Ω} = 0, δΩb = −{b,Ω} =
i

2m
(p2 +m2),

up to a total proper-time derivative:

δΩSeff =
∫
dτ

d

dτ

[
c

(
p2 −m2

2m

)]
. (294)

Implementing the Noether construction, the conserved charge resulting from the
BRST transformations is

Ω = p · δΩx+ ib δΩc− c

2m
(p2 −m2) =

c

2m
(p2 +m2). (295)

Thus, we have reobtained the BRST charge from the action (293) and the trans-
formations (204) confirming that together with the BRST-cohomology principle,
they correctly describe the dynamics of the relativistic particle.
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From the hamiltonian formulation (293) it is straightforward to construct
a lagrangean one by using the hamilton equation pµ = mẋµ to eliminate the
momenta as independent variables; the result is

Seff �
∫
dτ

(m
2

(ẋ2 − 1) + ibċ
)
. (296)

Maxwell–Yang–Mills Theory. The BRST generator of the Maxwell–Yang–
Mills theory in the temporal gauge has been given in (207):

Ω =
∫
d3x

(
caGa − ig

2
f c
ab c

acbbc

)
,

with Ga = (D ·E)a. The BRST-invariant effective hamiltonian takes the form

Heff =
1
2
(
E2
a +B2

a

)
+ i {Ω,Ψ} . (297)

Then, a simple choice of the gauge fermion, Ψ = λaba, with some constants λa
gives the effective action

Seff =
∫
d4x

[
−E · ∂A

∂t
+ ibaċ

a − 1
2
(
E2
a +B2

a

)− λa(D ·E)a + igλaf c
ab c

bbc

]
.

(298)
The choice λa = 0 would in effect turn the ghosts into free fields. However, if
we eliminate the electric fields Ea as independent degrees of freedom by the
substitution Eai = F ai0 = ∂iA

a
0 − ∂0A

a
i − gf a

bc AbiA
c
0 and recalling the classical

hamiltonian (127), we observe that we might actually interpret λa as a constant
scalar potential, Aa0 = λa, in a BRST-extended relativistic action

Seff =
∫
d4x

[
−1

4
(F aµν)

2 + iba(D0c)a
]
Aa

0=λa

, (299)

where (D0c)a = ∂0c
a − gf a

bc Ab0c
c. The action is invariant under the classical

BRST transformations (208):

δΩA
a = (Dc)a, δΩEa = gf c

ab c
bEc,

δΩc
a =

g

2
f a
bc cbcc, δΩba = iGa + gf c

ab cb bc,

with the above BRST generator (207) as the conserved Noether charge. All of
the above applies to Maxwell electrodynamics as well, except that in an abelian
theory there is only a single vector field, and all structure constants vanish:
f c
ab = 0.

3.3 Lagrangean BRST Formalism

From the hamiltonian formulation of BRST-invariant dynamical systems it is
straightforward to develop an equivalent lagrangean formalism, by eliminating
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the momenta pi as independent degrees of freedom. This proceeds as usual by
solving Hamilton’s equation

q̇i =
∂H

∂pi
,

for the momenta in terms of the velocities, and performing the inverse Legendre
transformation. We have already seen how this works for the examples of the
relativistic particle and the Maxwell–Yang–Mills theory. As the lagrangean is a
scalar function under space-time transformations, it is better suited for the de-
velopment of a manifestly covariant formulation of gauge-fixed BRST-extended
dynamics of theories with local symmetries, including Maxwell–Yang–Mills the-
ory and the relativistic particle as well as string theory and general relativity.

The procedure follows quite naturally the steps outlined in the previous
Sects. 3.1 and 3.2:
a. Start from a gauge-invariant lagrangean L0(q, q̇).
b. For each gauge degree of freedom (each gauge parameter), introduce a ghost
variable ca; by definition these ghost variables carry ghost number Ng[ca] = +1.
Construct BRST transformations δΩX for the extended configuration-space vari-
ables X = (qi, ca), satisfying the requirement that they leave L0 invariant (pos-
sibly modulo a total derivative), and are nilpotent: δ2ΩX = 0.
c. Add a trivially BRST-invariant set of terms to the action, of the form δΩΨ
for some anti-commuting function Ψ (the gauge fermion).
The last step is to result in an effective lagrangean Leff with net ghost num-
ber Ng[Leff ] = 0. To achieve this, the gauge fermion must have ghost number
Ng[Ψ ] = −1. However, so far we only have introduced dynamical variables with
non-negative ghost number: Ng[qi, ca] = (0,+1). To solve this problem we in-
troduce anti-commuting anti-ghosts ba, with ghost number Ng[ba] = −1. The
BRST-transforms of these variables must then be commuting objects αa, with
ghost number Ng[α] = 0. In order for the BRST-transformations to be nilpotent,
we require

δΩ ba = iαa, δΩ αa = 0, (300)

which indeed satisfy δ2Ω = 0 trivially. The examples of the previous section
illustrate this procedure.

The Relativistic Particle. The starting point for the description of the rela-
tivistic particle was the reparametrization-invariant action (8). We identify the
integrand as the lagrangean L0. Next we introduce the Grassmann-odd ghost
variable c(λ), and define the BRST transformations

δΩ x
µ = c

dxµ

dλ
, δΩ e =

d(ce)
dλ

, δΩ c = c
dc

dλ
. (301)

As c2 = 0, these transformations are nilpotent indeed. In addition, introduce
the anti-ghost representation (b, α) with the transformation rules (300). We can
now construct a gauge fermion. We make the choice

Ψ(b, e) = b(e− 1) ⇒ δΩ Ψ = iα(e− 1)− b
d(ce)
dλ

. (302)
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As a result, the effective lagrangean (in natural units) becomes

Leff = L0 − iδΩΨ =
m

2e
dxµ
dλ

dxµ

dλ
− em

2
+ α(e− 1) + ib

d(ce)
dλ

. (303)

Observing that the variable α plays the role of a Lagrange multiplier, fixing the
einbein to its canonical value e = 1 such that dλ = dτ , this lagrangean is seen
to reproduce the action (296):

Seff =
∫
dτLeff �

∫
dτ

(m
2

(ẋ2 − 1) + ib ċ
)
.

Maxwell–Yang–Mills Theory. The covariant classical action of the Maxwell–
Yang–Mills theory was presented in (121):

S0 = −1
4

∫
d4x

(
F aµν

)2
.

Introducing the ghost fields ca, we can define nilpotent BRST transformations

δΩ A
a
µ = (Dµc)

a
, δΩ c

a =
g

2
f a
bc cbcc. (304)

Next we add the anti-ghost BRST multiplets (ba, αa), with the transformation
rules (300). Choose the gauge fermion

Ψ(Aa0 , ba) = ba(Aa0 − λa) ⇒ δΩ Ψ = iαa(Aa0 − λa)− ba(D0c)a, (305)

where λa are some constants (possibly zero). Adding this to the classical action
gives

Seff =
∫
d4x

[
−1

4
(F aµν)

2 + αa(Aa0 − λa) + iba(D0c)a
]
. (306)

Again, the fields αa act as Lagrange multipliers, fixing the electric potentials to
the constant values λa. After substitution of these values, the action reduces to
the form (299).

We have thus demonstrated that the lagrangean and canonical procedures lead
to equivalent results; however, we stress that in both cases the procedure involves
the choice of a gauge fermion Ψ , restricted by the requirement that it has ghost
number Ng[Ψ ] = −1.

The advantage of the lagrangean formalism is, that it is easier to formulate
the theory with different choices of the gauge fermion. In particular, it is possible
to make choices of gauge which manifestly respect the Lorentz-invariance of
Minkowski space. This is not an issue for the study of the relativistic particle,
but it is an issue in the case of Maxwell–Yang–Mills theory, which we have
constructed so far only in the temporal gauge Aa0 = constant.

We now show how to construct a covariant gauge-fixed and BRST-invariant
effective lagrangean for Maxwell–Yang–Mills theory, using the same procedure.
In stead of (305), we choose the gauge fermion

Ψ = ba

(
∂ ·Aa − λ

2
αa
)

⇒ δΩΨ = iαa ∂ ·Aa − iλ

2
α2
a − ba ∂ · (Dc)a. (307)
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Here the parameter λ is a arbitrary real number, which can be used to obtain a
convenient form of the propagator in perturbation theory. The effective action
obtained with this choice of gauge-fixing fermion is, after a partial integration:

Seff =
∫
d4x

[
−1

4
(F aµν)

2 + αa ∂ ·Aa − λ

2
α2
a − i∂ba · (Dc)a

]
. (308)

As we have introduced quadratic terms in the bosonic variables αa, they now
behave more like auxiliary fields, rather than Lagrange multipliers. Their varia-
tional equations lead to the result

αa =
1
λ
∂ ·Aa. (309)

Eliminating the auxiliary fields by this equation, the effective action becomes

Seff =
∫
d4x

[
−1

4
(F aµν)

2 +
1
2λ

(∂ ·Aa)2 − i∂ba · (Dc)a
]
. (310)

This is the standard form of the Yang–Mills action used in covariant perturbation
theory. Observe, that the elimination of the auxiliary field αa also changes the
BRST-transformation of the anti-ghost ba to:

δΩ b
a =

i

λ
∂ ·Aa ⇒ δ2Ω b

a =
i

λ
∂ · (Dc)a � 0. (311)

The transformation is now nilpotent only after using the ghost field equation.
The BRST-Noether charge can be computed from the action (310) by the

standard procedure, and leads to the expression

Ω =
∫
d3x

(
πµa (Dµc)a − ig

2
f c
ab c

acbγc

)
, (312)

where πµa is the canonical momentum of the vector potential Aaµ, and (βa, γa)
denote the canonical momenta of the ghost fields (ba, ca):

πia =
∂Leff

∂Ȧai
= −F 0i

a = −Eia, π0
a =

∂Leff

∂Ȧa0
= − 1

λ
∂ ·Aa,

βa = i
∂Leff

∂ḃa
= −(D0c)a, γa = i

∂Leff

∂ċa
= ∂0ba.

(313)

Each ghost field (ba, ca) now has its own conjugate momentum, because the
ghost terms in the action (310) are quadratic in derivatives, rather than linear
as before. Note also, that a factor i has been absorbed in the ghost momenta to
make them real; this leads to the standard Poisson brackets

{ca(x; t), γb(y; t)} = −iδab δ3(x− y),
{
ba(x; t), βb(y; t)

}
= −iδbaδ3(x− y).

(314)
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As our calculation shows, all explicit dependence on (ba, βa) has dropped out of
the expression (312) for the BRST charge.

The parameter λ is still a free parameter, and in actual calculations it is
often useful to check partial gauge-independence of physical results, like cross
sections, by establishing that they do not depend on this parameter. What needs
to be shown more generally is, that physical results do not depend on the choice
of gauge fermion. This follows formally from the BRST cohomology being inde-
pendent of the choice of gauge fermion. Indeed, from the expression (312) for
Ω we observe that it is of the same form as the one we have used previously
in the temporal gauge, even though now π0

a no longer vanishes identically. In
the quantum theory this implies, that the BRST-cohomology classes at ghost
number zero correspond to gauge-invariant states, in which

(D ·E)a = 0, ∂ ·Aa = 0. (315)

The second equation implies, that the time-evolution of the 0-component of the
vector potential is fixed completely by the initial conditions and the evolution
of the spatial components Aa. In particular, Aa0 = λa = constant is a consistent
solution if by a gauge transformation we take the spatial components to satisfy
∇ ·Aa = 0.

In actual computations, especially in perturbation theory, the matter is more
subtle however: the theory needs to be renormalized, and this implies that the
action and BRST-transformation rules have to be adjusted to the introduction
of counter terms. To prove the gauge independence of the renormalized theory it
must be shown, that the renormalized action still possesses a BRST-invariance,
and the cohomology classes at ghost-number zero satisfy the renormalized condi-
tions (315). In four-dimensional space-time this can indeed be done for the pure
Maxwell–Yang–Mills theory, as there exists a manifestly BRST-invariant reg-
ularization scheme (dimensional regularization) in which the theory defined by
the action (310) is renormalizable by power counting. The result can be extended
to gauge theories interacting with scalars and spin-1/2 fermions, except for the
case in which the Yang–Mills fields interact with chiral fermions in anomalous
representations of the gauge group.

3.4 The Master Equation

Consider a BRST-invariant action Seff [ΦA] = S0 +
∫
dt (iδΩΨ), where the vari-

ables ΦA = (qi, ca, ba, αa) parametrize the extended configuration space of the
system, and Ψ is the gauge fermion, which is Grassmann-odd and has ghost
number Ng[Ψ ] = −1. Now by construction,

δΩΨ = δΩΦ
A ∂Ψ

∂ΦA
, (316)

and therefore we can write the effective action also as

Seff [ΦA] = S0 + i

∫
dt

[
δΩΦ

A Φ∗A
]
Φ∗

A= ∂Ψ

∂ΦA
. (317)
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In this way of writing, one considers the action as a functional on a doubled
configuration space, parametrized by variables (ΦA, Φ∗A) of which the first set
ΦA is called the fields, and the second set Φ∗A is called the anti-fields. In the
generalized action

S∗[ΦA, Φ∗A] = S0 + i

∫
dt δΩΦ

A Φ∗A, (318)

the anti-fields play the role of sources for the BRST-variations of the fields ΦA;
the effective action Seff is the restriction to the hypersurface Σ[Ψ ] : Φ∗A =
∂Ψ/∂ΦA. We observe, that by construction the antifields have Grassmann par-
ity opposite to that of the corresponding fields, and ghost number Ng[Φ∗A] =
−(Ng[ΦA] + 1).

In the doubled configuration space the BRST variations of the fields can be
written as

iδΩΦ
A = (−1)A

δS∗

δΦ∗A
, (319)

where (−1)A is the Grassmann parity of the field ΦA, whilst −(−1)A = (−1)A+1

is the Grassmann parity of the anti-field Φ∗A. We now define the anti-bracket of
two functionals F (ΦA, Φ∗A) and G(ΦA, Φ∗A) on the large configuration space by

(F,G) = (−1)F+G+FG (G,F ) = (−1)A(F+1)
(
δF

δΦA
δG

δΦ∗A
+ (−1)F

δF

δΦ∗A

δG

δΦA

)
.

(320)
These brackets are symmetric in F and G if both are Grassmann-even (bosonic),
and anti-symmetric in all other cases. Sometimes one introduces the notion of
right derivative:

F
←
δ

δΦA
≡ (−1)A(F+1) δF

δΦA
. (321)

Then the anti-brackets take the simple form

(F,G) =
F
←
δ

δΦA

→
δ G

δΦ∗A
− F

←
δ

δΦ∗A

→
δ G

δΦA
, (322)

where the derivatives with a right arrow denote the standard left derivatives. In
terms of the anti-brackets, the BRST transformations (319) can be written in
the form

iδΩ Φ
A = (S∗, ΦA). (323)

In analogy, we can define

iδΩ Φ
∗
A = (S∗, Φ∗A) = (−1)A

δS∗

δΦA
. (324)

Then the BRST transformation of any functional Y (ΦA, Φ∗A) is given by

iδΩY = (S∗, Y ). (325)
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In particular, the BRST invariance of the action S∗ can be expressed as

(S∗, S∗) = 0. (326)

This equation is known as the master equation. Next we observe, that on the
physical hypersurface Σ[Ψ ] the BRST transformations of the antifields are given
by the classical field equations; indeed, introducing an anti-commuting parame-
ter µ for infinitesimal BRST transformations

iµ δΩΦ
∗
A =

δS∗

δΦA
µ

Σ[Ψ ]−→ δSeff

δΦA
µ � 0, (327)

where the last equality holds only for solutions of the classical field equations.
Because of this result, it is customary to redefine the BRST transformations of
the antifields such that they vanish:

δΩΦ
∗
A = 0, (328)

instead of (324). As the BRST transformations are nilpotent, this is consistent
with the identification Φ∗A = ∂Ψ/∂ΦA in the action; indeed, it now follows that

δΩ
(
δΩΦ

A Φ∗A
)

= 0, (329)

which holds before the identification as a result of (328), and after the iden-
tification because it reduces to δ2ΩΨ = 0. Note, that the condition for BRST
invariance of the action now becomes

iδΩS
∗ =

1
2

(S∗, S∗) = 0, (330)

which still implies the master equation (326).

3.5 Path-Integral Quantization

The construction of BRST-invariant actions Seff = S∗[Φ∗A = ∂Ψ/∂ΦA] and the
anti-bracket formalism is especially useful in the context of path-integral quan-
tization. The path integral provides a representation of the matrix elements of
the evolution operator in the configuration space:

〈qf , T/2|e−iTH |qi,−T/2〉 =
∫ qf

qi

Dq(t) ei
∫ T/2

−T/2 L(q,q̇)dt
. (331)

In field theory one usually considers the vacuum-to-vacuum amplitude in the
presence of sources, which is a generating functional for time-ordered vacuum
Green’s functions:

Z[J ] =
∫
DΦeiS[Φ]+i

∫
JΦ, (332)

such that

〈0|T (Φ1...Φk)|0〉 =
δkZ[J ]
δJ1...δJk

∣∣∣∣
J=0

. (333)
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The corresponding generating functional W [J ] for the connected Green’s func-
tions is related to Z[J ] by

Z[J ] = eiW [J]. (334)

For theories with gauge invariances, the evolution operator is constructed from
the BRST-invariant hamiltonian; then the action to be used is the in the path
integral (332) is the BRST invariant action:

Z[J ] = eiW [J] =
∫
DΦA ei S

∗[ΦA,Φ∗
A]+i

∫
JAΦ

A
∣∣∣
Φ∗

A=∂Ψ/∂ΦA
, (335)

where the sources JA for the fields are supposed to be BRST invariant them-
selves. For the complete generating functional to be BRST invariant, it is not
sufficient that only the action S∗ is BRST invariant, as guaranteed by the master
equation (326): the functional integration measure must be BRST invariant as
well. Under an infinitesimal BRST transformation µδΩΦ

A the measure changes
by a graded jacobian (superdeterminant) [18,19]

J = SDet
(
δAB + µ(−1)B

δ(δΩΦA)
δΦB

)
≈ 1 + µTr

δ(δΩΦA)
δΦB

. (336)

We now define
δ(iδΩΦA)
δΦA

= (−1)A
δ2S∗

δΦAδΦ∗A
≡ ∆̄S∗. (337)

The operator ∆̄ is a laplacian on the field/anti-field configuration space, which
for an arbitrary functional Y (ΦA, Φ∗A) is defined by

∆̄Y = (−1)A(1+Y ) δ2Y

δΦAδΦ∗A
. (338)

The condition of invariance of the measure requires the BRST jacobian (336) to
be unity:

J = 1− iµ ∆̄S∗ = 1, (339)

which reduces to the vanishing of the laplacian of S∗:

∆̄S∗ = 0. (340)

The two conditions (326) and (340) imply the BRST invariance of the path in-
tegral (335). Actually, a somewhat more general situation is possible, in which
neither the action nor the functional measure are invariant independently, only
the combined functional integral. Let the action generating the BRST transfor-
mations be denoted by W ∗[ΦA, Φ∗A]:

iδΩΦ
A = (W ∗, ΦA), iδΩΦ

∗
A = 0. (341)

As a result the graded jacobian for a transformation with parameter µ is

SDet
(
δAB + µ(−1)B

δ(δΩΦA)
δΦB

)
≈ 1− iµ ∆̄W ∗. (342)
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Then the functional W ∗ itself needs to satisfy the generalized master equation

1
2

(W ∗,W ∗) = i∆̄W ∗, (343)

for the path-integral to be BRST invariant. This equation can be neatly sum-
marized in the form

∆̄ eiW
∗

= 0. (344)

Solutions of this equation restricted to the hypersurface Φ∗A = ∂Ψ/∂ΦA are
acceptable actions for the construction of BRST-invariant path integrals.

4 Applications of BRST Methods

In the final section of these lecture notes, we turn to some applications of BRST-
methods other than the perturbative quantization of gauge theories. We deal
with two topics; the first is the construction of BRST field theories, presented in
the context of the scalar point particle. This is the simplest case [34]; for more
complicated ones, like the superparticle [35,36] or the string [35,37,32], we refer
to the literature.

The second application concerns the classification of anomalies in gauge the-
ories of the Yang–Mills type. Much progress has been made in this field in recent
years [40], of which a summary is presented here.

4.1 BRST Field Theory

The examples of the relativistic particle and string show that in theories with
local reparametrization invariance the hamiltonian is one of the generators of
gauge symmetries, and as such is constrained to vanish. The same phenomenon
also occurs in general relativity, leading to the well-known Wheeler-deWitt equa-
tion. In such cases, the full dynamics of the system is actually contained in the
BRST cohomology. This opens up the possibility for constructing quantum field
theories for particles [32–34], or strings [32,35,37], in a BRST formulation, in
which the usual BRST operator becomes the kinetic operator for the fields. This
formulation has some formal similarities with the Dirac equation for spin-1/2
fields.

As our starting point we consider the BRST-operator for the relativistic
quantum scalar particle, which for free particles, after some rescaling, reads

Ω = c(p2 +m2), Ω2 = 0. (345)

It acts on fields Ψ(x, c) = ψ0(x) + cψ1(x), with the result

ΩΨ(x, c) = c(p2 +m2)ψ0(x). (346)

As in the case of Lie-algebra cohomology (271), we introduce the non-degenerate
(positive definite) inner product

(Φ, Ψ) =
∫
ddx (φ∗0ψ0 + φ∗1ψ1) . (347)
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With respect to this inner product the ghosts (b, c) are mutually adjoint:

(Φ, cΨ) = (bΦ, Ψ) ↔ b = c†. (348)

Then, the BRST operator Ω is not self-adjoint but rather

Ω† = b(p2 +m2), Ω† 2 = 0. (349)

Quite generally, we can construct actions for quantum scalar fields coupled to
external sources J of the form

SG[J ] =
1
2

(Ψ,GΩΨ)− (Ψ, J) , (350)

where the operator G is chosen such that

GΩ = (GΩ)† = Ω†G†. (351)

This guarantees that the action is real. From the action we then derive the field
equation

GΩ Ψ = Ω†G† Ψ = J. (352)

Its consistency requires the co-BRST invariance of the source:

Ω†J = 0. (353)

This reflects the invariance of the action and the field equation under BRST
transformations

Ψ → Ψ ′ = Ψ +Ωχ. (354)

In order to solve the field equation we therefore have to impose a gauge condition,
selecting a particular element of the equivalence class of solutions (354).

A particularly convenient condition is

ΩG† Ψ = 0. (355)

In this gauge, the field equation can be rewritten in the form

∆G† Ψ =
(
Ω†Ω +ΩΩ†

)
G†Ψ = Ω J. (356)

Here ∆ is the BRST laplacean, which can be inverted using a standard analytic
continuation in the complex plane, to give

G† Ψ =
1
∆
Ω J. (357)

We interpret the operator ∆−1Ω on the right-hand side as the (tree-level) prop-
agator of the field.

We now implement the general scheme (350)–(357) by choosing the inner
product (347), and G = b. Then

GΩ = bc(p2 +m2) = Ω†G†, (358)
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and therefore
1
2

(Ψ,GΩΨ) =
1
2

∫
ddxψ∗0(p2 +m2)ψ0, (359)

which is the standard action for a free scalar field4.
The laplacean for the BRST operators (346) and (349) is

∆ = ΩΩ† +Ω†Ω = (p2 +m2)2, (360)

which is manifestly non-negative, but might give rise to propagators with double
poles, or negative residues, indicating the appearance of ghost states. However,
in the expression (357) for the propagator, one of the poles is canceled by the
zero of the BRST operator; in the present context the equation reads

cψ0 =
1

(p2 +m2)2
c(p2 +m2) J0. (361)

This leads to the desired result

ψ0 =
1

p2 +m2 J0, (362)

and we recover the standard scalar field theory indeed. It is not very difficult
to extend the theory to particles in external gravitational or electromagnetic
fields5, or to spinning particles [38].

However, a different and more difficult problem is the inclusion of self interac-
tions. This question has been addressed mostly in the case of string theory [32].
As it is expected to depend on spin, no unique prescription has been constructed
for the point particle so far.

4.2 Anomalies and BRST Cohomology

In the preceding sections we have seen how local gauge symmetries are encoded
in the BRST-transformations. First, the BRST-transformations of the classical
variables correspond to ghost-dependent gauge transformations. Second, the clo-
sure of the algebra of the gauge transformations (and the Poisson brackets or
commutators of the constraints), as well as the corresponding Jacobi-identities,
are part of the condition that the BRST transformations are nilpotent.

It is important to stress, as we observed earlier, that the closure of the classi-
cal gauge algebra does not necessarily guarantee the closure of the gauge algebra
in the quantum theory, because it may be spoiled by anomalies. Equivalently,
in the presence of anomalies there is no nilpotent quantum BRST operator, and
no local action satisfying the master equation (344). A particular case in point
is that of a Yang–Mills field coupled to chiral fermions, as in the electro-weak
standard model. In the following we consider chiral gauge theories in some detail.
4 Of course, there is no loss of generality here if we restrict the coefficients ψa to be

real.
5 See the discussion in [34], which uses however a less elegant implementation of the

action.
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The action of chiral fermions coupled to an abelian or non-abelian gauge field
reads

SF[A] =
∫
d4x ψ̄LD/ψL. (363)

Here DµψL = ∂µψL−gAaµTaψL with Ta being the generators of the gauge group
in the representation according to which the spinors ψL transform. In the path-
integral formulation of quantum field theory the fermions make the following
contribution to the effective action for the gauge fields:

eiW [A] =
∫
Dψ̄LDψL e

iSF[A]. (364)

An infinitesimal local gauge transformation with parameter Λa changes the ef-
fective action W [A] by

δ(Λ)W [A] =
∫
d4x (DµΛ)a

δW [A]
δAaµ

=
∫
d4xΛa

(
∂µ

δ

δAaµ
− gf c

abA
b
µ

δ

δAcµ

)
W [A],

(365)
assuming boundary terms to vanish. By construction, the fermion action SF[A]
itself is gauge invariant, but this is generally not true for the fermionic functional
integration measure. If the measure is not invariant:

δ(Λ)W [A] =
∫
d4xΛaΓa[A] �= 0,

Γa[A] = DaW [A] ≡
(
∂µ

δ

δAaµ
− gf c

abA
b
µ

δ

δAcµ

)
W [A].

(366)

Even though the action W [A] may not be invariant, its variation should still be
covariant and satisfy the condition

DaΓb[A]−DbΓa[A] = [Da,Db]W [A] = gf c
abDcW [A] = gf c

ab Γc[A]. (367)

This consistency condition was first derived by Wess and Zumino [41], and its
solutions determine the functional form of the anomalous variation Γa[A] of the
effective action W [A]. It can be derived from the BRST cohomology of the gauge
theory [39,44,40].

To make the connection, observe that the Wess–Zumino consistency condi-
tion (367) can be rewritten after contraction with ghosts as follows:

0 =
∫
d4x cacb (DaΓb[A]−DbΓa[A]− gf c

ab Γc[A])

= 2
∫
d4x cacb

(
DaΓb − g

2
f c
ab Γc

)
= −2 δΩ

∫
d4xcaΓa,

(368)

provided we can ignore boundary terms. The integrand is a 4-form of ghost
number +1:

I1
4 = d4x caΓa[A] =

1
4!
εµνκλ dx

µ ∧ dxν ∧ dxκ ∧ dxλ caΓa[A]. (369)
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The Wess–Zumino consistency condition (368) then implies that non-trivial so-
lutions of this condition must be of the form

δΩI
1
4 = dI2

3 , (370)

where I2
3 is a 3-form of ghost number +2, vanishing on any boundary of the

space-time M.
Now we make a very interesting and useful observation: the BRST construc-

tion can be mapped to a standard cohomology problem on a principle fibre bun-
dle with local structure M×G, where M is the space-time and G is the gauge
group viewed as a manifold [42]. First note that the gauge field is a function of
both the co-ordinates xµ on the space-time manifold M and the parameters Λa

on the group manifold G. We denote the combined set of these co-ordinates by
ξ = (x,Λ). To make the dependence on space-time and gauge group explicit, we
introduce the Lie-algebra valued 1-form

A(x) = dxµAaµ(x)Ta, (371)

with a generator Ta of the gauge group, and the gauge field Aaµ(x) at the point x
in the space-time manifold M. Starting from A, all gauge-equivalent configura-
tions are obtained by local gauge transformations, generated by group elements
a(ξ) according to

A(ξ) = −1
g
a−1(ξ) da(ξ) + a−1(ξ)A(x) a(ξ), A(x) = A(x, 0) (372)

where d is the ordinary differential operator on the space-time manifold M:

da(x,Λ) = dxµ
∂a

∂xµ
(x,Λ). (373)

Furthermore, the parametrization of the group is chosen such that a(x, 0) = 1,
the identity element. Then, if a(ξ) is close to the identity:

a(ξ) = e gΛ(x)·T ≈ 1 + g Λa(x)Ta +O(g2Λ2), (374)

and (372) represents the infinitesimally transformed gauge field 1-form (124). In
the following we interpret A(ξ) as a particular 1-form living on the fibre bundle
with local structure M×G.

A general one-form N on the bundle can be decomposed as

N(ξ) = dξiNi = dxµNµ + dΛaNa. (375)

Correspondingly, we introduce the differential operators

d = dxµ
∂

∂xµ
, s = dΛa

∂

∂Λa
, d = d+ s, (376)

with the properties

d2 = 0, s2 = 0, d2 = ds+ sd = 0. (377)
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Next define the left-invariant 1-forms on the group C(ξ) by

C = a−1 sa, c(x) = C(x, 0). (378)

By construction, using sa−1 = −a−1sa a−1, these forms satisfy

sC = −C2. (379)

The action of the group differential s on the one-form A is

sA =
1
g
DC =

1
g

(dC − g[A, C]+) . (380)

Finally, the field strength F(ξ) for the gauge field A is defined as the 2-form

F = dA− gA2 = a−1F a, F (x) = F(x, 0). (381)

The action of s on F is given by

sF = [F , C]. (382)

Clearly, the above equations are in one-to-one correspondence with the BRST
transformations of the Yang–Mills fields, described by the Lie-algebra valued
one-form A = dxµAaµTa, and the ghosts described by the Lie-algebra valued
Grassmann variable c = caTa, upon the identification −gs|Λ=0 → δΩ :

−gsA|Λ=0 → δΩA = −dxµ (Dµc)aTa = −Dc,

−gsC|Λ=0 → δΩc =
g

2
f c
ab c

acb Tc =
g

2
cacb [Ta, Tb] = gc2.

−gsF|Λ=0 → δΩF = −g
2
dxµ ∧ dxνf c

abF
a
µνc

b Tc = −g[F, c],

(383)

provided we take the BRST variational derivative δΩ and the ghosts c to anti-
commute with the differential operator d:

dδΩ + δΩd = 0, dc+ cd = dxµ(∂µc). (384)

Returning to the Wess–Zumino consistency condition (370), we now see that it
can be restated as a cohomology problem on the principle fibre bundle on which
the 1-form A lives. This is achieved by mapping the 4-form of ghost number +1
to a particular 5-form on the bundle, which is a local 4-form on M and a 1-form
on G; similarly one maps the 3-form of ghost number +2 to another 5-form
which is a local 3-form on M and a 2-form on G:

I1
4 → ω1

4 , I2
3 → ω2

3 , (385)

where the two 5-forms must be related by

−gsω1
4 = dω2

3 . (386)
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We now show how to solve this equation as part of a whole chain of equations
known as the descent equations. The starting point is a set of invariant polyno-
mials known as the Chern characters of order n. They are constructed in terms
of the field-strength 2-form:

F = dA− gA2 =
1
2
dxµ ∧ dxνF aµν Ta, (387)

which satisfies the Bianchi identity

DF = dF − g [A,F ] = 0. (388)

The two-form F transforms covariantly under gauge transformations (372):

F → a−1Fa = F . (389)

It follows that the Chern character of order n, defined by

Chn[A] = TrFn = TrFn, (390)

is an invariant 2n-form: Chn[A] = Chn[A]. It is also closed, as a result of the
Bianchi identity:

dChn[A] = nTr [(DF )Fn−1] = 0. (391)

The solution of this equation is given by the exact (2n− 1)-forms:

Chn[A] = dω0
2n−1[A]. (392)

Note that the exact 2n-form on the right-hand side lies entirely in the local
space-time part M of the bundle because this is manifestly true for the left-
hand side.

Proof of the result (392) is to be given; for the time being we take it for
granted and continue our argument. First, we define a generalized connection on
the bundle by

A(ξ) ≡ −1
g
a−1(ξ)da(ξ) + a−1(ξ)A(x)a(ξ) = −1

g
C(ξ) +A(ξ). (393)

It follows that the corresponding field strength on the bundle is

F = dA− gA2 = (d+ s)
(
A− 1

g
C

)
− g

(
A− 1

g
C

)2

= dA− gA2 = F .
(394)

To go from the first to the second line we have used (380). This result is some-
times referred to as the Russian formula [43]. The result implies that the com-
ponents of the generalized field strength in the directions of the group manifold
all vanish.
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It is now obvious that

Chn[A] = TrFn = Chn[A]; (395)

moreover, F satisfies the Bianchi identity

DF = dF− g[A,F] = 0. (396)

Again, this leads us to infer that

dChn[A] = 0 ⇒ Chn[A] = dω0
2n−1[A] = dω0

2n−1[A], (397)

where the last equality follows from (395) and (392). The middle step, which
states that the (2n−1)-form of which Chn[A] is the total exterior derivative has
the same functional form in terms of A, as the one of which it is the exterior
space-time derivative has in terms of A, will be justified shortly.

We first conclude the derivation of the chain of descent equations, which
follow from the last result by expansion in terms of C:

dω0
2n−1[A] = (d+ s)ω0

2n−1[A− C/g]

= (d+ s)
(
ω0

2n−1[A] +
1
g
ω1

2n−2[A, C] + ...+
1

g2n−1 ω
2n−1
0 [A, C]

)
.

(398)
Comparing terms of the same degree, we find

dω0
2n−1[A] = dω0

2n−1[A],

−gsω0
2n−1[A] = dω1

2n−1[A, C],

−gsω1
2n−2[A, C] = dω2

2n−3[A, C],

...

−gsω2n−1
0 [A, C] = 0.

(399)

Obviously, this result carries over to the BRST differentials: with I0
n[A] = ω0

n[A],
one obtains

δΩI
k
m[A, c] = dIk+1

m−1[A, c], m+ k = 2n− 1, k = 0, 1, 2, ..., 2n− 1. (400)

The first line just states the gauge independence of the Chern character. Taking
n = 3, we find that the third line is the Wess–Zumino consistency condition
(386):

δΩ I
1
4 [A, c] = dI2

3 [A, c].
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Proofs and Solutions. We now show how to derive the result (392); this will
provide us at the same time with the tools to solve the Wess–Zumino consistency
condition. Consider an arbitrary gauge field configuration described by the Lie-
algebra valued 1-form A. From this we define a whole family of gauge fields

At = tA, t ∈ [0, 1]. (401)

It follows, that

Ft ≡ F [At] = tdA− gt2A2 = tF [A]− g(t2 − t)A2. (402)

This field strength 2-form satisfies the appropriate Bianchi identity:

DtFt = dFt − g[At, F ] = 0. (403)

In addition, one easily derives

dFt
dt

= dA− [At, A]+ = DtA, (404)

where the anti-commutator of the 1-forms implies a commutator of the Lie-
algebra elements. Now we can compute the Chern character

Chn[A] =
∫ 1

0
dt

d

dt
TrFnt = n

∫ 1

0
dtTr

(
(DtA)Fn−1

t

)

= nd

∫ 1

0
dtTr

(
AFn−1

t

)
.

(405)

In this derivation we have used both (404) and the Bianchi identity (403).
It is now straightforward to compute the forms ω0

5 and ω1
4 . First, taking n = 3

in the result (405) gives Ch3[A] = dω0
5 with

I0
5 [A] = ω0

5 [A] = 3
∫ 1

0
dtTr

(
(DtA)F 2

t

)
= Tr

(
AF 2 +

g

2
A3F +

g2

10
A5

)
. (406)

Next, using (383), the BRST differential of this expression gives δΩI0
5 = dI1

4 ,
with

I1
4 [A, c] = −Tr

(
c

[
F 2 +

g

2
(
A2F +AFA+ FA2)+

g2

2
A4

])
. (407)

This expression determines the anomaly up to a constant of normalization N :

Γa[A] = N Tr
(
Ta

[
F 2 +

g

2
(
A2F +AFA+ FA2)+

g2

2
A4

])
. (408)

Of course, the component form depends on the gauge group; for example, for
SU(2) � SO(3) it vanishes identically, which is true for any orthogonal group
SO(N); in contrast the anomaly does not vanish identically for SU(N), for any
N ≥ 3. In that case it has to be anulled by cancellation between the contributions
of chiral fermions in different representations of the gauge group G.
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Appendix. Conventions

In these lecture notes the following conventions are used. Whenever two objects
carrying a same index are multiplied (as in aibi or in uµvµ) the index is a dummy
index and is to be summed over its entire range, unless explicitly stated other-
wise (summation convention). Symmetrization of objects enclosed is denoted by
braces {...}, anti-symmetrization by square brackets [...]; the total weight of such
(anti-)symmetrizations is always unity.

In these notes we deal both with classical and quantum hamiltonian sys-
tems. To avoid confusion, we use braces { , } to denote classical Poisson brack-
ets, brackets [ , ] to denote commutators and suffixed brackets [ , ]+ to denote
anti-commutators.

The Minkowski metric ηµν has signature (−1,+1, ...,+1), the first co-ordinate
in a pseudo-cartesian co-ordinate system x0 being time-like. Arrows above sym-
bols (x) denote purely spatial vectors (most often 3-dimensional).

Unless stated otherwise, we use natural units in which c = � = 1. Therefore
we usually do not write these dimensional constants explicitly. However, in a
few places where their role as universal constants is not a priori obvious they are
included in the equations.
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Chiral Anomalies and Topology
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Abstract. When a field theory has a symmetry, global or local like in gauge theories,
in the tree or classical approximation formal manipulations lead to believe that the
symmetry can also be implemented in the full quantum theory, provided one uses the
proper quantization rules. While this is often true, it is not a general property and,
therefore, requires a proof because simple formal manipulations ignore the unavoidable
divergences of perturbation theory. The existence of invariant regularizations allows
solving the problem in most cases but the combination of gauge symmetry and chi-
ral fermions leads to subtle issues. Depending on the specific group and field content,
anomalies are found: obstructions to the quantization of chiral gauge symmetries. Be-
cause anomalies take the form of local polynomials in the fields, are linked to local
group transformations, but vanish for global (rigid) transformations, one discovers that
they have a topological character. In these notes we review various perturbative and
non-perturbative regularization techniques, and show that they leave room for possible
anomalies when both gauge fields and chiral fermions are present. We determine the
form of anomalies in simple examples. We relate anomalies to the index of the Dirac
operator in a gauge background. We exhibit gauge instantons that contribute to the
anomaly in the example of the CP (N−1) models and SU(2) gauge theories. We briefly
mention a few physical consequences. For many years the problem of anomalies had
been discussed only within the framework of perturbation theory. New non-perturbative
solutions based on lattice regularization have recently been proposed. We describe the
so-called overlap and domain wall fermion formulations.

1 Symmetries, Regularization, Anomalies

Divergences. Symmetries of the classical lagrangian or tree approximation do
not always translate into symmetries of the corresponding complete quantum
theory. Indeed, local quantum field theories are affected by UV divergences that
invalidate simple algebraic proofs.

The origin of UV divergences in field theory is double. First, a field contains
an infinite number of degrees of freedom. The corresponding divergences are
directly related to the renormalization group and reflect the property that, even
in renormalizable quantum field theories, degrees of freedom remain coupled on
all scales.

However, another of type of divergences can appear, which is related to the
order between quantum operators and the transition between classical and quan-
tum hamiltonians. Such divergences are already present in ordinary quantum me-
chanics in perturbation theory, for instance, in the quantization of the geodesic

J. Zinn-Justin, Chiral Anomalies and Topology, Lect. Notes Phys. 659, 167–236 (2005)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2005
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motion of a particle on a manifold (like a sphere). Even in the case of forces
linear in the velocities (like a coupling to a magnetic field), finite ambiguities are
found. In local quantum field theories the problem is even more severe. For ex-
ample, the commutator of a scalar field operator φ̂ and its conjugate momentum
π̂, in the Schrödinger picture (in d space–time dimension), takes the form

[φ̂(x), π̂(y)] = i� δd−1(x− y).

Hamiltonians contain products of fields and conjugate momenta as soon as
derivative couplings are involved (in covariant theories), or when fermions are
present. Because in a local theory all operators are taken at the same point, prod-
ucts of this nature lead to divergences, except in quantum mechanics (d = 1 with
our conventions). These divergences reflect the property that the knowledge of
the classical theory is not sufficient, in general, to determine the quantized theory
completely.

Regularization. Regularization is a useful intermediate step in the renormal-
ization program that consists in modifying the initial theory at short distance,
large momentum or otherwise to render perturbation theory finite. Note that
from the point of view of Particle Physics, all these modifications affect in some
essential way the physical properties of the theory and, thus, can only be con-
sidered as intermediate steps in the removal of divergences.

When a regularization can be found which preserves the symmetry of the
initial classical action, a symmetric quantum field theory can be constructed.

Momentum cut-off regularization schemes, based on modifying propagators
at large momenta, are specifically designed to cut the infinite number of degrees
of freedom. With some care, these methods will preserve formal symmetries
of the un-renormalized theory that correspond to global (space-independent)
linear group transformations. Problems may, however, arise when the symmetries
correspond to non-linear or local transformations, like in the examples of non-
linear σ models or gauge theories, due to the unavoidable presence of derivative
couplings. It is easy to verify that in this case regularizations that only cut
momenta do not in general provide a complete regularization.

The addition of regulator fields has, in general, the same effect as modifying
propagators but offers a few new possibilities, in particular, when regulator fields
have the wrong spin–statistics connection. Fermion loops in a gauge background
can be regularized by such a method.

Other methods have to be explored. In many examples dimensional regu-
larization solves the problem because then the commutator between field and
conjugated momentum taken at the same point vanishes. However, in the case
of chiral fermions dimensional regularization fails because chiral symmetries are
specific to even space–time dimensions.

Of particular interest is the method of lattice regularization, because it can
be used, beyond perturbation theory, either to discuss the existence of a quan-
tum field theory, or to determine physical properties of field theories by non-
perturbative numerical techniques. One verifies that such a regularization indeed
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specifies an order between quantum operators. Therefore, it solves the ordering
problem in non-linear σ-models or non-abelian gauge theories. However, again it
fails in the presence of chiral fermions: the manifestation of this difficulty takes
the form of a doubling of the fermion degrees of freedom. Until recently, this had
prevented a straightforward numerical study of chiral theories.

Anomalies. That no conventional regularization scheme can be found in the
case of gauge theories with chiral fermions is not surprising since we know the-
ories with anomalies, that is theories in which a local symmetry of the tree or
classical approximation cannot be implemented in the full quantum theory. This
may create obstructions to the construction of chiral gauge theories because
exact gauge symmetry, and thus the absence of anomalies, is essential for the
physical consistency of a gauge theory.

Note that we study in these lectures only local anomalies, which can be deter-
mined by perturbative calculations; peculiar global non-perturbative anomalies
have also been exhibited.

The anomalies discussed in these lectures are local quantities because they are
consequences of short distance singularities. They are responses to local (space-
dependent) group transformations but vanish for a class of space-independent
transformations. This gives them a topological character that is further con-
firmed by their relations with the index of the Dirac operator in a gauge back-
ground.

The recently discovered solutions of the Ginsparg–Wilson relation and the
methods of overlap and domain wall fermions seem to provide an unconventional
solution to the problem of lattice regularization in gauge theories involving chiral
fermions. They evade the fermion doubling problem because chiral transforma-
tions are no longer strictly local on the lattice (though remain local from the
point of view of the continuum limit), and relate the problem of anomalies with
the invariance of the fermion measure. The absence of anomalies can then be
verified directly on the lattice, and this seems to confirm that the theories that
had been discovered anomaly-free in perturbation theory are also anomaly-free
in the non-perturbative lattice construction. Therefore, the specific problem of
lattice fermions was in essence technical rather than reflecting an inconsistency
of chiral gauge theories beyond perturbation theory, as one may have feared.

Finally, since these new regularization schemes have a natural implementa-
tion in five dimensions in the form of domain wall fermions, this again opens the
door to speculations about additional space dimensions.

We first discuss the advantages and shortcomings, from the point of view
of symmetries, of three regularization schemes, momentum cut-off, dimensional,
lattice regularizations. We show that they leave room for possible anomalies
when both gauge fields and chiral fermions are present.

We then recall the origin and the form of anomalies, beginning with the
simplest example of the so-called abelian anomaly, that is the anomaly in the
conservation of the abelian axial current in gauge theories. We relate anomalies
to the index of a covariant Dirac operator in the background of a gauge field.
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In the two-dimensional CP (N − 1) models and in four-dimensional non-
abelian gauge theories, we exhibit gauge instantons. We show that they can be
classified in terms of a topological charge, the space integral of the chiral anomaly.
The existence of gauge field configurations that contribute to the anomaly has
direct physical implications, like possible strong CP violation and the solution
to the U(1) problem.

We examine the form of the anomaly for a general axial current, and infer
conditions for gauge theories that couple differently to fermion chiral components
to be anomaly-free. A few physical applications are also briefly mentioned.

Finally, the formalism of overlap fermions on the lattice and the role of the
Ginsparg–Wilson relation are explained. The alternative construction of domain
wall fermions is explained, starting from the basic mechanism of zero-modes in
supersymmetric quantum mechanics.

Conventions. Throughout these notes we work in euclidean space (with imagi-
nary or euclidean time), and this also implies a formalism of euclidean fermions.
For details see

J. Zinn-Justin, Quantum Field Theory and Critical Phenomena, Clarendon
Press (Oxford 1989, fourth ed. 2002).

2 Momentum Cut-Off Regularization

We first discuss methods that work in the continuum (compared to lattice meth-
ods) and at fixed dimension (unlike dimensional regularization). The idea is to
modify field propagators beyond a large momentum cut-off to render all Feyn-
man diagrams convergent. The regularization must satisfy one important condi-
tion: the inverse of the regularized propagator must remain a smooth function
of the momentum p. Indeed, singularities in momentum variables generate, af-
ter Fourier transformation, contributions to the large distance behaviour of the
propagator, and regularization should modify the theory only at short distance.

Note, however, that such modifications result in unphysical properties of the
quantum field theory at cut-off scale. They can be considered as intermediate
steps in the renormalization program (physical properties would be recovered
in the large cut-off limit). Alternatively, in modern thinking, the necessity of
a regularization often indicates that quantum field theories cannot rendered
consistent on all distance scales, and have eventually to be embedded in a more
complete non field theory framework.

2.1 Matter Fields: Propagator Modification

Scalar Fields. A simple modification of the propagator improves the conver-
gence of Feynman diagrams at large momentum. For example in the case of the
action of the self-coupled scalar field,

S(φ) =
∫

ddx
[
1
2
φ(x)(−∇2

x +m2)φ(x) + VI
(
φ(x)

)]
, (1)
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the propagator in Fourier space 1/(m2 + p2) can be replaced by

∆B(p) =
(

1
p2 +m2

)
reg.

with

∆−1
B (p) = (p2 +m2)

n∏
i=1

(1 + p2/M2
i ). (2)

The masses Mi are proportional to the momentum cut-off Λ,

Mi = αiΛ , αi > 0 .

If the degree n is chosen large enough, all diagrams become convergent. In the
formal large cut-off limit Λ → ∞, at parameters α fixed, the initial propagator
is recovered. This is the spirit of momentum cut-off or Pauli–Villars’s regular-
ization.

Note that such a propagator cannot be derived from a hermitian hamiltonian.
Indeed, hermiticity of the hamiltonian implies that if the propagator is, as above,
a rational function, it must be a sum of poles in p2 with positive residues (as a
sum over intermediate states of the two-point function shows) and thus cannot
decrease faster than 1/p2.

While this modification can be implemented also in Minkowski space because
the regularized propagators decrease in all complex p2 directions (except real
negative), in euclidean time more general modifications are possible. Schwinger’s
proper time representation suggests

∆B(p) =
∫ ∞

0
dt ρ(tΛ2)e−t(p

2+m2), (3)

in which the function ρ(t) is positive (to ensure that ∆B(p) does not vanish and
thus is invertible) and satisfies the condition

|1− ρ(t)| < Ce−σt (σ > 0) for t→ +∞ .

By choosing a function ρ(t) that decreases fast enough for t→ 0, the behaviour
of the propagator can be arbitrarily improved. If ρ(t) = O(tn), the behaviour
(2) is recovered. Another example is

ρ(t) = θ(t− 1),

θ(t) being the step function, which leads to an exponential decrease:

∆B(p) =
e−(p2+m2)/Λ2

p2 +m2 . (4)

As the example shows, it is thus possible to find in this more general class prop-
agators without unphysical singularities, but they do not follow from a hamilto-
nian formalism because continuation to real time becomes impossible.
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Spin 1/2 Fermions. For spin 1/2 fermions similar methods are applicable. To
the free Dirac action,

SF0 =
∫

ddx ψ̄(x)(�∂ +m)ψ(x) ,

corresponds in Fourier representation the propagator 1/(m + i�p). It can be re-
placed by the regularized propagator ∆F(p) where

∆−1
F (p) = (m+ i�p)

n∏
i=1

(1 + p2/M2
i ). (5)

Note that we use the standard notation �p ≡ pµγµ, with euclidean fermion
conventions, analytic continuation to imaginary or euclidean time of the usual
Minkowski fermions, and hermitian matrices γµ.

Remarks. Momentum cut-off regularizations have several advantages: one can
work at fixed dimension and in the continuum. However, two potential weak-
nesses have to be stressed:

(i) The generating functional of correlation functions, obtained by adding to
the action (1) a source term for the fields:

S(φ) �→ S(φ)−
∫

ddxJ(x)φ(x),

can be written as

Z(J) = det1/2(∆B) exp [−VI (δ/δJ)] exp
(

1
2

∫
ddxddy J(x)∆B(x− y)J(y)

)
,

(6)
where the determinant is generated by the gaussian integration, and

VI(φ) ≡
∫

ddxVI
(
φ(x)

)
.

None of the momentum cut-off regularizations described so far can deal with
the determinant. As long as the determinant is a divergent constant that cancels
in normalized correlation functions, this is not a problem, but in the case of
a determinant in the background of an external field (which generates a set of
one-loop diagrams) this may become a serious issue.

(ii) This problem is related to another one: even in simple quantum mechan-
ics, some models have divergences or ambiguities due to problem of the order
between quantum operators in products of position and momentum variables. A
class of Feynman diagrams then cannot be regularized by this method. Quan-
tum field theories where this problem occurs include models with non-linearly
realized (like in the non-linear σ model) or gauge symmetries.
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Global Linear Symmetries. To implement symmetries of the classical ac-
tion in the quantum theory, we need a regularization scheme that preserves the
symmetry. This requires some care but can always be achieved for linear global
symmetries, that is symmetries that correspond to transformations of the fields
of the form

φR(x) = Rφ(x) ,

where R is a constant matrix. The main reason is that in the quantum hamilto-
nian field operators and conjugate momenta are not mixed by the transformation
and, therefore, the order of operators is to some extent irrelevant. To take an
example directly relevant here, a theory with massless fermions may, in four
dimensions, have a chiral symmetry

ψθ(x) = eiθγ5ψ(x), ψ̄θ(x) = ψ̄(x)eiθγ5 .

The substitution (5 )(for m = 0) preserves chiral symmetry. Note the importance
here of being able to work at fixed dimension four because chiral symmetry is
defined only in even dimensions. In particular, the invariance of the integration
measure [dψ̄(x)dψ(x)] relies on the property that tr γ5 = 0.

2.2 Regulator Fields

Regularization in the form (2) or (5) has another equivalent formulation based
on the introduction of regulator fields. Note, again, that some of the regulator
fields have unphysical properties; for instance, they violate the spin–statistics
connection. The regularized quantum field theory is physically consistent only
for momenta much smaller than the masses of the regulator fields.

Scalar Fields. In the case of scalar fields, to regularize the action (1) for the
scalar field φ, one introduces additional dynamical fields φr, r = 1, . . . , rmax, and
considers the modified action

Sreg.(φ, φr) =
∫

ddx

[
1
2
φ
(−∇2 +m2)φ+

∑
r

1
2zr

φr
(−∇2 +M2

r

)
φr

+VI(φ+
∑
rφr)

]
. (7)

With the action 7 any internal φ propagator is replaced by the sum of the φ
propagator and all the φr propagators zr/(p2 +M2

r ). For an appropriate choice
of the constants zr, after integration over the regulator fields, the form (2) is
recovered. Note that the condition of cancellation of the 1/p2 contribution at
large momentum implies

1 +
∑
r

zr = 0 .

Therefore, not all zr can be positive and, thus, the fields φr, corresponding to
the negative values, necessarily are unphysical. In particular, in the integral over
these fields, one must integrate over imaginary values.
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Fermions. The fermion inverse propagator (5) can be written as

∆−1
F (p) = (m+ i�p)

rmax∏
r=1

(1 + i�p/Mr)(1− i�p/Mr).

This indicates that, again, the same form can be obtained by a set of regulator
fields {ψ̄r±, ψr±}. One replaces the kinetic part of the action by

∫
ddx ψ̄(x)(�∂ +m)ψ(x) �→

∫
ddx ψ̄(x)(�∂ +m)ψ(x)

+
∑
ε=±,r

1
zrε

∫
ddx ψ̄rε(x)(�∂ + εMr)ψrε(x).

Moreover, in the interaction term the fields ψ and ψ̄ are replaced by the sums

ψ �→ ψ +
∑
r,ε

ψrε , ψ̄ �→ ψ̄ +
∑
r,ε

ψ̄rε .

For a proper choice of the constants zr, after integration over the regulator fields,
the form (5) is recovered.

For m = 0, the propagator (5) is chiral invariant. Chiral transformations
change the sign of mass terms. Here, chiral symmetry can be maintained only if,
in addition to normal chiral transformations, ψr,+ and ψ−r are exchanged (which
implies zr+ = zr−). Thus, chiral symmetry is preserved by the regularization,
even though the regulators are massive, by fermion doubling. The fermions ψ+
and ψ− are chiral partners. For a pair ψ ≡ (ψ+, ψ−), ψ̄ ≡ (ψ̄+, ψ̄−), the action
can be written as

∫
ddx ψ̄(x) (�∂ ⊗ 1 +M1⊗ σ3)ψ(x),

where the first matrix 1 and the Pauli matrix σ3 act in ± space. The spinors
then transform like

ψθ(x) = eiθγ5⊗σ1ψ(x), ψ̄θ(x) = ψ̄(x)eiθγ5⊗σ1 ,

because σ1 anticommutes with σ3.

2.3 Abelian Gauge Theory

The problem of matter in presence of a gauge field can be decomposed into two
steps, first matter in an external gauge field, and then the integration over the
gauge field. For gauge fields, we choose a covariant gauge, in such a way that
power counting is the same as for scalar fields.
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Charged Fermions in a Gauge Background. The new problem that arises
in presence of a gauge field is that only covariant derivatives are allowed be-
cause gauge invariance is essential for the physical consistency of the theory.
The regularized action in a gauge background now reads

S(ψ̄, ψ,A) =
∫

ddx ψ̄(x) (m+ �D)
∏
r

(
1− �D2/M2

r

)
ψ(x),

where Dµ is the covariant derivative

Dµ = ∂µ + ieAµ .

Note that up to this point the regularization, unlike dimensional or lattice reg-
ularizations, preserves a possible chiral symmetry for m = 0.

The higher order covariant derivatives, however, generate new, more singular,
gauge interactions and it is no longer clear whether the theory can be rendered
finite.

Fermion correlation functions in the gauge background are generated by

Z(η̄, η;A) =
∫ [

dψ(x)dψ̄(x)
]

× exp
[
−S(ψ̄, ψ,A) +

∫
ddx

(
η̄(x)ψ(x) + ψ̄(x)η(x)

)]
, (8)

where η̄, η are Grassmann sources. Integrating over fermions explicitly, one ob-
tains

Z(η̄, η;A) = Z0(A) exp
[
−
∫

ddxddy η̄(y)∆F(A; y, x)η(x)
]
,

Z0(A) = N det

[
(m+ �D)

∏
r

(
1− �D2/M2

r

)]
,

where N is a gauge field-independent normalization ensuring Z0(0) = 1 and
∆F(A; y, x) the fermion propagator in an external gauge field.

Diagrams constructed from ∆F(A; y, x) belong to loops with gauge field prop-
agators and, therefore, can be rendered finite if the gauge field propagator can
be improved, a condition that we check below. The other problem involves the
determinant, which generates closed fermion loops in a gauge background. Using
ln det = tr ln, one finds

lnZ0(A) = tr ln (m+ �D) +
∑
r

tr ln
(
1− �D2/M2

r

)− (A = 0),

or, using the anticommutation of γ5 with �D,

det(�D +m) = det γ5(�D +m)γ5 = det(m− �D),

lnZ0(A) = 1
2 tr ln

(
m2 − �D2)+

∑
r

tr ln
(
1− �D2/M2

r

)− (A = 0).



176 J. Zinn-Justin

One sees that the regularization has no effect, from the point of view of power
counting, on the determinant because all contributions add. The determinant
generates one-loop diagrams of the form of closed fermion loops with external
gauge fields, which therefore require an additional regularization.

As an illustration, Fig. 1 displays on the first line two Feynman diagrams
involving only ∆F(A; y, x), and on the second line two diagrams involving the
determinant.

The Fermion Determinant. Finally, the fermion determinant can be regular-
ized by adding to the action a boson regulator field with fermion spin (unphysical
since violating the spin–statisitics connection) and, therefore, a propagator sim-
ilar to ∆F but with different masses:

SB(φ̄, φ;A) =
∫

ddx φ̄(x)
(
MB

0 + �D)∏
r=1

(
1− �D2/(MB

r )2
)
φ(x).

The integration over the boson ghost fields φ̄, φ adds to lnZ0 the quantity

δ lnZ0(A) = − 1
2 tr ln

(
(MB

0 )2 − �D2)−∑
r=1

tr ln
(
1− �D2/(MB

r )2
)− (A = 0).

Expanding the sum lnZ0 +δ lnZ0 in inverse powers of �D, one adjusts the masses
to cancel as many powers of �D as possible. However, the unpaired initial fermion
mass m is the source of a problem. The corresponding determinant can only be
regularized with an unpaired boson MB

0 . In the chiral limit m = 0, two options
are available: either one gives a chiral charge to the boson field and the mass
MB

0 breaks chiral symmetry, or one leaves it invariant in a chiral transformation.
In the latter case one finds the determinant of the transformed operator

eiθ(x)γ5 �Deiθ(x)γ5(�D +MB
0 )−1.

Fig. 1. Gauge–fermion diagrams (the fermions and gauge fields correspond to contin-
uous and dotted lines, respectively).
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For θ(x) constant eiθγ5 �D = �De−iθγ5 and the θ-dependence cancels. Otherwise a
non-trivial contribution remains. The method thus suggests possible difficulties
with space-dependent chiral transformations.

Actually, since the problem reduces to the study of a determinant in an
external background, one can study it directly, as we will starting with in Sect. 4.
One examines whether it is possible to define some regularized form in a way
consistent with chiral symmetry. When this is possible, one then inserts the one-
loop renormalized diagrams in the general diagrams regularized by the preceding
cut-off methods.

The Boson Determinant in a Gauge Background. The boson determinant
can be regularized by introducing a massive spinless charged fermion (again
unphysical since violating the spin–statisitics connection). Alternatively, it can
be expressed in terms of the statistical operator using Schwinger’s representation
(tr ln = ln det)

ln detH − ln detH0 = tr
∫ ∞

0

dt
t

[
e−tH0 − e−tH

]
,

where the operatorH is analogous to a non-relativistic hamiltonian in a magnetic
field,

H = −DµDµ +m2, H0 = −∇2 +m2.

UV divergences then arise from the small t integration. The integral over time
can thus be regularized by cutting it for t small, integrating for example over
t ≥ 1/Λ2.

The Gauge Field Propagator. For the free gauge action in a covariant gauge,
ordinary derivatives can be used because in an abelian theory the gauge field is
neutral. The tensor Fµν is gauge invariant and the action for the scalar combina-
tion ∂µAµ is arbitrary. Therefore, the large momentum behaviour of the gauge
field propagator can be arbitrarily improved by the substitution

FµνFµν �→ FµνP (∇2/Λ2)Fµν ,
(∂µAµ)2 �→ ∂µAµP (∇2/Λ2)∂µAµ .

2.4 Non-Abelian Gauge Theories

Compared with the abelian case, the new features of the non-abelian gauge
action are the presence of gauge field self-interactions and ghost terms. For future
purpose we define our notation. We introduce the covariant derivative, as acting
on a matter field,

Dµ = ∂µ + Aµ(x) , (9)

where Aµ is an anti-hermitian matrix, and the curvature tensor

Fµν = [Dµ,Dν ] = ∂µAν − ∂νAµ + [Aµ,Aν ]. (10)
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The pure gauge action then is

S(Aµ) = − 1
4g2

∫
ddx trFµν(x)Fµν(x).

In the covariant gauge

Sgauge(Aµ) = − 1
2ξ

∫
ddx tr(∂µAµ)2,

the ghost field action takes the form

Sghost(Aµ, C̄,C) = −
∫

ddx tr C̄ ∂µ (∂µC + [Aµ,C]) .

The ghost fields thus have a simple δab/p2 propagator and canonical dimension
one in four dimensions.

The problem of regularization in non-abelian gauge theories shares several
features both with the abelian case and with the non-linear σ-model. The regu-
larized gauge action takes the form

Sreg.(Aµ) = −
∫

ddx trFµνP
(
D2/Λ2)Fµν ,

in which P is a polynomial of arbitrary degree. In the same way, the gauge
function ∂µAµ is changed into

∂µAµ �−→ Q
(
∂2/Λ2) ∂µAµ ,

in which Q is a polynomial of the same degree as P . As a consequence, both the
gauge field propagator and the ghost propagator can be arbitrarily improved.
However, as in the abelian case, the covariant derivatives generate new inter-
actions that are more singular. It is easy to verify that the power counting of
one-loop diagrams is unchanged while higher order diagrams can be made con-
vergent by taking the degrees of P and Q large enough: Regularization by higher
derivatives takes care of all diagrams except, as in non-linear σ models, some
one-loop diagrams (and thus subdiagrams).

As with charged matter, the one-loop diagrams have to be examined sepa-
rately. However, for fermion matter it is still possible as, in the abelian case, to
add a set of regulator fields, massive fermions and bosons with fermion spin. In
the chiral situation, the problem of the compatibility between the gauge sym-
metry and the quantization is reduced to an explicit verification of the Ward–
Takahashi (WT) identities for the one-loop diagrams. Note that the preserva-
tion of gauge symmetry is necessary for the cancellation of unphysical states in
physical amplitudes and, thus, essential to ensure the physical relevance of the
quantum field theory.

3 Other Regularization Schemes

The other regularization schemes we now discuss, have the common property
that they modify in some essential way the structure of space–time: dimensional
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regularization because it relies on defining Feynman diagrams for non-integer
dimensions, lattice regularization because continuum space is replaced by a dis-
crete lattice.

3.1 Dimensional Regularization

Dimensional regularization involves continuation of Feynman diagrams in the pa-
rameter d (d is the space dimension) to arbitrary complex values and, therefore,
seems to have no meaning outside perturbation theory. However, this regular-
ization very often leads to the simplest perturbative calculations.

In addition, it solves the problem of commutation of quantum operators in
local field theories. Indeed commutators, for example in the case of a scalar field,
take the form (in the Schrödinger picture)

[φ̂(x), π̂(y)] = i� δd−1(x− y) = i�(2π)1−d
∫

dd−1p eip(x−y) ,

where π̂(x) is the momentum conjugate to the field φ̂(x). As we have already
stressed, in a local theory all operators are taken at the same point and, therefore,
a commutation in the product φ̂(x)π̂(x) generates a divergent contribution (for
d > 1) proportional to

δd−1(0) = (2π)1−d
∫

dd−1p .

The rules of dimensional regularization imply the consistency of the change of
variables p �→ λp and thus

∫
ddp = λd

∫
ddp ⇒

∫
ddp = 0 ,

in contrast to momentum regularization where it is proportional to a power of the
cut-off. Therefore, the order between operators becomes irrelevant because the
commutator vanishes. Dimensional regularization thus is applicable to geometric
models where these problems of quantization occur, like non-linear σ models or
gauge theories.

Its use, however, requires some care in massless theories. For instance, in a
massless theory in two dimensions, integrals of the form

∫
ddk/k2 are met. They

also vanish in dimensional regularization for the same reason. However, here
they correspond to an unwanted cancellation between UV and IR logarithmic
divergences.

More important here, it is not applicable when some essential property of
the field theory is specific to the initial dimension. An example is provided by
theories containing fermions in which Parity symmetry is violated.

Fermions. For fermions transforming under the fundamental representation of
the spin group Spin(d), the strategy is the same. The evaluation of diagrams with
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fermions can be reduced to the calculation of traces of γ matrices. Therefore, only
one additional prescription for the trace of the unit matrix is needed. There is no
natural continuation since odd and even dimensions behave differently. Since no
algebraic manipulation depends on the explicit value of the trace, any smooth
continuation in the neighbourhood of the relevant dimension is satisfactory. A
convenient choice is to take the trace constant. In even dimensions, as long as
only γµ matrices are involved, no other problem arises. However, no dimensional
continuation that preserves all properties of γd+1, which is the product of all
other γ matrices, can be found. This leads to serious difficulties if γd+1 in the
calculation of Feynman diagrams has to be replaced by its explicit expression in
terms of the other γ matrices. For example, in four dimensions γ5 is related to
the other γ matrices by

4! γ5 = −εµ1...µ4γµ1 . . . γµ4 , (11)

where εµ1···µ4 is the complete antisymmetric tensor with ε1234 = 1. Therefore,
problems arise in the case of gauge theories with chiral fermions, because the
special properties of γ5 are involved as we recall below. This difficulty is the
source of chiral anomalies.

Since perturbation theory involves the calculation of traces, one possibility
is to define γ5 near four dimensions by

γ5 = Eµ1...µ4γµ1 . . . γµ4 , (12)

where Eµνρσ is a completely antisymmetric tensor, which reduces to −εµνρσ/4!
in four dimensions. It is easy to then verify that, with this definition, γ5 anticom-
mutes with the other γµ matrices only in four dimensions. If, for example, one
evaluates the product γνγ5γν in d dimensions, replacing γ5 by (12) and using
systematically the anticommutation relations γµγν + γνγµ = 2δµν , one finds

γνγ5γν = (d− 8)γ5 .

Anticommuting properties of the γ5 would have led to a factor −d, instead.
This additional contribution, proportional to d− 4, if it is multiplied by a factor
1/(d − 4) consequence of UV divergences in one-loop diagrams, will lead to a
finite difference with the formal result.

The other option would be to keep the anticommuting property of γ5 but the
preceding example shows that this is contradictory with a form (12). Actually,
one verifies that the only consistent prescription for generic dimensions then is
that the traces of γ5 with any product of γµ matrices vanishes and, thus, this
prescription is useless.

Finally, an alternative possibility consists in breaking O(d) symmetry and
keeping the four γ matrices of d = 4.

3.2 Lattice Regularization

We have explained that Pauli–Villars’s regularization does not provide a com-
plete regularization for field theories in which the geometric properties generate
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interactions like models where fields belong to homogeneous spaces (e.g. the non-
linear σ-model) or non-abelian gauge theories. In these theories some divergences
are related to the problem of quantization and order of operators, which already
appears in simple quantum mechanics. Other regularization methods are then
needed. In many cases lattice regularization may be used.

Lattice Field Theory. To each site x of a lattice are attached field variables
corresponding to fields in the continuum. To the action S in the continuum
corresponds a lattice action, the energy of lattice field configurations in the lan-
guage of classical statistical physics. The functional integral becomes a sum over
configurations and the regularized partition function is the partition function of
a lattice model.

All expressions in these notes will refer implicitly to a hypercubic lattice and
we denote the lattice spacing by a.

The advantages of lattice regularization are:

(i) Lattice regularization indeed corresponds to a specific choice of quantiza-
tion.

(ii) It is the only established regularization that for gauge theories and other
geometric models has a meaning outside perturbation theory. For instance the
regularized functional integral can be calculated by numerical methods, like
stochastic methods (Monte-Carlo type simulations) or strong coupling expan-
sions.

(iii) It preserves most global and local symmetries with the exception of the
space O(d) symmetry, which is replaced by a hypercubic symmetry (but this
turns out not to be a major difficulty), and fermion chirality, which turns out to
be a more serious problem, as we will show.

The main disadvantage is that it leads to rather complicated perturbative
calculations.

3.3 Boson Field Theories

Scalar Fields. To the action (1) for a scalar field φ in the continuum corre-
sponds a lattice action, which is obtained in the following way: The euclidean
lagrangian density becomes a function of lattice variables φ(x), where x now is a
lattice site. Locality can be implemented by considering lattice lagrangians that
depend only on a site and its neighbours (though this is a too strong require-
ment; lattice interactions decreasing exponentially with distance are also local).
Derivatives ∂µφ of the continuum are replaced by finite differences, for example:

∂µφ �→ ∇lat.
µ φ = [φ(x+ anµ)− φ(x)] /a , (13)

where a is the lattice spacing and nµ the unit vector in the µ direction. The
lattice action then is the sum over lattice sites.
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With the choice (13), the propagator ∆a(p) for the Fourier components of a
massive scalar field is given by

∆−1
a (p) = m2 +

2
a2

d∑
µ=1

(
1− cos(apµ)

)
.

It is a periodic function of the components pµ of the momentum vector with
period 2π/a. In the small lattice spacing limit, the continuum propagator is
recovered:

∆−1
a (p) = m2 + p2 − 1

12

∑
µ

a2p4
µ +O

(
p6
µ

)
.

In particular, hypercubic symmetry implies O(d) symmetry at order p2.

Gauge Theories. Lattice regularization defines unambiguously a quantum the-
ory. Therefore, once one has realized that gauge fields should be replaced by link
variables corresponding to parallel transport along links of the lattice, one can
regularize a gauge theory.

The link variables Uxy are group elements associated with the links joining
the sites x and y on the lattice. The regularized form of

∫
dxF 2

µν is a sum of
products of link variables along closed curves on the lattice. On a hypercubic
lattice, the smallest curve is a square leading to the well-known plaquette action
(each square forming a plaquette). The typical gauge invariant lattice action
corresponding to the continuum action of a gauge field coupled to scalar bosons
then has the form

S(U, φ∗, φ) = β
∑
all

plaquettes

trUxyUyzUztUtx + κ
∑
all

links

φ∗xUxyφy +
∑
all

sites

V (φ∗xφx),

(14)
where x, y,... denotes lattice sites, and β and κ are coupling constants. The
action (14) is invariant under independent group transformations on each lattice
site, lattice equivalents of gauge transformations in the continuum theory. The
measure of integration over the gauge variables is the group invariant measure
on each site. Note that on the lattice and in a finite volume, the gauge invariant
action leads to a well-defined partition function because the gauge group (finite
product of compact groups) is compact. However, in the continuum or infinite
volume limits the compact character of the group is lost. Even on the lattice,
regularized perturbation theory is defined only after gauge fixing.

Finally, we note that, on the lattice, the difficulties with the regularization do
not come from the gauge field directly but involve the gauge field only through
the integration over chiral fermions.

3.4 Fermions and the Doubling Problem

We now review a few problems specific to relativistic fermions on the lattice. We
consider the free action for a Dirac fermion

S(ψ̄, ψ) =
∫

ddx ψ̄(x) (�∂ +m)ψ(x).
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A lattice regularization of the derivative ∂µψ(x), which preserves chiral proper-
ties in the massless limit, is, for example, the symmetric combination

∇lat.
µ ψ(x) = [ψ(x+ anµ)− ψ(x− anµ)] /2a .

In the boson case, there is no equivalent constraint and thus a possible choice is
the expression 13.

The lattice Dirac operator for the Fourier components ψ̃(p) of the field (in-
verse of the fermion propagator ∆lat.(p)) is

Dlat.(p) = m+ i
∑
µ

γµ
sin apµ
a

, (15)

a periodic function of the components pµ of the momentum vector. A problem
then arises: the equations relevant to the small lattice spacing limit,

sin(a pµ) = 0 ,

have each two solutions pµ = 0 and pµ = π/a within one period, that is 2d

solutions within the Brillouin zone. Therefore, the propagator (15) propagates
2d fermions. To remove this degeneracy, it is possible to add to the regularized
action an additional scalar term δS involving second derivatives:

δS(ψ̄, ψ) = 1
2M

∑
x,µ

[
2ψ̄(x)ψ(x)− ψ̄ (x+ anµ)ψ(x)− ψ̄(x)ψ (x+ anµ)

]
. (16)

The modified Dirac operator for the Fourier components of the field reads

DW (p) = m+M
∑
µ

(1− cos apµ) +
i

a

∑
µ

γµ sin apµ . (17)

The fermion propagator becomes

∆(p) = D†W (p)
(
DW (p)D†W (p)

)−1

with

DW (p)D†W (p) =

[
m+M

∑
µ

(1− cos apµ)

]2

+
1
a2

∑
µ

sin2 apµ .

Therefore, the degeneracy between the different states has been lifted. For each
component pµ that takes the value π/a the mass is increased by 2M . If M is of
order 1/a the spurious states are eliminated in the continuum limit. This is the
recipe of Wilson’s fermions.

However, a problem arises if one wants to construct a theory with massless
fermions and chiral symmetry. Chiral symmetry implies that the Dirac operator
D(p) anticommutes with γ5:

{D(p), γ5} = 0 ,



184 J. Zinn-Justin

and, therefore, both the mass term and the term (16) are excluded. It remains
possible to add various counter-terms and try to adjust them to recover chiral
symmetry in the continuum limit. But there is no a priori guarantee that this is
indeed possible and, moreover, calculations are plagued by fine tuning problems
and cancellations of unnecessary UV divergences.

One could also think about modifying the fermion propagator by adding
terms connecting fermions separated by more than one lattice spacing. But it
has been proven that this does not solve the doubling problem. (Formal solutions
can be exhibited but they violate locality that implies that D(p) should be a
smooth periodic function.) In fact, this doubling of the number of fermion degrees
of freedom is directly related to the problem of anomalies.

Since the most naive form of the propagator yields 2d fermion states, one
tries in practical calculations to reduce this number to a smaller multiple of
two, using for instance the idea of staggered fermions introduced by Kogut and
Susskind.

However, the general picture has recently changed with the discovery of the
properties of overlap fermions and solutions of the Ginsparg–Wilson relation or
domain wall fermions, a topic we postpone and we will study in Sect. 7.

4 The Abelian Anomaly

We have pointed out that none of the standard regularization methods can deal
in a straightforward way with one-loop diagrams in the case of gauge fields
coupled to chiral fermions. We now show that indeed chiral symmetric gauge
theories, involving gauge fields coupled to massless fermions, can be found where
the axial current is not conserved. The divergence of the axial current in a chiral
quantum field theory, when it does not vanish, is called an anomaly. Anomalies
in particular lead to obstructions to the construction of gauge theories when the
gauge field couples differently to the two fermion chiral components.

Several examples are physically important like the theory of weak electro-
magnetic interactions, the electromagnetic decay of the π0 meson, or the U(1)
problem. We first discuss the abelian axial current, in four dimensions (the gen-
eralization to all even dimensions then is straightforward), and then the general
non-abelian situation.

4.1 Abelian Axial Current and Abelian Vector Gauge Fields

The only possible source of anomalies are one-loop fermion diagrams in gauge
theories when chiral properties are involved. This reduces the problem to the dis-
cussion of fermions in background gauge fields or, equivalently, to the properties
of the determinant of the gauge covariant Dirac operator.

We thus consider a QED-like fermion action for massless Dirac fermions ψ, ψ̄
in the background of an abelian gauge field Aµ of the form

S(ψ̄, ψ;A) = −
∫

d4x ψ̄(x)�Dψ(x), �D ≡ �∂ + ie �A(x) , (18)
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and the corresponding functional integral

Z(Aµ) =
∫ [

dψdψ̄
]
exp

[−S(ψ, ψ̄;A)
]

= det �D .

We can find regularizations that preserve gauge invariance, that is invariance
under the transformations

ψ(x) = eiΛ(x)ψ′(x), ψ̄(x) = e−iΛ(x)ψ̄′(x), Aµ(x) = −1
e
∂νΛ(x) +A′µ(x),

(19)
and, since the fermions are massless, chiral symmetry. Therefore, we would
naively expect the corresponding axial current to be conserved (symmetries are
generally related to current conservation). However, the proof of current con-
servation involves space-dependent chiral transformations and, therefore, steps
that cannot be regularized without breaking local chiral symmetry.

Under the space-dependent chiral transformation

ψθ(x) = eiθ(x)γ5ψ(x), ψ̄θ(x) = ψ̄(x)eiθ(x)γ5 , (20)

the action becomes

Sθ(ψ̄, ψ;A) = −
∫

d4x ψ̄θ(x)�Dψθ(x) = S(ψ̄, ψ;A) +
∫

d4x ∂µθ(x)J5
µ(x),

where J5
µ(x), the coefficient of ∂µθ, is the axial current:

J5
µ(x) = iψ̄(x)γ5γµψ(x).

After the transformation 20, Z(Aµ) becomes

Z(Aµ, θ) = det
[
eiγ5θ(x)�Deiγ5θ(x)

]
.

Note that ln[Z(Aµ, θ)] is the generating functional of connected ∂µJ5
µ correlation

functions in an external field Aµ.
Since eiγ5θ has a determinant that is unity, one would naively conclude that

Z(Aµ, θ) = Z(Aµ) and, therefore, that the current J5
µ(x) is conserved. This is a

conclusion we now check by an explicit calculation of the expectation value of
∂µJ

5
µ(x) in the case of the action 18.

Remarks.
(i) For any regularization that is consistent with the hermiticity of γ5

|Z(Aµ, θ)|2 = det
[
eiγ5θ(x)�Deiγ5θ(x)

]
det

[
e−iγ5θ(x)�D†e−iγ5θ(x)

]
= det (�D�D†),

and thus |Z(Aµ, θ)| is independent of θ. Therefore, an anomaly can appear only
in the imaginary part of lnZ.
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(ii) We have shown that one can find a regularization with regulator fields
such that gauge invariance is maintained, and the determinant is independent
of θ for θ(x) constant.

(iii) If the regularization is gauge invariant, Z(Aµ, θ) is also gauge invariant.
Therefore, a possible anomaly will also be gauge invariant.

(iv) lnZ(Aµ, θ) receives only connected, 1PI contributions. Short distance
singularities coming from one-loop diagrams thus take the form of local poly-
nomials in the fields and sources. Since a possible anomaly is a short distance
effect (equivalently a large momentum effect), it must also take the form of a
local polynomial of Aµ and ∂µθ constrained by parity and power counting. The
field Aµ and ∂µθ have dimension 1 and no mass parameter is available. Thus,

lnZ(Aµ, θ)− lnZ(Aµ, 0) = i

∫
d4xL(A, ∂θ;x),

where L is the sum of monomials of dimension 4. At order θ only one is available:

L(A, ∂θ;x) ∝ e2εµνρσ∂µθ(x)Aν(x)∂ρAσ(x),

where εµνρσ is the complete antisymmetric tensor with ε1234 = 1. A simple
integration by parts and anti-symmetrization shows that

∫
d4xL(A, ∂θ;x) ∝ e2εµνρσ

∫
d4xFµν(x)Fρσ(x)θ(x),

where Fµν = ∂µAν − ∂νAµ is the electromagnetic tensor, an expression that is
gauge invariant.

The coefficient of θ(x) is the expectation value in an external gauge field of
∂µJ

5
µ(x), the divergence of the axial current. It is determined up to a multiplica-

tive constant:
〈
∂λJ

5
λ(x)

〉 ∝ e2εµνρσ∂µAν(x)∂ρAσ(x) ∝ e2εµνρσFµν(x)Fρσ(x) ,

where we denote by 〈•〉 expectation values with respect to the measure e−S(ψ̄,ψ;A).
Since the possible anomaly is independent up to a multiplicative factor of

the regularization, it must indeed be a gauge invariant local function of Aµ.
To find the multiplicative factor, which is the only regularization dependent

feature, it is sufficient to calculate the coefficient of the term quadratic in A in
the expansion of

〈
∂λJ

5
λ(x)

〉
in powers of A. We define the three-point function

in momentum representation by

Γ
(3)
λµν(k; p1, p2) =

δ

δAµ(p1)
δ

δAν(p2)
〈
J5
λ(k)

〉∣∣∣∣
A=0

, (21)

=
δ

δAµ(p1)
δ

δAν(p2)
i tr

[
γ5γλ�D−1(k)

]∣∣∣∣
A=0

.

Γ (3) is the sum of the two Feynman diagrams of Fig. 2.
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k, λ k, λ
qq

p1, µp1, µ

p2, µp2, µ

(a) (b)

Fig. 2. Anomalous diagrams.

The contribution of diagram (a) is:

(a) �→ e2

(2π)4
tr
[∫

d4q γ5γλ (�q + �k)−1
γµ (�q − �p2)

−1
γν �q−1

]
, (22)

and the contribution of diagram (b) is obtained by exchanging p1, γµ ↔ p2, γν .
Power counting tells us that the function Γ (3) may have a linear divergence

that, due to the presence of the γ5 factor, must be proportional to ελµνρ, sym-
metric in the exchange p1, γµ ↔ p2, γν , and thus proportional to

ελµνρ (p1 − p2)ρ . (23)

On the other hand, by commuting γ5 in (22), we notice that Γ (3) is formally a
symmetric function of the three sets of external arguments. A divergence, being
proportional to (23), which is not symmetric, breaks the symmetry between
external arguments. Therefore, a symmetric regularization, of the kind we adopt
in the first calculation, leads to a finite result. The result is not ambiguous
because a possible ambiguity again is proportional to (23).

Similarly, if the regularization is consistent with gauge invariance, the vector
current is conserved:

p1µΓ
(3)
λµν(k; p1, p2) = 0 .

Applied to a possible divergent contribution, the equation implies

−p1µp2ρελµνρ = 0 ,

which cannot be satisfied for arbitrary p1, p2. Therefore, the sum of the two
diagrams is finite. Finite ambiguities must also have the form (23) and thus
are also forbidden by gauge invariance. All regularizations consistent with gauge
invariance must give the same answer.

Therefore, there are two possibilities:
(i) kλΓ

(3)
λµν(k; p1, p2) in a regularization respecting the symmetry between

the three arguments vanishes. Then both Γ (3) is gauge invariant and the axial
current is conserved.
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(ii) kλΓ
(3)
λµν(k; p1, p2) in a symmetric regularization does not vanish. Then it

is possible to add to Γ (3) a term proportional to (23) to restore gauge invariance
but this term breaks the symmetry between external momenta: the axial current
is not conserved and an anomaly is present.

4.2 Explicit Calculation

Momentum Regularization. The calculation can be done using one of the
various gauge invariant regularizations, for example, Momentum cut-off regular-
ization or dimensional regularization with γ5 being defined as in dimension four
and thus no longer anticommuting with other γ matrices. Instead, we choose
a regularization that preserves the symmetry between the three external argu-
ments and global chiral symmetry, but breaks gauge invariance. We modify the
fermion propagator as

(�q)−1 �−→ (�q)−1ρ(εq2),

where ε is the regularization parameter (ε→ 0+), ρ(z) is a positive differentiable
function such that ρ(0) = 1, and decreasing fast enough for z → +∞, at least
like 1/z.

Then, as we have argued, current conservation and gauge invariance are com-
patible only if kλΓ

(3)
λµν(k; p1, p2) vanishes.

It is convenient to consider directly the contribution C(2)(k) of order A2 to〈
kλJ

5
λ(k)

〉
, which sums the two diagrams:

C(2)(k) = e2
∫
p1+p2+k=0

d4p1 d4p2Aµ(p1)Aν(p2)
∫

d4q

(2π)4
ρ
(
ε(q + k)2

)

×ρ(ε(q − p2)2
)
ρ
(
εq2

)
tr
[
γ5�k(�q + �k)−1γµ(�q − �p2)−1γν �q−1] ,

because the calculation then suggests how the method generalizes to arbitrary
even dimensions.

We first transform the expression, using the identity

�k(�q + �k)−1 = 1− �q(�q + �k)−1. (24)

Then,
C(2)(k) = C

(2)
1 (k) + C

(2)
2 (k)

with

C
(2)
1 (k) = e2

∫
p1+p2+k=0

d4p1 d4p2Aµ(p1)Aν(p2)
∫

d4q

(2π)4
ρ
(
ε(q + k)2

)

×ρ(ε(q − p2)2
)
ρ
(
εq2

)
tr
[
γ5γµ(�q − �p2)−1γν �q−1]

and

C
(2)
2 (k) = −e2

∫
p1+p2+k=0

d4p1 d4p2Aµ(p1)Aν(p2)
∫

d4q

(2π)4
ρ
(
ε(q + k)2

)

×ρ(ε(q − p2)2
)
ρ
(
εq2

)
tr
[
γ5�q(�q + �k)−1γµ(�q − �p2)−1γν �q−1] .
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In C(2)
2 (k) we use the cyclic property of the trace and the commutation of γν �q−1

and γ5 to cancel the propagator �q−1 and obtain

C
(2)
2 (k) = −e2

∫
p1+p2+k=0

d4p1 d4p2Aµ(p1)Aν(p2)
∫

d4q

(2π)4
ρ
(
ε(q + k)2

)

×ρ(ε(q − p2)2
)
ρ
(
εq2

)
tr
[
γ5γν(�q + �k)−1γµ(�q − �p2)−1] .

We then shift q �→ q + p2 and interchange (p1, µ) and (p2, ν),

C
(2)
2 (k) = −e2

∫
p1+p2+k=0

d4p1 d4p2Aµ(p1)Aν(p2)
∫

d4q

(2π)4
ρ
(
ε(q − p2)2

)

×ρ(εq2)ρ(ε(q + p1)2
)
tr
[
γ5γµ(�q − �p2)−1γν �q−1] . (25)

We see that the two terms C(2)
1 and C

(2)
2 would cancel in the absence of regula-

tors. This would correspond to the formal proof of current conservation. How-
ever, without regularization the integrals diverge and these manipulations are
not legitimate.

Instead, here we find a non-vanishing sum due to the difference in regulating
factors:

C(2)(k) = e2
∫
p1+p2+k=0

d4p1 d4p2Aµ(p1)Aν(p2)
∫

d4q

(2π)4
ρ
(
ε(q − p2)2

)
ρ
(
εq2

)

× tr
[
γ5γµ(�q − �p2)−1γν �q−1] [ρ(ε(q + k)2

)− ρ
(
ε(q + p1)2

)]
.

After evaluation of the trace, C(2) becomes (using (11))

C(2)(k) = −4e2
∫
p1+p2+k=0

d4p1 d4p2Aµ(p1)Aν(p2)
∫

d4q

(2π)4
ρ
(
ε(q − p2)2

)
ρ
(
εq2

)

×εµνρσ p2ρqσ
q2(q − p2)2

[
ρ
(
ε(q + k)2

)− ρ
(
ε(q + p1)2

)]
.

Contributions coming from finite values of q cancel in the ε → 0 limit. Due to
the cut-off, the relevant values of q are of order ε−1/2. Therefore, we rescale q
accordingly, qε1/2 �→ q, and find

C(2)(k) = −4e2
∫
p1+p2+k=0

d4p1 d4p2Aµ(p1)Aν(p2)
∫

d4q

(2π)4
ρ
(
(q − p2

√
ε)2

)

×ρ(q2)εµνρσ p2ρqσ
q2(q − p2

√
ε)2

ρ
(
(q + k

√
ε)2

)− ρ
(
(q + p1

√
ε)2

)
√
ε

.

Taking the ε→ 0 limit, we obtain the finite result

C(2)(k) = −4e2εµνρσ
∫
p1+p2+k=0

d4p1 d4p2Aµ(p1)Aν(p2)Iρσ(p1, p2)

with

Iρσ(p1, p2) ∼
∫

d4q

(2π)4q4
p2ρqσρ

2(q2)ρ′(q2) [2qλ(k − p1)λ] .
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The identity ∫
d4q qαqβf(q2) = 1

4δαβ

∫
d4q q2f(q2)

transforms the integral into

Iρσ(p1, p2) ∼ − 1
2p2ρ(2p1 + p2)σ

∫
εd4q

(2π)4q2
ρ2(q2)ρ′(q2).

The remaining integral can be calculated explicitly (we recall ρ(0) = 1):
∫

d4q

(2π)4q2
ρ2(q2)ρ′(q2) =

1
8π2

∫ ∞
0

qdq ρ2(q2)ρ′(q2) = − 1
48π2 ,

and yields a result independent of the function ρ. We finally obtain

〈
kλJ

5
λ(k)

〉
= − e2

12π2 εµνρσ

∫
d4p1 d4p2 p1µAν(p1)p2ρAσ(p2) (26)

and, therefore, from the definition (21):

kλΓ
(3)
λµν(k; p1, p2) =

e2

6π2 εµνρσp1ρp2σ .

This non-vanishing result implies that any definition of the determinant det �D
breaks at least either axial current conservation or gauge invariance. Since gauge
invariance is essential to the consistency of a gauge theory, we choose to break
axial current conservation. Exchanging arguments, we obtain the value of

p1µΓ
(3)
λµν(k; p1, p2) =

e2

6π2 ελνρσkρp2σ .

Instead, if we had used a gauge invariant regularization, the result for Γ (3) would
have differed by a term δΓ (3) proportional to (23):

δΓ
(3)
λµν(k; p1, p2) = Kελµνρ(p1 − p2)ρ .

The constant K then is determined by the condition of gauge invariance

p1µ

[
Γ

(3)
λµν(k; p1, p2) + δΓ

(3)
λµν(k; p1, p2)

]
= 0 ,

which yields

p1µδΓ
(3)
λµν(k; p1, p2) = − e2

6π2 ελνρσkρp2σ ⇒ K = e2/(6π2).

This gives an additional contribution to the divergence of the current

kλδΓ
(3)
λµν(k; p1, p2) =

e2

3π2 εµλρσp1ρp2σ .
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Therefore, in a QED-like gauge invariant field theory with massless fermions, the
axial current is not conserved: this is called the chiral anomaly. For any gauge
invariant regularization, one finds

kλΓ
(3)
λµν(k; p1, p2) =

(
e2

2π2 ≡
2α
π

)
εµνρσp1ρp2σ , (27)

where α is the fine stucture constant. After Fourier transformation, (27) can be
rewritten as an axial current non-conservation equation:

〈
∂λJ

5
λ(x)

〉
= −i α

4π
εµνρσFµν(x)Fρσ(x) . (28)

Since global chiral symmetry is not broken, the integral over the whole space
of the anomalous term must vanish. This condition is indeed verified since the
anomaly can immediately be written as a total derivative:

εµνρσFµνFρσ = 4∂µ(εµνρσAν∂ρAσ).

The space integral of the anomalous term depends only on the behaviour of the
gauge field at the boundaries, and this property already indicates a connection
between topology and anomalies.

Equation (28) also implies

ln det
[
eiγ5θ(x)�Deiγ5θ(x)

]
= ln det �D− i

α

4π

∫
d4x θ(x)εµνρσFµν(x)Fρσ(x). (29)

Remark. One might be surprised that in the calculation the divergence of the
axial current does not vanish, though the regularization of the fermion propaga-
tor seems to be consistent with chiral symmetry. The reason is simple: if we add
for example higher derivative terms to the action, the form of the axial current
is modified and the additional contributions cancel the term we have found.

In the form we have organized the calculation, it generalizes without diffi-
culty to general even dimensions 2n. Note simply that the permutation (p1, µ) ↔
(p2, ν) in (25) is replaced by a cyclic permutation. If gauge invariance is main-
tained, the anomaly in the divergence of the axial current JSλ (x) in general is

〈
∂λJ

S
λ (x)

〉
= −2i

en

(4π)nn!
εµ1ν1...µnνn

Fµ1ν1 . . . Fµnνn
, (30)

where εµ1ν1...µnνn is the completely antisymmetric tensor, and JSλ ≡ J
(2n+1)
λ is

the axial current.

Boson Regulator Fields. We have seen that we could also regularize by
adding massive fermions and bosons with fermion spin, the unpaired boson af-
fecting transformation properties under space-dependent chiral transformations.
Denoting by φ the boson field and by M its mass, we perform in the regularized
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functional integral a change of variables of the form of a space-dependent chi-
ral transformation acting in the same way on the fermion and boson field. The
variation δS of the action at first order in θ is

δS =
∫

d4x
[
∂µθ(x)J5

µ(x) + 2iMθ(x)φ̄(x)γ5φ(x)
]

with
J5
µ(x) = iψ̄(x)γ5γµψ(x) + iφ̄(x)γ5γµφ(x).

Expanding in θ and identifying the coefficient of θ(x), we thus obtain the equa-
tion 〈

∂µJ
5
µ(x)

〉
= 2iM

〈
φ̄(x)γ5φ(x)

〉
= −2iM tr γ5 〈x| �D−1 |x〉 . (31)

The divergence of the axial current comes here from the boson contribution. We
know that in the large M limit it becomes quadratic in A. Expanding the r.h.s. in
powers of A, keeping the quadratic term, we find after Fourier transformation

C(2)(k) = −2iMe2
∫

d4p1 d4p2Aµ(p1)Aν(p2)
∫

d4q

(2π)4

× tr
[
γ5(�q + �k − iM)−1γµ(�q − �p2 − iM)−1γν(�q − iM)−1] . (32)

The apparent divergence of this contribution is regularized by formally vanishing
diagrams that we do not write, but which justify the following formal manipu-
lations.

In the trace the formal divergences cancel and one obtains

C(2)(k) ∼M→∞ 8M2e2εµνρσ

∫
d4p1 d4p2 p1ρp2σAµ(p1)Aν(p2)

× 1
(2π)4

∫
d4q

(q2 +M2)3
.

The limit M → ∞ corresponds to remove the regulator. The limit is finite
because after rescaling of q the mass can be eliminated. One finds

C(2)(k) ∼
M→∞

e2

4π2 εµνρσ

∫
d4p1 d4p2 p1ρp2σAµ(p1)Aν(p2) ,

in agreement with (27).

Point-Splitting Regularization. Another calculation, based on regulariza-
tion by point splitting, gives further insight into the mechanism that generates
the anomaly. We thus consider the non-local operator

J5
µ(x, a) = iψ̄(x− a/2)γ5γµψ(x+ a/2) exp

[
ie

∫ x+a/2

x−a/2
Aλ(s)dsλ

]
,

in the limit |a| → 0. To avoid a breaking of rotation symmetry by the regulariza-
tion, before taking the limit |a| → 0 we will average over all orientations of the
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vector a. The multiplicative gauge factor (parallel transporter) ensures gauge
invariance of the regularized operator (transformations (19)). The divergence of
the operator for |a| → 0 then becomes

∂xµJ
5
µ(x, a) ∼ −eaλψ̄(x− a/2)γ5γµFµλ(x)ψ(x+ a/2)

× exp

[
ie

∫ x+a/2

x−a/2
Aλ(s)dsλ

]
,

where the ψ, ψ̄ field equations have been used. We now expand the expectation
value of the equation in powers of A. The first term vanishes. The second term
is quadratic in A and yields

〈
∂xµJ

5
µ(x, a)

〉 ∼ ie2aλFµλ(x)
∫

d4y Aν(y+x) tr γ5∆F(y−a/2)γν∆F(−y−a/2)γµ ,

where ∆F(y) is the fermion propagator:

∆F(y) = − i

(2π)4

∫
d4k eiky

�k
k2 =

1
2π2

�y
y4 .

We now take the trace. The propagator is singular for |y| = O(|a|) and, therefore,
we can expand Aν(x+ y) in powers of y. The first term vanishes for symmetry
reasons (y �→ −y), and we obtain

〈
∂xµJ

5
µ(x, a)

〉 ∼ ie2

π4 εµντσaλFµλ(x)∂ρAν(x)
∫

d4y
yρyσaτ

|y + a/2|4|y − a/2|4 .

The integral over y gives a linear combination of δρσ and aρaσ but the second
term gives a vanishing contribution due to ε symbol. It follows that

〈
∂xµJ

5
µ(x, a)

〉 ∼ ie2

3π4 εµντρaλaτFµλ(x)∂ρAν(x)
∫

d4y
y2 − (y · a)2/a2

|y + a/2|4|y − a/2|4 .

After integration, we then find

〈
∂xµJ

5
µ(x, a)

〉 ∼ ie2

4π2 εµντρ
aλaτ
a2 Fµλ(x)Fρν(x).

Averaging over the a directions, we see that the divergence is finite for |a| → 0
and, thus,

lim
|a|→0

〈
∂xµJ

5
µ(x, a)

〉
=

ie2

16π2 εµνλρFµλ(x)Fρν(x),

in agreeement with the result (28).
On the lattice an averaging over aµ is produced by summing over all lattice

directions. Because the only expression quadratic in aµ that has the symmetry
of the lattice is a2, the same result is found: the anomaly is lattice-independent.
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A Direct Physical Application. In a phenomenological model of Strong
Interaction physics, where a SU(2)×SU(2) chiral symmetry is softly broken by
the pion mass, in the absence of anomalies the divergence of the neutral axial
current is proportional to the π0 field (corresponding to the neutral pion). A
short formal calculation then indicates that the decay rate of π0 into two photons
should vanish at zero momentum. Instead, taking into account the axial anomaly
(28), one obtains a non-vanishing contribution to the decay, in good agreement
with experimental data.

Chiral Gauge Theory. A gauge theory is consistent only if the gauge field
is coupled to a conserved current. An anomaly that affects the current destroys
gauge invariance in the full quantum theory. Therefore, the theory with axial
gauge symmetry, where the action in the fermion sector reads

S(ψ̄, ψ;B) = −
∫

d4x ψ̄(x)(�∂ + igγ5�B)ψ(x),

is inconsistent. Indeed current conservation applies to the BBB vertex at one-
loop order. Because now the three point vertex is symmetric the divergence is
given by the expression (26), and thus does not vanish.

More generally, the anomaly prevents the construction of a theory that would
have both an abelian gauge vector and axial symmetry, where the action in the
fermion sector would read

S(ψ̄, ψ;A,B) = −
∫

d4x ψ̄(x)(�∂ + ie �A+ iγ5g�B)ψ(x).

A way to solve both problems is to cancel the anomaly by introducing another
fermion of opposite chiral coupling. With more fermions other combinations of
couplings are possible. Note, however, that a purely axial gauge theory with
two fermions of opposite chiral charges can be rewritten as a vector theory by
combining differently the chiral components of both fermions.

4.3 Two Dimensions

As an exercise and as a preliminary to the discussion of the CP (N − 1) models
in Sect.5.2, we verify by explicit calculation the general expression (30) in the
special example of dimension 2:

〈
∂µJ

3
µ

〉
= −i e

2π
εµνFµν . (33)

The general form of the r.h.s. is again dictated by locality and power counting:
the anomaly must have canonical dimension 2. The explicit calculation requires
some care because massless fields may lead to IR divergences in two dimensions.
One thus gives a mass m to fermions, which breaks chiral symmetry explicitly,
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and takes the massless limit at the end of the calculation. The calculation involves
only one diagram:

Γ (2)
µν (k,−k) =

δ

δAν(−k)
〈
J3
µ(k)

〉∣∣∣∣
A=0

=
δ

δAν(−k) i tr
[
γ3γµ�D−1(k)

]∣∣∣∣
A=0

=
e

(2π)2
tr γ3γµ

∫
d2q

1
i�q +m

γν
1

i�q + i�k +m
.

Here the γ-matrices are simply the ordinary Pauli matrices. Then,

kµΓ
(2)
µν (k,−k) =

e

(2π)2
tr γ3�k

∫
d2q

1
i�q +m

γν
1

i�q + i�k +m
.

We use the method of the boson regulator field, which yields the two-dimensional
analogue of (31). Here, it leads to the calculation of the difference between two
diagrams (analogues of (32)) due to the explicit chiral symmetry breaking:

Cµ(k) = 2m
e

(2π)2
tr γ3

∫
d2q

1
i�q +m

γν
1

i�q + i�k +m
− (m �→M)

= 2m
e

(2π)2
tr γ3

∫
d2q

(m− i�q) γµ (m− i�q − i�k)
(q2 +m2)[(k + q)2 +m2]

− (m �→M).

In the trace again the divergent terms cancel:

Cµ(k) = 4em2εµνkν
1

(2π)2

∫
d2q

(q2 +m2)[(k + q)2 +m2]
− (m �→M).

The two contributions are now separately convergent. When m → 0, the m2

factor dominates the logarithmic IR divergence and the contribution vanishes.
In the second term, in the limit M →∞, one obtains

Cµ(k)|m→0 ,M→∞ ∼ −4eM2εµνkν
1

(2π)2

∫
d2q

(q2 +M2)2
= − e

π
εµνkν ,

in agreement with (33).

4.4 Non-Abelian Vector Gauge Fields and Abelian Axial Current

We still consider an abelian axial current but now in the framework of a non-
abelian gauge theory. The fermion fields transform non-trivially under a gauge
group G and Aµ is the corresponding gauge field. The action is

S(ψ̄, ψ;A) = −
∫

d4x ψ̄(x)�Dψ(x)

with the convention (9) and
�D = �∂ + �A . (34)
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In a gauge transformation represented by a unitary matrix g(x), the gauge field
Aµ and the Dirac operator become

Aµ(x) �→ g(x)∂µg−1(x) + g(x)Aµ(x)g−1(x) ⇒ �D �→ g−1(x)�Dg(x) . (35)

The axial current
J5
µ(x) = iψ̄(x)γ5γµψ(x)

is still gauge invariant. Therefore, no new calculation is needed; the result is com-
pletely determined by dimensional analysis, gauge invariance, and the preceding
abelian calculation that yields the term of order A2:

〈
∂λJ

5
λ(x)

〉
= − i

16π2 εµνρσ trFµνFρσ , (36)

in which Fµν now is the corresponding curvature (10). Again this expression
must be a total derivative. Indeed, one verifies that

εµνρσ trFµνFρσ = 4 εµνρσ∂µ tr(Aν∂ρAσ +
2
3
AνAρAσ). (37)

4.5 Anomaly and Eigenvalues of the Dirac Operator

We assume that the spectrum of �D, the Dirac operator in a non-abelian gauge
field (34), is discrete (putting temporarily the fermions in a box if necessary)
and call dn and ϕn(x) the corresponding eigenvalues and eigenvectors:

�Dϕn = dnϕn .

For a unitary or orthogonal group, the massless Dirac operator is anti-hermitian;
therefore, the eigenvalues are imaginary and the eigenvectors orthogonal. In ad-
dition, we choose them with unit norm.

The eigenvalues are gauge invariant because, in a gauge transformation char-
acterized by a unitary matrix g(x), the Dirac operator transforms like in (35),
and thus simply

ϕn(x) �→ g(x)ϕn(x).

The anticommutation �Dγ5 + γ5 �D = 0 implies

�Dγ5ϕn = −dnγ5ϕn .

Therefore, either dn is different from zero and γ5ϕn is an eigenvector of �D with
eigenvalue −dn, or dn vanishes. The eigenspace corresponding to the eigenvalue
0 then is invariant under γ5, which can be diagonalized: the eigenvectors of �D
can be chosen eigenvectors of definite chirality, that is eigenvectors of γ5 with
eigenvalue ±1:

�Dϕn = 0 , γ5ϕn = ±ϕn .
We call n+ and n− the dimensions of the eigenspace of positive and negative
chirality, respectively.
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We now consider the determinant of the operator �D+m regularized by mode
truncation (mode regularization):

detN (�D +m) =
∏
n≤N

(dn +m),

keeping the N lowest eigenvalues of �D (in modulus), with N −n+−n− even, in
such a way that the corresponding subspace remains γ5 invariant.

The regularization is gauge invariant because the eigenvalues of �D are gauge
invariant.

Note that in the truncated space

tr γ5 = n+ − n− . (38)

The trace of γ5 equals n+ − n−, the index of the Dirac operator �D. A non-
vanishing index thus endangers axial current conservation.

In a chiral transformation (20) with constant θ, the determinant of (�D +m)
becomes

detN (�D +m) �→ detN
(
eiθγ5(�D +m)eiθγ5

)
.

We now consider the various eigenspaces.
If dn �= 0, the matrix γ5 is represented by the Pauli matrix σ1 in the sum of

eigenspaces corresponding to the two eigenvalues ±dn and �D +m by dnσ3 +m.
The determinant in the subspace then is

det
(
eiθσ1(dnσ3 +m)eiθσ1

)
= det e2iθσ1 det(dnσ3 +m) = m2 − d2

n,

because σ1 is traceless.
In the eigenspace of dimension n+ of vanishing eigenvalues dn with eigenvec-

tors with positive chirality, γ5 is diagonal with eigenvalue 1 and, thus,

mn+ �→ mn+e2iθn+ .

Similarly, in the eigenspace of chirality −1 and dimension n−,

mn− �→ mn−e−2iθn− .

We conclude

detN
(
eiθγ5(�D +m)eiθγ5

)
= e2iθ(n+−n−)detN (�D +m),

The ratio of the two determinants is independent of N . Taking the limit N →∞,
one finds

det
[(

eiγ5θ(�D +m)eiγ5θ
)
(�D +m)−1

]
= e2iθ(n+−n−). (39)

Note that the l.h.s. of (39) is obviously 1 when θ = nπ, which implies that the
coefficient of 2θ in the r.h.s. must indeed be an integer.

The variation of ln det(�D +m):

ln det
[(

eiγ5θ(�D +m)eiγ5θ
)
(�D +m)−1

]
= 2iθ (n+ − n−) ,
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at first order in θ, is related to the variation of the action (18) (see (29)) and, thus,
to the expectation value of the integral of the divergence of the axial current,∫

d4x
〈
∂µJ

5
µ(x)

〉
in four dimensions. In the limit m = 0, it is thus related to the

space integral of the chiral anomaly (36).
We have thus found a local expression giving the index of the Dirac operator:

− 1
32π2 εµνρσ

∫
d4x trFµνFρσ = n+ − n− . (40)

Concerning this result several comments can be made:

(i) At first order in θ, in the absence of regularization, we have calculated
(ln det = tr ln)

ln det
[
1 + iθ

(
γ5 + (�D +m)γ5(�D +m)−1)] ∼ 2iθ tr γ5 ,

where the cyclic property of the trace has been used. Since the trace of the matrix
γ5 in the full space vanishes, one could expect, naively, a vanishing result. But
trace here means trace in matrix space and in coordinate space and γ5 really
stands for γ5δ(x− y). The mode regularization gives a well-defined finite result
for the ill-defined product 0× δd(0).

(ii) The property that the integral (40) is quantized shows that the form of the
anomaly is related to topological properties of the gauge field since the integral
does not change when the gauge field is deformed continuously. The integral of
the anomaly over the whole space, thus, depends only on the behaviour at large
distances of the curvature tensor Fµν and the anomaly must be a total derivative
as (37) confirms.

(iii) One might be surprised that det �D is not invariant under global chiral
transformations. However, we have just established that when the integral of the
anomaly does not vanish, det �D vanishes. This explains that, to give a meaning
to the r.h.s. of (39), we have been forced to introduce a mass to find a non-trivial
result. The determinant of �D in the subspace orthogonal to eigenvectors with
vanishing eigenvalue, even in presence of a mass, is chiral invariant by parity
doubling. But for n+ �= n−, this is not the case for the determinant in the
eigenspace of eigenvalue zero because the trace of γ5 does not vanish in this
eigenspace (38). In the limit m→ 0, the complete determinant vanishes but not
the ratio of determinants for different values of θ because the powers of m cancel.

(iv) The discussion of the index of the Dirac operator is valid in any even
dimension. Therefore, the topological character and the quantization of the space
integral of the anomaly are general.

5 Instantons, Anomalies, and θ-Vacua

We now discuss the role of instantons in several examples where the classical
potential has a periodic structure with an infinite set of degenerate minima. We
exhibit their topological character, and in the presence of gauge fields relate
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them to anomalies and the index of the Dirac operator. Instantons imply that
the eigenstates of the hamiltonian depend on an angle θ. In the quantum field
theory the notion of θ-vacuum emerges.

5.1 The Periodic Cosine Potential

As a first example of the role of instantons when topology is involved, we consider
a simple hamiltonian with a periodic potential

H = −g
2

(d /dx )2 +
1
2g

sin2 x . (41)

The potential has an infinite number of degenerate minima for x = nπ, n ∈ Z.
Each minimum is an equivalent starting point for a perturbative calculation of
the eigenvalues of H. Periodicity implies that the perturbative expansions are
identical to all orders in g, a property that seems to imply that the quantum
hamiltonian has an infinite number of degenerate eigenstates. In reality, we know
that the exact spectrum of the hamiltonian H is not degenerate, due to barrier
penetration. Instead, it is continuous and has, at least for g small enough, a band
structure.

The Structure of the Ground State. To characterize more precisely the
structure of the spectrum of the hamiltonian (41), we introduce the operator T
that generates an elementary translation of one period π:

Tψ(x) = ψ(x+ π).

Since T commutes with the hamiltonian,

[T,H] = 0 ,

both operators can be diagonalized simultaneously. Because the eigenfunctions
of H must be bounded at infinity, the eigenvalues of T are pure phases. Each
eigenfunction of H thus is characterized by an angle θ (pseudo-momentum)
associated with an eigenvalue of T :

T |θ〉 = eiθ |θ〉 .

The corresponding eigenvalues En(θ) are periodic functions of θ and, for g → 0,
are close to the eigenvalues of the harmonic oscillator:

En(θ) = n+ 1/2 +O(g).

To all orders in powers of g, En(θ) is independent of θ and the spectrum of
H is infinitely degenerate. Additional exponentially small contributions due to
barrier penetration lift the degeneracy and introduce a θ dependence. To each
value of n then corresponds a band when θ varies in [0, 2π].
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Path Integral Representation. The spectrum of H can be extracted from
the calculation of the quantity

Z�(β) = trT �e−βH =
1
2π

∞∑
n=0

∫
dθ ei�θe−βEn(θ).

Indeed,
Z(θ, β) ≡

∑
�

ei�θZ�(β) =
∑
n

e−βEn(θ), (42)

where Z(θ, β) is the partition function restricted to states with a fixed θ angle.
The path integral representation of Z�(β) differs from the representation of

the partition function Z0(β) only by the boundary conditions. The operator T
has the effect of translating the argument x in the matrix element 〈x′| tr e−βH |x〉
before taking the trace. It follows that

Z�(β) =
∫

[dx(t)] exp [−S(x)] , (43)

S(x) =
1
2g

∫ β/2

−β/2

[
ẋ2(t) + sin2(x(t)

)]
dt , (44)

where one integrates over paths satisfying the boundary condition x(β/2) =
x(−β/2) + �π. A careful study of the trace operation in the case of periodic
potentials shows that x(−β/2) varies over only one period (see Appendix A).

Therefore, from (42), we derive the path integral representation

Z(θ, β) =
∑
�

∫
x(β/2)=x(−β/2)+�π

[dx(t)] exp [−S(x) + i�θ]

=
∫
x(β/2)=x(−β/2) (mod π)

[dx(t)] exp

[
−S(x) + i

θ

π

∫ β/2

−β/2
dt ẋ(t)

]
. (45)

Note that � is a topological number since two trajectories with different values
of � cannot be related continuously. In the same way,

Q =
1
π

∫ β/2

−β/2
dt ẋ(t)

is a topological charge; it depends on the trajectory only through the boundary
conditions.

For β large and g → 0, the path integral is dominated by the constant
solutions xc(t) = 0 mod π corresponding to the � = 0 sector. A non-trivial
θ dependence can come only from instanton (non-constant finite action saddle
points) contributions corresponding to quantum tunnelling. Note that, quite
generally,

∫
dt
[
ẋ(t)± sin

(
x(t)

)]2 ≥ 0 ⇒ S ≥ ∣∣cos
(
x(+∞)

)− cos
(
x(−∞)

)∣∣ /g. (46)
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The action (44) is finite for β →∞ only if x(±∞) = 0 mod π. The non-vanishing
value of the r.h.s. of (46) is 2/g. This minimum is reached for trajectories xc that
are solutions of

ẋc = ± sinxc ⇒ xc(t) = 2 arctan e±(t−t0),

and the corresponding classical action then is

S(xc) = 2/g .

The instanton solutions belong to the � = ±1 sector and connect two consec-
utive minima of the potential. They yield the leading contribution to barrier
penetration for g → 0. An explicit calculation yields

E0(g) = Epert.(g)− 4√
πg

e−2/g cos θ[1 +O(g)],

where Epert.(g) is the sum of the perturbative expansion in powers of g.

5.2 Instantons and Anomaly: CP(N-1) Models

We now consider a set of two-dimensional field theories, the CP (N − 1) models,
where again instantons and topology play a role and the semi-classical vacuum
has a similar periodic structure. The new feature is the relation between the
topological charge and the two-dimensional chiral anomaly.

Here, we describe mainly the nature of the instanton solutions and refer the
reader to the literature for a more detailed analysis. Note that the explicit cal-
culation of instanton contributions in the small coupling limit in the CP (N − 1)
models, as well as in the non-abelian gauge theories discussed in Sect. 5.3, re-
mains to large extent an unsolved problem. Due to the scale invariance of the
classical theory, instantons depend on a scale (or size) parameter. Instanton con-
tributions then involve the running coupling constant at the instanton size. Both
families of theories are UV asymptotically free. Therefore, the running coupling
is small for small instantons and the semi-classical approximation is justified.
However, in the absence of any IR cut-off, the running coupling becomes large
for large instantons, and it is unclear whether a semi-classical approximation
remains valid.

The CP(N-1) Manifolds. We consider a N -component complex vector ϕ of
unit length:

ϕ̄ · ϕ = 1 .

This ϕ-space is also isomorphic to the quotient space U(N)/U(N − 1). In addi-
tion, two vectors ϕ and ϕ′ are considered equivalent if

ϕ′ ≡ ϕ ⇔ ϕ′α = eiΛϕα . (47)

This condition characterizes the symmetric space and complex Grassmannian
manifold U(N)/U(1)/U(N − 1). It is isomorphic to the manifold CP (N − 1)
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(for N − 1-dimensional Complex Projective), which is obtained from C
N by the

equivalence relation
zα ≡ z′α if z′α = λzα

where λ belongs to the Riemann sphere (compactified complex plane).

The CP(N-1) Models. A symmetric space admits a unique invariant metric
and this leads to a unique action with two derivatives, up to a multiplicative
factor. Here, one representation of the unique U(N) symmetric classical action
is

S(ϕ,Aµ) =
1
g

∫
d2xDµϕ ·Dµϕ ,

in which g is a coupling constant and Dµ the covariant derivative:

Dµ = ∂µ + iAµ .

The field Aµ is a gauge field for the U(1) transformations:

ϕ′(x) = eiΛ(x)ϕ(x) , A′µ(x) = Aµ(x)− ∂µΛ(x). (48)

The action is obviously U(N) symmetric and the gauge symmetry ensures the
equivalence (47).

Since the action contains no kinetic term for Aµ, the gauge field is not a
dynamical but only an auxiliary field that can be integrated out. The action is
quadratic in A and the gaussian integration results in replacing in the action Aµ
by the solution of the A-field equation

Aµ = iϕ̄ · ∂µϕ , (49)

where (5.2) has been used. After this substitution, the field ϕ̄ · ∂µϕ acts as a
composite gauge field.

For what follows, however, we find it more convenient to keep Aµ as an
independent field.

Instantons. To prove the existence of locally stable non-trivial minima of the
action, the following Bogomolnyi inequality can be used (note the analogy with
(46)): ∫

d2x |Dµϕ∓ iεµνDνϕ|2 ≥ 0 ,

(εµν being the antisymmetric tensor, ε12 = 1). After expansion, the inequality
can be cast into the form

S(ϕ) ≥ 2π|Q(ϕ)|/g
with

Q(ϕ) = − i

2π
εµν

∫
d2xDµϕ ·Dνϕ =

i

2π

∫
d2x εµνϕ̄ ·DνDµϕ . (50)
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Then,
iεµνDνDµ = 1

2 iεµν [Dν ,Dµ] = 1
2Fµν , (51)

where Fµν is the curvature:

Fµν = ∂µAν − ∂νAµ .

Therefore, using (5.2),

Q(ϕ) =
1
4π

∫
d2x εµνFµν . (52)

The integrand is proportional to the two-dimensional abelian chiral anomaly
(33), and thus is a total divergence:

1
2εµνFµν = ∂µεµνAν .

Substituting this form into (52) and integrating over a large disc of radius R,
one obtains

Q(ϕ) =
1
2π

lim
R→∞

∮
|x|=R

dxµAµ(x). (53)

Q(ϕ) thus depends only on the behaviour of the classical solution for |x| large and
is a topological charge. Finiteness of the action demands that at large distances
Dµϕ vanishes and, therefore,

Dµϕ = 0 ⇒ [Dµ,Dν ]ϕ = Fµνϕ = 0 .

Since ϕ �= 0, this equation implies that Fµν vanishes and, thus, that Aµ is a pure
gauge (and ϕ a gauge transform of a constant vector):

Aµ = ∂µΛ(x) ⇒ Q(ϕ) =
1
2π

lim
R→∞

∮
|x|=R

dxµ∂µΛ(x) . (54)

The topological charge measures the variation of the angle Λ(x) on a large circle,
which is a multiple of 2π because ϕ is regular. One is thus led to the consideration
of the homotopy classes of mappings from U(1), that is S1 to S1, which are
characterized by an integer n, the winding number. This is equivalent to the
statement that the homotopy group π1(S1) is isomorphic to the additive group
of integers Z.

Then,
Q(ϕ) = n =⇒ S(ϕ) ≥ 2π|n|/g .

The equality S(ϕ) = 2π|n|/g corresponds to a local minimum and implies that
the classical solutions satisfy first order partial differential (self-duality) equa-
tions:

Dµϕ = ±iεµνDνϕ . (55)

For each sign, there is really only one equation, for instance µ = 1, ν = 2. It is
simple to verify that both equations imply the ϕ-field equations, and combined
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with the constraint (5.2), the A-field equation (49). In complex coordinates z =
x1 + ix2, z̄ = x1 − ix2, they can be written as

∂zϕα(z, z̄) = −iAz(z, z̄)ϕα(z, z̄),
∂z̄ϕα(z, z̄) = −iAz̄(z, z̄)ϕα(z, z̄).

Exchanging the two equations just amounts to exchange ϕ and ϕ̄. Therefore, we
solve only the second equation which yields

ϕα(z, z̄) = κ(z, z̄)Pα(z),

where κ(z, z̄) is a particular solution of

∂z̄κ(z, z̄) = −iAz̄(z, z̄)κ(z, z̄).

Vector solutions of (55) are proportional to holomorphic or anti-holomorphic
(depending on the sign) vectors (this reflects the conformal invariance of the
classical field theory). The function κ(z, z̄), which gauge invariance allows to
choose real (this corresponds to the ∂µAµ = 0 gauge), then is constrained by the
condition (5.2):

κ2(z, z̄)P · P̄ = 1 .

The asymptotic conditions constrain the functions Pα(z) to be polynomials.
Common roots to all Pα would correspond to non-integrable singularities for ϕα
and, therefore, are excluded by the condition of finiteness of the action. Finally,
if the polynomials have maximal degree n, asymptotically

Pα(z) ∼ cαz
n ⇒ ϕα ∼ cα√

c · c̄ (z/z̄)n/2.

When the phase of z varies by 2π, the phase of ϕα varies by 2nπ, showing that
the corresponding winding number is n.

The Structure of the Semi-classical Vacuum. In contrast to our analysis of
periodic potentials in quantum mechanics, here we have discussed the existence
of instantons without reference to the structure of the classical vacuum. To
find an interpretation of instantons in gauge theories, it is useful to express the
results in the temporal gauge A2 = 0. Then, the action is still invariant under
space-dependent gauge transformations. The minima of the classical ϕ potential
correspond to fields ϕ(x1), where x1 is the space variable, gauge transforms of
a constant vector:

ϕ(x1) = eiΛ(x1)v , v̄ · v = 1 .

Moreover, if the vacuum state is invariant under space reflection, ϕ(+∞) =
ϕ(−∞) and, thus,

Λ(+∞)− Λ(−∞) = 2νπ ν ∈ Z .

Again ν is a topological number that classifies degenerate classical minima, and
the semi-classical vacuum has a periodic structure. This analysis is consistent
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with Gauss’s law, which implies only that states are invariant under infinitesimal
gauge transformations and, thus, under gauge transformations of the class ν = 0
that are continuously connected to the identity.

We now consider a large rectangle with extension R in the space direction
and T in the euclidean time direction and by a smooth gauge transformation
continue the instanton solution to the temporal gauge. Then, the variation of
the pure gauge comes entirely from the sides at fixed time. For R → ∞, one
finds

Λ(+∞, 0)− Λ(−∞, 0)− [Λ(+∞, T )− Λ(−∞, T )] = 2nπ .

Therefore, instantons interpolate between different classical minima. Like in the
case of the cosine potential, to project onto a proper quantum eigenstate, the “θ-
vacuum” corresponding to an angle θ, one adds, in analogy with the expression
(45), a topological term to the classical action. Here,

S(ϕ) �→ S(ϕ) + i
θ

4π

∫
d2x εµνFµν .

Remark. Replacing in the topological charge Q the gauge field by the explicit
expression (49), one finds

Q(ϕ) =
i

2π

∫
d2x εµν∂µϕ̄ · ∂νϕ =

i

2π

∫
dϕ̄α ∧ dϕα ,

where the notation of exterior differential calculus has been used. We recognize
the integral of a two-form, a symplectic form, and 4πQ is the area of a 2-surface
embedded in CP (N − 1). A symplectic form is always closed. Here it is also
exact, so that Q is the integral of a one-form (cf. (53)):

Q(ϕ) =
i

2π

∫
ϕ̄αdϕα =

i

4π

∫
(ϕ̄αdϕα − ϕαdϕ̄α) .

The O(3) Non-Linear σ-Model. The CP (1) model is locally isomorphic to
the O(3) non-linear σ-model, with the identification

φi(x) = ϕ̄α(x)σiαβϕβ(x) ,

where σi are the three Pauli matrices.
Using, for example, an explicit representation of Pauli matrices, one indeed

verifies
φi(x)φi(x) = 1 , ∂µφ

i(x)∂µφi(x) = 4Dµϕ ·Dµϕ .

Therefore, the field theory can be expressed in terms of the field φi and takes the
form of the non-linear σ-model. The fields φ are gauge invariant and the whole
physical picture is a picture of confinement of the charged scalar “quarks” ϕα(x)
and the propagation of neutral bound states corresponding to the fields φi.

Instantons in the φ description take the form of φ configurations with uniform
limit for |x| → ∞. Thus, they define a mapping from the compactified plane
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topologically equivalent to S2 to the sphere S2 (the φi configurations). Since
π2(S2) = Z, the ϕ and φ pictures are consistent.

In the example of CP (1), a solution of winding number 1 is

ϕ1 =
1√

1 + zz̄
, ϕ2 =

z√
1 + zz̄

.

Translating the CP (1) minimal solution into the O(3) σ-model language, one
finds

φ1 =
z + z̄

1 + z̄z
, φ2 =

1
i

z − z̄

1 + z̄z
, φ3 =

1− z̄z

1 + z̄z
.

This defines a stereographic mapping of the plane onto the sphere S2, as one
verifies by setting z = tan(η/2)eiθ, η ∈ [0, π].

In the O(3) representation

Q =
i

2π

∫
dϕ̄α ∧ dϕα =

1
8π
εijk

∫
φidφj ∧ φk ≡ 1

8π
εµνεijk

∫
d2xφi∂µφj∂νφk .

The topological charge 4πQ has the interpretation of the area of the sphere S2,
multiply covered, and embedded in R

3. Its value is a multiple of the area of S2,
which in this interpretation explains the quantization.

5.3 Instantons and Anomaly: Non-Abelian Gauge Theories

We now consider non-abelian gauge theories in four dimensions. Again, gauge
field configurations can be found that contribute to the chiral anomaly and
for which, therefore, the r.h.s. of (40) does not vanish. A specially interesting
example is provided by instantons, that is finite action solutions of euclidean
field equations.

To discuss this problem it is sufficient to consider pure gauge theories and the
gauge group SU(2), since a general theorem states that for a Lie group containing
SU(2) as a subgroup the instantons are those of the SU(2) subgroup.

In the absence of matter fields it is convenient to use a SO(3) notation. The
gauge field Aµ is a SO(3) vector that is related to the element Aµ of the Lie
algebra used previously as gauge field by

Aµ = − 1
2 iAµ · σ ,

where σi are the three Pauli matrices. The gauge action then reads

S(Aµ) =
1

4g2

∫
[Fµν(x)]2 d4x ,

(g is the gauge coupling constant) where the curvature

Fµν = ∂µAν − ∂νAµ + Aµ ×Aν ,

is also a SO(3) vector.
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The corresponding classical field equations are

DνFνµ = ∂νFνµ + Aν × Fνµ = 0 . (56)

The existence and some properties of instantons in this theory follow from con-
siderations analogous to those presented for the CP (N − 1) model.

We define the dual of the tensor Fµν by

F̃µν = 1
2εµνρσFρσ .

Then, the Bogomolnyi inequality∫
d4x

[
Fµν(x)± F̃µν(x)

]2
≥ 0

implies
S(Aµ) ≥ 8π2|Q(Aµ)|/g2

with
Q(Aµ) =

1
32π2

∫
d4xFµν · F̃µν . (57)

The expression Q(Aµ) is proportional to the integral of the chiral anomaly (36),
here written in SO(3) notation.

We have already pointed out that the quantity Fµν · F̃µν is a pure divergence
(37):

Fµν · F̃µν = ∂µVµ

with

Vµ = −4 εµνρσ tr
(

Aν∂ρAσ +
2
3
AνAρAσ

)

= 2εµνρσ
[
Aν · ∂ρAσ + 1

3Aν · (Aρ ×Aσ)
]
. (58)

The integral thus depends only on the behaviour of the gauge field at large
distances and its values are quantized (40). Here again, as in the CP (N − 1)
model, the bound involves a topological charge: Q(Aµ).

Stokes theorem implies∫
D

d4x ∂µVµ =
∫
∂D

dΩ n̂µVµ ,

where dΩ is the measure on the boundary ∂D of the four-volume D and n̂µ the
unit vector normal to ∂D. We take for D a sphere of large radius R and find for
the topological charge

Q(Aµ) =
1

32π2

∫
d4x trFµν · F̃µν =

1
32π2R

3
∫
r=R

dΩ n̂µVµ , (59)

The finiteness of the action implies that the classical solution must asymptoti-
cally become a pure gauge, that is, with our conventions,

Aµ = − 1
2 iAµ · σ = g(x)∂µg−1(x) +O

(|x|−2) |x| → ∞ . (60)
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The element g of the SU(2) group can be parametrized in terms of Pauli matri-
ces:

g = u41 + iu · σ , (61)

where the four-component real vector (u4,u) satisfies

u2
4 + u2 = 1 ,

and thus belongs to the unit sphere S3. Since SU(2) is topologically equivalent to
the sphere S3, the pure gauge configurations on a sphere of large radius |x| = R
define a mapping from S3 to S3. Such mappings belong to different homotopy
classes that are characterized by an integer called the winding number. Here, we
identify the homotopy group π3(S3), which again is isomorphic to the additive
group of integers Z.

The simplest one to one mapping corresponds to an element of the form

g(x) =
x41 + ix · σ

r
, r = (x2

4 + x2)1/2

and thus
Aim ∼

r→∞ 2 (x4δim + εimkxk) r−2, Ai4 = −2xir−2.

Note that the transformation

g(x) �→ U1g(x)U†2 = g(Rx),

where U1 and U2 are two constant SU(2) matrices, induces a SO(4) rotation
of matrix R of the vector xµ. Then,

U2∂µg†(x)U†1 = Rµν∂νg†(Rx), U1g(x)∂µg†(x)U†1 = g(Rx)Rµν∂νg†(Rx)

and, therefore,
U1Aµ(x)U†1 = RµνAν(Rx).

Introducing this relation into the definition (58) of Vµ, one verifies that the
dependence on the matrix U1 cancels in the trace and, thus, Vµ transforms like
a 4-vector. Since only one vector is available, and taking into account dimensional
analysis, one concludes that

Vµ ∝ xµ/r
4 .

For r → ∞, Aµ approaches a pure gauge (60) and, therefore, Vµ can be
transformed into

Vµ ∼
r→∞−

1
3
εµνρσAν · (Aρ ×Aσ).

It is sufficient to calculate V1. We choose ρ = 3, σ = 4 and multiply by a factor
six to take into account all other choices. Then,

V1 ∼
r→∞ 16εijk(x4δ2i + εi2lxl)(x4δ3j + εj3mxm)xk/r6 = 16x1/r

4

and, thus,
Vµ ∼ 16xµ/r4 = 16n̂µ/R3 .
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The powers of R in (59) cancel and since
∫

dΩ = 2π2, the value of the topological
charge is simply

Q(Aµ) = 1 .

Comparing this result with (40), we see that we have indeed found the minimal
action solution.

Without explicit calculation we know already, from the analysis of the index
of the Dirac operator, that the topological charge is an integer:

Q(Aµ) =
1

32π2

∫
d4xFµν · F̃µν = n ∈ Z .

As in the case of the CP (N−1) model, this result has a geometric interpretation.
In general, in the parametrization (61),

Vµ ∼
r→∞

8
3
εµνρσεαβγδuα∂νuβ∂ρuγ∂σuδ .

A few algebraic manipulations starting from
∫
S3

R3dΩ n̂µVµ =
1
6
εµνρσ

∫
Vµduν ∧ duρ ∧ duσ ,

then yield

Q =
1

12π2 εµνρσ

∫
uµduν ∧ duρ ∧ duσ , (62)

where the notation of exterior differential calculus again has been used. The area
Σp of the sphere Sp−1 in the same notation can be written as

Σp =
2πp/2

Γ (p/2)
=

1
(p− 1)!

εµ1...µp

∫
uµ1duµ2 ∧ . . . ∧ duµp ,

when the vector uµ describes the sphere Sp−1 only once. In the r.h.s. of (62), one
thus recognizes an expression proportional to the area of the sphere S3. Because
in general uµ describes S3 n times when xµ describes S3 only once, a factor n is
generated.

The inequality (57) then implies

S(Aµ) ≥ 8π2|n|/g2 .

The equality, which corresponds to a local minimum of the action, is obtained
for fields satisfying the self-duality equations

Fµν = ±F̃µν .

These equations, unlike the general classical field equations (56), are first or-
der partial differential equations and, thus, easier to solve. The one-instanton
solution, which depends on an arbitrary scale parameter λ, is

Aim =
2

r2 + λ2 (x4δim + εimkxk) , m = 1, 2, 3 , Ai4 = − 2xi
r2 + λ2 . (63)
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The Semi-classical Vacuum. We now proceed in analogy with the analysis
of the CP (N − 1) model. In the temporal gauge A4 = 0, the classical minima
of the potential correspond to gauge field components Ai, i = 1, 2, 3, which are
pure gauge functions of the three space variables xi:

Am = − 1
2 iAm · σ = g(xi)∂mg−1(xi) .

The structure of the classical minima is related to the homotopy classes of map-
pings of the group elements g into compactified R

3 (because g(x) goes to a
constant for |x| → ∞), that is again of S3 into S3 and thus the semi-classical
vacuum, as in the CP (N − 1) model, has a periodic structure. One verifies that
the instanton solution (63), transported into the temporal gauge by a gauge
transformation, connects minima with different winding numbers. Therefore, as
in the case of the CP (N − 1) model, to project onto a θ-vacuum, one adds a
term to the classical action of gauge theories:

Sθ(Aµ) = S(Aµ) +
iθ

32π2

∫
d4xFµν · F̃µν ,

and then integrates over all fields Aµ without restriction. At least in the semi-
classical approximation, the gauge theory thus depends on one additional pa-
rameter, the angle θ. For non-vanishing values of θ, the additional term violates
CP conservation and is at the origin of the strong CP violation problem: Except
if θ vanishes for some as yet unknown reason then, according to experimental
data, it can only be unnaturally small.

5.4 Fermions in an Instanton Background

We now apply this analysis to QCD, the theory of strong interactions, where NF
Dirac fermions Q, Q̄, the quark fields, are coupled to non-abelian gauge fields
Aµ corresponding to the SU(3) colour group. We return here to standard SU(3)
notation with generators of the Lie Algebra and gauge fields being represented
by anti-hermitian matrices. The action can then be written as

S(Aµ, Q̄,Q) = −
∫

d4x


 1

4g2 trF2
µν +

Nf∑
f=1

Q̄f (�D +mf )Qf


 .

The existence of abelian anomalies and instantons has several physical conse-
quences. We mention here two of them.

The Strong CP Problem. According to the analysis of Sect. 4.5, only con-
figurations with a non-vanishing index of the Dirac operator contribute to the
θ-term. Then, the Dirac operator has at least one vanishing eigenvalue. If one
fermion field is massless, the determinant resulting from the fermion integration
thus vanishes, the instantons do not contribute to the functional integral and
the strong CP violation problem is solved. However, such an hypothesis seems
to be inconsistent with experimental data on quark masses. Another scheme is
based on a scalar field, the axion, which unfortunately has remained, up to now,
experimentally invisible.
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The Solution of the U(1) Problem. Experimentally it is observed that the
masses of a number of pseudo-scalar mesons are smaller or even much smaller
(in the case of pions) than the masses of the corresponding scalar mesons. This
strongly suggests that pseudo-scalar mesons are almost Goldstone bosons asso-
ciated with an approximate chiral symmetry realized in a phase of spontaneous
symmetry breaking. (When a continuous (non gauge) symmetry is spontaneously
broken, the spectrum of the theory exhibits massless scalar particles called Gold-
stone bosons.) This picture is confirmed by its many other phenomenological
consequences.

In the Standard Model, this approximate symmetry is viewed as the conse-
quence of the very small masses of the u and d quarks and the moderate value
of the strange s quark mass.

Indeed, in a theory in which the quarks are massless, the action has a chiral
U(NF) × U(NF) symmetry, in which NF is the number of flavours. The spon-
taneous breaking of chiral symmetry to its diagonal subgroup U(NF) leads to
expect N2

F Goldstone bosons associated with all axial currents (corresponding
to the generators of U(N) × U(N) that do not belong to the remaining U(N)
symmetry group). In the physically relevant theory, the masses of quarks are
non-vanishing but small, and one expects this picture to survive approximately
with, instead of Goldstone bosons, light pseudo-scalar mesons.

However, the experimental mass pattern is consistent only with a slightly
broken SU(2)× SU(2) and more badly violated SU(3)× SU(3) symmetries.

From the preceding analysis, we know that the axial current corresponding
to the U(1) abelian subgroup has an anomaly. The WT identities, which imply
the existence of Goldstone bosons, correspond to constant group transformations
and, thus, involve only the space integral of the divergence of the current. Since
the anomaly is a total derivative, one might have expected the integral to vanish.
However, non-abelian gauge theories have configurations that give non-vanishing
values of the form (40) to the space integral of the anomaly (36). For small
couplings, these configurations are in the neighbourhood of instanton solutions
(as discussed in Sect. 5.3). This indicates (though no satisfactory calculation
of the instanton contribution has been performed yet) that for small, but non-
vanishing, quark masses the U(1) axial current is far from being conserved and,
therefore, no corresponding light almost Goldstone boson is generated.

Instanton contributions to the anomaly thus resolve a long standing experi-
mental puzzle.

Note that the usual derivation of WT identities involves only global chiral
transformations and, therefore, there is no need to introduce axial currents. In
the case of massive quarks, chiral symmetry is explicitly broken by soft mass
terms and WT identities involve insertions of the operators

Mf = mf

∫
d4x Q̄f (x)γ5Qf (x),

which are the variations of the mass terms in an infinitesimal chiral transforma-
tion. If the contributions of Mf vanish when mf → 0, as one would normally
expect, then a situation of approximate chiral symmetry is realized (in a sym-
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metric or spontaneously broken phase). However, if one integrates over fermions
first, at fixed gauge fields, one finds (disconnected) contributions proportional
to

〈Mf 〉 = mf tr γ5 (�D +mf )
−1

.

We have shown in Sect. 4.5) that, for topologically non-trivial gauge field configu-
rations, �D has zero eigenmodes, which for mf → 0 give the leading contributions

〈Mf 〉 = mf

∑
n

∫
d4xϕ∗n(x)γ5ϕn(x)

1
mf

+O(mf )

= (n+ − n−) +O(mf ).

These contributions do not vanish for mf → 0 and are responsible, after inte-
gration over gauge fields, of a violation of chiral symmetry.

6 Non-Abelian Anomaly

We first consider the problem of conservation of a general axial current in a
non-abelian vector gauge theory and, then, the issue of obstruction to gauge
invariance in chiral gauge theories.

6.1 General Axial Current

We now discuss the problem of the conservation of a general axial current in
the example of an action with N massless Dirac fermions in the background of
non-abelian vector gauge fields. The corresponding action can be written as

S(ψ, ψ̄;A) = −
∫

d4x ψ̄i(x)�Dψi(x).

In the absence of gauge fields, the action S(ψ, ψ̄; 0) has a U(N)×U(N) symmetry
corresponding to the transformations

ψ′ =
[ 1
2 (1 + γ5)U+ + 1

2 (1− γ5)U−
]
ψ ,

ψ̄′ = ψ̄
[

1
2 (1 + γ5)U

†
− + 1

2 (1− γ5)U
†
+

]
, (64)

where U± are N × N unitary matrices. We denote by tα the anti-hermitian
generators of U(N):

U = 1 + θαtα +O(θ2).

Vector currents correspond to the diagonal U(N) subgroup of U(N) × U(N),
that is to transformations such that U+ = U− as one verifies from (64). We
couple gauge fields Aαµ to all vector currents and define

Aµ = tαAαµ.
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We define axial currents in terms of the infinitesimal space-dependent chiral
transformations

U± = 1± θα(x)tα +O(θ2) ⇒ δψ = θα(x)γ5tαψ, δψ̄ = θα(x)ψ̄γ5tα.

The variation of the action then reads

δS =
∫

d4x
{
J5α
µ (x)∂µθα(x) + θα(x)ψ̄(x)γ5γµ[Aµ, tα]ψ(x)

}
,

where J5α
µ (x) is the axial current:

J5α
µ (x) = ψ̄γ5γµtαψ .

Since the gauge group has a non-trivial intersection with the chiral group, the
commutator [Aµ, tα] no longer vanishes. Instead,

[Aµ, tα] = Aβµfβαγt
γ ,

where the fβαγ are the totally antisymmetric structure constants of the Lie
algebra of U(N). Thus,

δS =
∫

d4x θα(x)
{−∂µJ5α

µ (x) + fβαγA
β
µ(x)J5γ

µ (x)
}
.

The classical current conservation equation is replaced by the gauge covariant
conservation equation

DµJ
5α
µ = 0 ,

where we have defined the covariant divergence of the current by

(
DµJ

5
µ

)
α
≡ ∂µJ

5α
µ + fαβγA

β
µJ

5γ
µ .

In the contribution to the anomaly, the terms quadratic in the gauge fields are
modified, compared to the expression (36), only by the appearance of a new
geometric factor. Then the complete form of the anomaly is dictated by gauge
covariance. One finds

DλJ
5α
λ (x) = − 1

16π2 εµνρσ tr tαFµνFρσ .

This is the result for the most general chiral and gauge transformations. If we
restrict both groups in such a way that the gauge group has an empty intersection
with the chiral group, the anomaly becomes proportional to tr tα, where tα are
the generators of the chiral group G × G and is, therefore, different from zero
only for the abelian factors of G.
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6.2 Obstruction to Gauge Invariance

We now consider left-handed (or right-handed) fermions coupled to a non-abelian
gauge field. The action takes the form

S(ψ̄, ψ;A) = −
∫

d4x ψ̄(x) 1
2 (1 + γ5) �Dψ(x)

(the discussion with 1
2 (1− γ5) is similar).

The gauge theory is consistent only if the partition function

Z(Aµ) =
∫ [

dψdψ̄
]
exp

[−S(ψ, ψ̄;A)
]

is gauge invariant.
We introduce the generators tα of the gauge group in the fermion represen-

tation and define the corresponding current by

Jαµ (x) = ψ̄ 1
2 (1 + γ5) γµtαψ .

Again, the invariance of Z(Aµ) under an infinitesimal gauge transformation
implies for the current Jµ = Jαµ tα the covariant conservation equation

〈DµJµ〉 = 0

with
Dµ = ∂µ + [Aµ, •].

The calculation of the quadratic contribution to the anomaly is simple: the first
regularization adopted for the calculation in Sect. 4.2 is also suited to the present
situation since the current-gauge field three-point function is symmetric in the
external arguments. The group structure is reflected by a simple geometric factor.
The global factor can be taken from the abelian calculation. It differs from result
(26) by a factor 1/2 that comes from the projector 1

2 (1 + γ5). The general form
of the term of degree 3 in the gauge field can also easily be found while the
calculation of the global factor is somewhat tedious. We show in Sect. 6.3 that
it can be obtained from consistency conditions. The complete expression then
reads

(DµJµ(x))α = − 1
24π2 ∂µεµνρσ tr

[
tα

(
Aν∂ρAσ + 1

2AνAρAσ

)]
. (65)

If the projector 1
2 (1 + γ5) is replaced by 1

2 (1 − γ5), the sign of the anomaly
changes.

Unless the anomaly vanishes identically, there is an obstruction to the con-
struction of the gauge theory. The first term is proportional to

dαβγ = 1
2 tr

[
tα

(
tβtγ + tγtβ

)]
.

The second term involves the product of four generators, but taking into account
the antisymmetry of the ε tensor, one product of two consecutive can be replaced
by a commutator. Therefore, the term is also proportional to dαβγ .
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For a unitary representation the generators tα are, with our conventions,
antihermitian. Therefore, the coefficients dαβγ are purely imaginary:

d∗αβγ = 1
2 tr

[
tα

(
tβtγ + tγtβ

)]†
= −dαβγ .

These coefficients vanish for all representations that are real: the tα antisymmet-
ric, or pseudo-real, that is tα = −S TtαS−1. It follows that the only non-abelian
groups that can lead to anomalies in four dimensions are SU(N) for N ≥ 3,
SO(6), and E6.

6.3 Wess–Zumino Consistency Conditions

In Sect. 6.2, we have calculated the part of the anomaly that is quadratic in the
gauge field and asserted that the remaining non-quadratic contributions could
be obtained from geometric arguments. The anomaly is the variation of a func-
tional under an infinitesimal gauge transformation. This implies compatibility
conditions, which here are constraints on the general form of the anomaly, the
Wess–Zumino consistency conditions. One convenient method to derive these
constraints is based on BRS transformations: one expresses that BRS transfor-
mations are nilpotent.

In a BRS transformation, the variation of the gauge field Aµ takes the form

δBRSAµ(x) = DµC(x)ε̄ , (66)

where C is a fermion spinless “ghost” field and ε̄ an anticommuting constant.
The corresponding variation of lnZ(Aµ) is

δBRS lnZ(Aµ) = −
∫

d4x 〈Jµ(x)〉DµC(x)ε̄ . (67)

The anomaly equation has the general form

〈DµJµ(x)〉 = A (Aµ;x) .

In terms of A, the equation (67), after an integration by parts, can be rewritten
as

δBRS lnZ(Aµ) =
∫

d4xA (Aµ;x)C(x)ε̄ .

Since the r.h.s. is a BRS variation, it satisfies a non-trivial constraint obtained
by expressing that the square of the BRS operator δBRS vanishes (it has the
property of a cohomology operator):

δ2BRS = 0

and called the Wess–Zumino consistency conditions.
To calculate the BRS variation of AC, we need also the BRS transformation

of the fermion ghost C(x):

δBRSC(x) = ε̄C2(x). (68)
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The condition that AC is BRS invariant,

δBRS

∫
d4xA (Aµ;x)C(x) = 0 ,

yields a constraint on the possible form of anomalies that determines the term
cubic in A in the r.h.s. of (65) completely. One can verify that

δBRS εµνρσ

∫
d4x tr

[
C(x)∂µ

(
Aν∂ρAσ + 1

2AνAρAσ

)]
= 0 .

Explicitly, after integration by parts, the equation takes the form

εµνρσ tr
∫

d4x
{
∂µC2(x)Aν∂ρAσ + ∂µCDνC∂ρAσ + ∂µCAν∂ρDσC

+ 1
2∂µC

2(x)AνAρAσ + 1
2∂µC (DνCAρAσ + AνDρCAσ + AνAρDσC)

}
= 0 .

The terms linear in A, after integrating by parts the first term and using the
antisymmetry of the ε symbol, cancels automatically:

εµνρσ tr
∫

d4x (∂µC∂νC∂ρAσ + ∂µCAν∂ρ∂σC) = 0 .

In the same way, the cubic terms cancel (the anticommuting properties of C
have to be used):

εµνρσ tr
∫

d4x {(∂µCC + C∂µC)AνAρAσ + ∂µC ([Aν ,C]CAρAσ

+Aν [Aρ,C]Aσ + AνAρ[Aσ,C])} = 0 .

It is only the quadratic terms that give a relation between the quadratic and
cubic terms in the anomaly, both contributions being proportional to

εµνρσ tr
∫

d4x ∂µC∂νCAρAσ .

7 Lattice Fermions: Ginsparg–Wilson Relation

Notation. We now return to the problem of lattice fermions discussed in
Sect. 3.4. For convenience we set the lattice spacing a = 1 and use for the
fields the notation ψ(x) ≡ ψx.

Ginsparg–Wilson Relation. It had been noted, many years ago, that a po-
tential way to avoid the doubling problem while still retaining chiral properties
in the continuum limit was to look for lattice Dirac operators D that, instead of
anticommuting with γ5, would satisfy the relation

D−1γ5 + γ5D−1 = γ51 (69)
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where 1 stands for the identity both for lattice sites and in the algebra of γ-
matrices. More explicitly,

(D−1)xyγ5 + γ5(D−1)xy = γ5δxy .

More generally, the r.h.s. can be replaced by any local positive operator on
the lattice: locality of a lattice operator is defined by a decrease of its matrix
elements that is at least exponential when the points x, y are separated. The
anti-commutator being local, it is expected that it does not affect correlation
functions at large distance and that chiral properties are recovered in the con-
tinuum limit. Note that when D is the Dirac operator in a gauge background,
the condition (69) is gauge invariant.

However, lattice Dirac operators solutions to the Ginsparg–Wilson relation
(69) have only recently been discovered because the demands that both D and
the anticommutator {D−1, γ5} should be local seemed difficult to satisfy, spe-
cially in the most interesting case of gauge theories.

Note that while relation (69) implies some generalized form of chirality on
the lattice, as we now show, it does not guarantee the absence of doublers, as
examples illustrate. But the important point is that in this class solutions can
be found without doublers.

7.1 Chiral Symmetry and Index

We first discuss the main properties of a Dirac operator satisfying relation (69)
and then exhibit a generalized form of chiral transformations on the lattice.

Using the relation, quite generally true for any euclidean Dirac operator
satisfying hermiticity and reflection symmetry (see textbooks on symmetries of
euclidean fermions),

D† = γ5Dγ5 , (70)

one can rewrite relation (69), after multiplication by γ5, as

D−1 +
(
D−1)† = 1

and, therefore,
D + D† = DD† = D†D . (71)

This implies that the lattice operator D has an index and, in addition, that

S = 1−D (72)

is unitary:
SS† = 1 .

The eigenvalues of S lie on the unit circle. The eigenvalue one corresponds to
the pole of the Dirac propagator.

Note also the relations

γ5S = S†γ5 , (γ5S)2 = 1 . (73)
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The matrix γ5S is hermitian and 1
2 (1 ± γ5S) are two orthogonal projectors. If

D is a Dirac operator in a gauge background, these projectors depend on the
gauge field.

It is then possible to construct lattice actions that have a chiral symmetry
that corresponds to local but non point-like transformations. In the abelian
example,

ψ′x =
∑
y

(
eiθγ5S

)
xy
ψy , ψ̄′x = ψ̄xeiθγ5 . (74)

(The reader is reminded that in the formalism of functional integrals, ψ and ψ̄ are
independent integration variables and, thus, can be transformed independently.)
Indeed, the invariance of the lattice action S(ψ̄, ψ),

S(ψ̄, ψ) =
∑
x,y

ψ̄xDxyψy = S(ψ̄′, ψ′),

is implied by
eiθγ5Deiθγ5S = D ⇔ Deiθγ5S = e−iθγ5D .

Using the second relation in (73), we expand the exponentials and reduce the
equation to

Dγ5S = −γ5D , (75)

which is another form of relation (69).
However, the transformations (74), no longer leave the integration measure

of the fermion fields, ∏
x

dψxdψ̄x ,

automatically invariant. The jacobian of the change of variables ψ �→ ψ′ is

J = det eiθγ5eiθγ5S = det eiθγ5(2−D) = 1 + iθ tr γ5(2−D) +O(θ2), (76)

where trace means trace in the space of γ matrices and in the lattice indices.
This leaves open the possibility of generating the expected anomalies, when the
Dirac operator of the free theory is replaced by the covariant operator in the
background of a gauge field, as we now show.

Eigenvalues of the Dirac Operator in a Gauge Background. We briefly
discuss the index of a lattice Dirac operator D satisfying relation (69), in a gauge
background. We assume that its spectrum is discrete (this is certainly true on
a finite lattice where D is a matrix). The operator D is related by (72) to a
unitary operator S whose eigenvalues have modulus one. Therefore, if we denote
by |n〉 its nth eigenvector,

D |n〉 = (1− S) |n〉 = (1− eiθn) |n〉 ⇒ D† |n〉 = (1− e−iθn) |n〉 .
Then, using (70), we infer

Dγ5 |n〉 = (1− e−iθn)γ5 |n〉 .
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The discussion that follows then is analogous to the discussion of Sect. 4.5 to
which we refer for details. We note that when the eigenvalues are not real, θn �= 0
(mod π), γ5 |n〉 is an eigenvector different from |n〉 because the eigenvalues are
different. Instead, in the two subspaces corresponding to the eigenvalues 0 and
2, we can choose eigenvectors with definite chirality

γ5 |n〉 = ± |n〉 .
We call below n± the number of eigenvalues 0, and ν± the number of eigenvalues
2 with chirality ±1.

Note that on a finite lattice δxy is a finite matrix and, thus,

tr γ5δxy = 0 .

Therefore,
tr γ5(2−D) = − tr γ5D ,

which implies ∑
n

〈n| γ5(2−D) |n〉 = −
∑
n

〈n| γ5D |n〉 .

In the equation all complex eigenvalues cancel because the vectors |n〉 and γ5 |n〉
are orthogonal. The sum reduces to the subspace of real eigenvalues, where
the eigenvectors have definite chirality. On the l.h.s. only the eigenvalue 0 con-
tributes, and on the r.h.s. only the eigenvalue 2. We find

n+ − n− = −(ν+ − ν−).

This equation tells us that the difference between the number of states of different
chirality in the zero eigenvalue sector is cancelled by the difference in the sector
of eigenvalue two (which corresponds to very massive states).

Remark. It is interesting to note the relation between the spectrum of D and
the spectrum of γ5D, which from relation (70) is a hermitian matrix,

γ5D = D†γ5 = (γ5D)†,

and, thus, diagonalizable with real eigenvalues. It is simple to verify the following
two equations, of which the second one is obtained by changing θ into θ + 2π,

γ5D(1− ieiθn/2γ5) |n〉 = 2 sin(θn/2)(1− ieiθn/2γ5) |n〉 ,
γ5D(1 + ieiθn/2γ5) |n〉 = −2 sin(θn/2)(1 + ieiθn/2γ5) |n〉 .

These equations imply that the eigenvalues±2 sin(θn/2) of γ5D are paired except
for θn = 0 (mod π) where |n〉 and γ5 |n〉 are proportional. For θn = 0, γ5D has
also eigenvalue 0. For θn = π, γ5D has eigenvalue ±2 depending on the chirality
of |n〉.

In the same way,

γ5(2−D)(1 + eiθn/2γ5) |n〉 = 2 cos(θn/2)(1 + eiθn/2γ5) |n〉 ,
γ5(2−D)(1− eiθn/2γ5) |n〉 = −2 cos(θn/2)(1− eiθn/2γ5) |n〉 .
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Jacobian and Lattice Anomaly. The variation of the jacobian (76) can now
be evaluated. Opposite eigenvalues of γ5(2 − D) cancel. The eigenvalues for
θn = π give factors one. Only θn = 0 gives a non-trivial contribution:

J = det eiθγ5(2−D) = e2iθ(n+−n−).

The quantity tr γ5(2 −D), coefficient of the term of order θ, is a sum of terms
that are local, gauge invariant, pseudoscalar, and topological as the continuum
anomaly (36) since

tr γ5(2−D) =
∑
n

〈n| γ5(2−D) |n〉 = 2(n+ − n−).

Non-Abelian Generalization. We now consider the non-abelian chiral trans-
formations

ψU =
[ 1
2 (1 + γ5S)U+ + 1

2 (1− γ5S)U−
]
ψ ,

ψ̄U = ψ̄
[

1
2 (1 + γ5)U

†
− + 1

2 (1− γ5)U
†
+

]
, (77)

where U± are matrices belonging to some unitary group G. Near the identity

U = 1 + Θ +O(Θ2),

where Θ is an element of the Lie algebra.
We note that this amounts to define differently chiral components of ψ̄ and

ψ, for ψ the definition being even gauge field dependent.
We assume that G is a vector symmetry of the fermion action, and thus the

Dirac operator commutes with all elements of the Lie algebra:

[D,Θ] = 0 .

Then, again, the relation (69) in the form (75) implies the invariance of the
fermion action:

ψ̄U DψU = ψ̄Dψ .

The jacobian of an infinitesimal chiral transformation Θ = Θ+ = −Θ− is

J = 1 + tr γ5Θ(2−D) +O(Θ2).

Wess–Zumino Consistency Conditions. To determine anomalies in the case
of gauge fields coupling differently to fermion chiral components, one can on the
lattice also play with the property that BRS transformations are nilpotent. They
take the form

δUxy = ε̄ (CxUxy −UxyCy) ,
δCx = ε̄C2

x ,

instead of (66), (68). Moreover, the matrix elements Dxy of the gauge covariant
Dirac operator transform like Uxy.
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7.2 Explicit Construction: Overlap Fermions

An explicit solution of the Ginsparg–Wilson relation without doublers can be
derived from operators DW that share the properties of the Wilson–Dirac opera-
tor of (17), that is which avoid doublers at the price of breaking chiral symmetry
explicitly. Setting

A = 1−DW/M , (78)

where M > 0 is a mass parameter that must chosen, in particular, such that A
has no zero eigenvalue, one takes

S = A
(
A†A

)−1/2 ⇒ D = 1−A
(
A†A

)−1/2
. (79)

The matrix A is such that

A† = γ5Aγ5 ⇒ B = γ5A = B†.

The hermitian matrix B has real eigenvalues. Moreover,

B†B = B2 = A†A ⇒ (
A†A

)1/2
= |B|.

We conclude
γ5S = sgnB ,

where sgnB is the matrix with the same eigenvectors as B, but all eigenvalues
replaced by their sign. In particular this shows that (γ5S)2 = 1.

With this ansatz D has a zero eigenmode when A
(
A†A

)−1/2 has the eigen-
value one. This can happen when A and A† have the same eigenvector with a
positive eigenvalue.

This is the idea of overlap fermions, the name overlap refering only to the
way this Dirac operator was initially introduced.

Free Fermions. We now verify the absence of doublers for vanishing gauge
fields. The Fourier representation of a Wilson–Dirac operator has the general
form

DW (p) = α(p) + iγµβµ(p), (80)

where α(p) and βµ(p) are real, periodic, smooth functions. In the continuum
limit, one must recover the usual massless Dirac operator, which implies

βµ(p) ∼
|p|→0

pµ , α(p) ≥ 0 , α(p) =
|p|→0

O(p2),

and α(p) > 0 for all values of pµ such that βµ(p) = 0 for |p| �= 0 (i.e. all values
that correspond to doublers). Equation (17) in the limit m = 0 provides an
explicit example.

Doublers appear if the determinant of the overlap operator D (78, 79) van-
ishes for |p| �= 0. In the example of the operator (80), a short calculation shows
that this happens when

[√(
M − α(p)

)2 + β2
µ(p)−M + α(p)

]2

+ β2
µ(p) = 0 .
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This implies βµ(p) = 0, an equation that necessarily admits doubler solutions,
and

|M − α(p)| = M − α(p).

The solutions to this equation depend on the value of α(p) with respect to M for
the doubler modes, that is for the values of p such that βµ(p) = 0. If α(p) ≤M
the equation is automatically satisfied and the corresponding doubler survives.
As mentioned in the introduction to this section, the relation (69) alone does not
guarantee the absence of doublers. Instead, if α(p) > M , the equation implies
α(p) = M , which is impossible. Therefore, by rescaling α(p), if necessary, we
can keep the wanted pµ = 0 mode while eliminating all doublers. The modes
associated to doublers for α(p) ≤M then, instead, correspond to the eigenvalue
2 for D, and the doubling problem is solved, at least in a free theory.

In presence of a gauge field, the argument can be generalized provided the
plaquette terms in the lattice action are constrained to remain sufficiently close
to one.

Remark. Let us stress that, if it seems that the doubling problem has been
solved from the formal point of view, from the numerical point of view the
calculation of the operator (A†A)−1/2 in a gauge background represents a major
challenge.

8 Supersymmetric Quantum Mechanics
and Domain Wall Fermions

Because the construction of lattice fermions without doublers we have just de-
scribed is somewhat artificial, one may wonder whether there is a context in
which they would appear more naturally. Therefore, we now briefly outline
how a similar lattice Dirac operator can be generated by embedding first four-
dimensional space in a larger five-dimensional space. This is the method of do-
main wall fermions.

Because the general idea behind domain wall fermions has emerged first in
another context, as a preparation, we first recall a few properties of the spectrum
of the hamiltonian in supersymmetric quantum mechanics, a topic also related
to the index of the Dirac operator (Sect. 4.5), and very directly to stochastic
dynamics in the form of Langevin or Fokker–Planck equations.

8.1 Supersymmetric Quantum Mechanics

We now construct a quantum theory that exhibits the simplest form of super-
symmetry where space–time reduces to time only. We know that this reduces
fields to paths and, correspondingly, quantum field theory to simple quantum
mechanics.

We first introduce a first order differential operator D acting on functions of
one real variable, which is a 2× 2 matrix (σi still are the Pauli matrices):

D ≡ σ1dx − iσ2A(x) (81)



Chiral Anomalies and Topology 223

(dx ≡ d/dx). The function A(x) is real and, thus, the operator D is anti-
hermitian.

The operator D shares several properties with the Dirac operator of Sect. 4.5.
In particular, it satisfies

σ3D + Dσ3 = 0 ,

and, thus, has an index (σ3 playing the role of γ5). We introduce the operator

D = dx +A(x) ⇒ D† = −dx +A(x),

and

Q = D
(

0 0
1 0

)
⇒ Q† = D†

(
0 1
0 0

)
.

Then,

D = Q−Q† ,
Q2 = (Q†)2 = 0 . (82)

We consider now the positive semi-definite hamiltonian, anticommutator of Q
and Q†,

H = QQ† +Q†Q = −D2 =
(

D†D 0
0 DD†

)
.

The relations (82) imply that

[H,Q] = [H,Q†] = 0 .

The operators Q,Q† are the generators of the simplest form of a supersymmetric
algebra and the hamiltonian H is supersymmetric.

The eigenvectors of H have the form ψ+(x)(1, 0) and ψ−(x)(0, 1) and satisfy,
respectively,

D†D |ψ+〉 = ε+ |ψ+〉 , and DD† |ψ−〉 = ε− |ψ−〉 , ε± ≥ 0 , (83)

where

D†D = −d2
x +A2(x)−A′(x), DD† = −d2

x +A2(x) +A′(x).

Moreover, if x belongs to a bounded interval or A(x) → ∞ for |x| → ∞, then
the spectrum of H is discrete.

Multiplying the first equation in (83) by D, we conclude that if D |ψ+〉 �= 0
and, thus, ε+ does not vanish, it is an eigenvector of DD† with eigenvalue ε+,
and conversely. Therefore, except for a possible ground state with vanishing
eigenvalue, the spectrum of H is doubly degenerate.

This observation is consistent with the analysis of Sect. 4.5 applied to the
operator D. We know from that section that either eigenvectors are paired
|ψ〉, σ3|ψ〉 with opposite eigenvalues ±i√ε, or they correspond to the eigenvalue
zero and can be chosen with definite chirality

D |ψ〉 = 0 , σ3 |ψ〉 = ± |ψ〉 .
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It is convenient to now introduce the function S(x):

S′(x) = A(x),

and for simplicity discuss only the situation of operators on the entire real line.
We assume that

S(x)/|x| ≥
x→±∞

� > 0 .

Then the function S(x) is such that e−S(x) is a normalizable wave function:∫
dx e−2S(x) <∞.

In the stochastic interpretation where D†D has the interpretation of a Fok-
ker–Planck hamiltonian generating the time evolution of some probability dis-
tribution, e−2S(x) is the equilibrium distribution.

When e−S(x) is normalizable, we know one eigenvector with vanishing eigen-
value and chirality +1, which corresponds to the isolated ground state of D†D

D |ψ+, 0〉 = 0 ⇔ D |ψ+〉 = 0 , σ3 |ψ+, 0〉 = |ψ+, 0〉
with

ψ+(x) = e−S(x).

On the other hand, the formal solution of D†|ψ−〉 = 0,

ψ−(x) = eS(x),

is not normalizable and, therefore, no eigenvector with negative chirality is found.
We conclude that the operator D has only one eigenvector with zero eigen-

value corresponding to positive chirality: the index of D is one. Note that ex-
pressions for the index of the Dirac operator in a general background have been
derived. In the present example, they yield

Index = 1
2 [sgnA(+∞)− sgnA(−∞)]

in agreement with the explicit calculation.

The Resolvent. For later purpose it is useful to exhibit some properties of the
resolvent

G = (D− k)−1
,

for real values of the parameter k. Parametrizing G as a 2× 2 matrix:

G =
(
G11 G12
G21 G22

)
,

one obtains

G11 = −k (D†D + k2)−1

G21 = −D
(
D†D + k2)−1

G12 = D†
(
DD† + k2)−1

G22 = −k (DD† + k2)−1
.
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For k2 real one verifies G21 = −G†12.
A number of properties then follow directly from the analysis presented in

Appendix B.
When k → 0 only G11 has a pole, G11 = O(1/k), G22 vanishes as k and

G12(x, y) = −G21(y, x) have finite limits:

G(x, y) ∼
k→0

(− 1
kψ+(x)ψ+(y)/‖ψ+‖2 −G21(y, x)

G12(x, y) 0

)
∼ − 1

2k
ψ+(x)ψ+(y)
‖ψ+‖2 (1+σ3).

Another limit of interest is the limit y → x. The non-diagonal elements are
discontinuous but the limit of interest for domain wall fermions is the average
of the two limits

G(x, x) = 1
2 (1 + σ3)G11(x, x) + 1

2 (1− σ3)G22(x, x) + iσ2G12(x, x) .

When the function A(x) is odd, A(−x) = −A(x), in the limit x = 0 the matrix
G(x, x) reduces to

G(0, 0) = 1
2 (1 + σ3)G11(0, 0) + 1

2 (1− σ3)G22(0, 0).

Examples.
(i) In the example of the function S(x) = 1

2x
2, the two components of the

hamiltonian H become

DD† = −d2
x + x2 + 1 , D†D = −d2

x + x2 − 1 .

We recognize two shifted harmonic oscillators and the spectrum of D contains
one eigenvalue zero, and a spectrum of opposite eigenvalues ±i√2n, n ≥ 1.

(ii) Another example useful for later purpose is S(x) = |x|. Then A(x) =
sgn(x) and A′(x) = 2δ(x). The two components of the hamiltonian H become

DD† = −d2
x + 1 + 2δ(x), D†D = −d2

x + 1− 2δ(x). (84)

Here one finds one isolated eigenvalue zero, and a continuous spectrum ε ≥ 1.
(iii) A less singular but similar example that can be solved analytically cor-

responds to A(x) = µ tanh(x), where µ is for instance a positive constant. It
leads to the potentials

V (x) = A2(x)±A′(x) = µ2 − µ(µ∓ 1)
cosh2(x)

.

The two operators have a continuous spectrum starting at µ2 and a discrete
spectrum

µ2 − (µ− n)2, n ∈ N ≤ µ , µ2 − (µ− n− 1)2, n ∈ N ≤ µ− 1 .
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8.2 Field Theory in Two Dimensions

A natural realization in quantum field theory of such a situation corresponds to
a two-dimensional model of a Dirac fermion in the background of a static soliton
(finite energy solution of the field equations).

We consider the action S(ψ̄, ψ, ϕ), ψ, ψ̄ being Dirac fermions, and ϕ a scalar
boson:

S(ψ̄, ψ, ϕ) =
∫

dxdt
[
−ψ̄ (�∂ +m+Mϕ)ψ + 1

2 (∂µϕ)2 + V (ϕ)
]
.

We assume that V (ϕ) has degenerate minima, like (ϕ2 − 1)2 or cosϕ, and field
equations thus admit soliton solutions ϕ(x), static solitons being the instantons
of the one-dimensional quantum ϕ model.

Let us now study the spectrum of the corresponding Dirac operator

D = σ1∂x + σ2∂t +m+Mϕ(x).

We assume for definiteness that ϕ(x) goes from −1 for x = −∞ to +1 for
x = +∞, a typical example being

ϕ(x) = tanh(x).

Since time translation symmetry remains, we can introduce the (euclidean) time
Fourier components and study

D = σ1dx + iωσ2 +m+Mϕ(x).

The zero eigenmodes of D are also the solutions of the eigenvalue equation

D |ψ〉 = ω |ψ〉 , D = ω + iσ2D = σ3dx + iσ2
(
m+Mϕ(x)

)
,

which differs from (81) by an exchange between the matrices σ3 and σ1. The
possible zero eigenmodes of D (ω = 0) thus satisfy

σ1 |ψ〉 = ε |ψ〉 , ε = ±1

and, therefore, are proportional to ψε(x), which is a solution of

εψ′ε +
(
m+Mϕ(x)

)
ψε = 0 .

This equation has a normalizable solution only if |m| < |M | and ε = +1. Then
we find one fermion zero-mode.

A soliton solution breaks space translation symmetry and thus generates a
zero-mode (similar to Goldstone modes). Straightforward perturbation expan-
sion around a soliton then would lead to IR divergences. Instead, the correct
method is to remove the zero-mode by taking the position of the soliton as a col-
lective coordinate. The integration over the position of the soliton then restores
translation symmetry.

The implications of the fermion zero-mode require further analysis. It is found
that it is associated with a double degeneracy of the soliton state, which carries
1/2 fermion number.
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8.3 Domain Wall Fermions

Continuum Formulation. One now considers four-dimensional space (but the
strategy applies to all even dimensional spaces) as a surface embedded in five-
dimensional space. We denote by xµ the usual four coordinates, and by t the
coordinate in the fifth dimension. Physical space corresponds to t = 0. We then
study the five-dimensional Dirac operator D in the background of a classical
scalar field ϕ(t) that depends only on t. The fermion action reads

S(ψ̄, ψ) = −
∫

dt d4x ψ̄(t, x)Dψ(t, x)

with
D = �∂ + γ5dt +Mϕ(Mt),

where the parameter M is a mass large with respect to the masses of all physical
particles.

Since translation symmetry in four-space is not broken, we introduce the
corresponding Fourier representation, and D then reads

D = ipµγµ + γ5dt +Mϕ(Mt).

To find the mass spectrum corresponding to D, it is convenient to write it as

D = γp [i|p|+ γpγ5dt + γpMϕ(Mt)] ,

where γp = pµγµ/|p| and thus γ2
p = 1. The eigenvectors with vanishing eigen-

value of D are also those of the operator

D = iγpD + |p| = iγpγ5dt + iγpMϕ(Mt),

with eigenvalue |p|.
We then note that iγpγ5, γp, and −γ5 are hermitian matrices that form a

representation of the algebra of Pauli matrices. The operator D can then be
compared with the operator (81), and Mϕ(Mt) corresponds to A(x). Under
the same conditions, D has an eigenvector with an isolated vanishing eigenvalue
corresponding to an eigenvector with positive chirality. All other eigenvalues, for
dimensional reasons are proportional to M and thus correspond to fermions of
large masses. Moreover, the eigenfunction with eigenvalue zero decays on a scale
t = O(1/M). Therefore, for M large one is left with a fermion that has a single
chiral component, confined on the t = 0 surface.

One can imagine for the function ϕ(t) some physical interpretation: ϕ may
be an additional scalar field and ϕ(t) may be a solution of the corresponding
field equations that connects two minima ϕ = ±1 of the ϕ potential. In the
limit of very sharp transition, one is led to the hamiltonian (84). Note that such
an interpretation is possible only for even dimensions d ≥ 4; in dimension 2,
zero-modes related to breaking of translation symmetry due to the presence of
the wall, would lead to IR divergences. These potential divergences thus forbid
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a static wall, a property analogous to the one encountered in the quantization
of solitons in Sect. 8.2.

More precise results follow from the study of Sect. 8.1. We have noticed that
G(t1, t2; p), the inverse of the Dirac operator in Fourier representation, has a
short distance singularity for t2 → t1 in the form of a discontinuity. Here, this
is an artifact of treating the fifth dimension differently from the four others. In
real space for the function G(t1, t2;x1−x2) with separate points on the surface,
x1 �= x2, the limit t1 = t2 corresponds to points in five dimensions that do not
coincide and this singularity is absent. A short analysis shows that this amounts
in Fourier representation to take the average of the limiting values (a property
that can easily be verified for the free propagator). Then, if ϕ(t) is an odd
function, for t1 = t2 = 0 one finds

D−1(p) =
i

2�p
[
d1(p2)(1 + γ5) + (1− γ5)p2d2(p2)

]
,

where d1, d2 are regular functions of p2. Therefore, D−1 anticommutes with γ5
and chiral symmetry is realized in the usual way. However, if ϕ(t) is of more
general type, one finds

D−1 =
i

2�p
[
d1(p2)(1 + γ5) + (1− γ5)p2d2(p2)

]
+ d3(p2),

where d3 is regular. As a consequence,

γ5D−1 +D−1γ5 = 2d3(p2)γ5 ,

which is a form of Ginsparg–Wilson’s relation because the r.h.s. is local.

Domain Wall Fermions: Lattice. We now replace four-dimensional contin-
uum space by a lattice but keep the fifth dimension continuous. We replace the
Dirac operator by the Wilson–Dirac operator (80) to avoid doublers. In Fourier
representation, we find

D = α(p) + iβµ(p)γµ + γ5dt +Mϕ(Mt).

This has the effect of replacing pµ by βµ(p) and shifting Mϕ(Mt) �→Mϕ(Mt)+
α(p). To ensure the absence of doublers, we require that for the values for which
βµ(p) = 0 and p �= 0 none of the solutions to the zero eigenvalue equation is
normalizable. This is realized if ϕ(t) is bounded for |t| → ∞, for instance,

|ϕ(t)| ≤ 1

and M < |α(p)|.
The inverse Dirac operator on the surface t = 0 takes the general form

D−1 = i�β [δ1(p2)(1 + γ5) + (1− γ5)δ2(p2)
]
+ δ3(p2),
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where δ1 is the only function that has a pole for p = 0, and where δ2, δ3 are
regular. The function δ3 does not vanish even if ϕ(t) is odd because the addition
of α(p2) breaks the symmetry. We then always find Ginsparg–Wilson’s relation

γ5D−1 +D−1γ5 = 2δ3(p2)γ5

More explicit expressions can be obtained in the limit ϕ(t) = sgn(t) (a situation
analogous to (84)), using the analysis of the Appendix B.

Of course, computer simulations of domain walls require also discretizing the
fifth dimension.
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Appendix A. Trace Formula for Periodic Potentials

We consider a hamiltonian H corresponding to a real periodic potential V (x)
with period X:

V (x+X) = V (x).

Eigenfunctions ψθ(x) are then also eigenfunctions of the translation operator T :

Tψθ(x) ≡ ψθ(x+X) = eiθψθ(x). (85)

We first restrict space to a box of size NX with periodic boundary conditions.
This implies a quantization of the angle θ

eiNθ = 1 ⇒ θ = θp ≡ 2πp/N , 0 ≤ p < N .

We call ψp,n the normalized eigenfunctions of H corresponding to the band n
and the pseudo-momentum θp,

∫ NX

0
dxψ∗p,m(x)ψq,n(x) = δmnδpq ,

and En(θp) the corresponding eigenvalues. Reality implies

En(θ) = En(−θ).

This leads to a decomposition of the identity operator in [0, NX]

δ(x− y) =
∑
p,n

ψp,n(x)ψ∗p,n(y).



230 J. Zinn-Justin

We now consider an operator O that commutes with T :

[T,O] = 0 ⇒ 〈x|O |y〉 = 〈x+X|O |y +X〉 .

Then,

〈q, n|O |p,m〉 =
∫ NX

0
dxdy ψ∗q,n(x) 〈x|O |y〉ψp,m(y) = δpqOmn(θp).

Its trace can be written as

trO =
∫ NX

0
dx 〈x|O |x〉 = N

∫ X

0
dx 〈x|O |x〉 =

∑
p,n

Onn(θp).

We then take the infinite box limit N →∞. Then,

1
N

∑
p

→ 1
2π

∫ 2π

0
dθ

and, thus, we find

∫ X

0
dx 〈x|O |x〉 =

∑
n

1
2π

∫ 2π

0
Onn(θ)dθ . (86)

We now apply this general result to the operator

O = T �e−βH .

Then, ∫ X

0
〈x|T �e−βH |x〉dx =

1
2π

∑
n

∫ 2π

0
ei�θ−βEn(θ)dθ ,

which using the definition of T can be rewritten as

∫ X

0
〈x+ �X| e−βH |x〉dx =

1
2π

∑
n

∫ 2π

0
ei�θ−βEn(θ)dθ .

In the path integral formulation, this leads to a representation of the form

∫
x(β/2)=x(−β/2)+�X

[dx(t)] exp [−S(x)] =
1
2π

∑
n

∫ 2π

0
ei�θ−βEn(θ)dθ ,

where x(−β/2) varies only in [0, X], justifying the representation (43).
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Appendix B.
Resolvent of the Hamiltonian in Supersymmetric QM

The resolvent G(z) = (H + z)−1 of the hermitian operator

H = −d2
x + V (x),

where −z is outside the spectrum of H, satisfies the differential equation:
(−d2

x + V (x) + z
)
G(z;x, y) = δ(x− y) . (87)

We recall how G(z;x, y) can be expressed in terms of two independent solutions
of the homogeneous equation

(−d2
x + V (x) + z

)
ϕ1,2(x) = 0 . (88)

If one partially normalizes by choosing the value of the wronskian

W (ϕ1, ϕ2) ≡ ϕ′1(x)ϕ2(x)− ϕ1(x)ϕ′2(x) = 1

and, moreover, imposes the boundary conditions

ϕ1(x) → 0 for x→ −∞, ϕ2(x) → 0 for x→ +∞ ,

then one verifies that G(z;x, y) is given by

G(z;x, y) = ϕ1(y)ϕ2(x) θ(x− y) + ϕ1(x)ϕ2(y) θ(y − x) . (89)

After some algebra, one verifies that the diagonal elements G(z;x;x) satisfy a
third order linear differential equation.

If the potential is an even function, V (−x) = V (x),

ϕ2(x) ∝ ϕ1(−x).

Application. We now apply this result to the operator

H = DD† with z = k2.

The functions ϕi then satisfy
(
DD† + k2)ϕi(x) ≡ [−d2

x +A2(x) +A′(x) + k2]ϕi(x) = 0 ,

and (89) yields the resolvent G−(k2;x, y), related to the matrix elements (84)
by

G22(k2;x, y) = −kG−(k2;x, y).

The corresponding solutions for the operator D†D + k2 follow since

D†
(
DD† + k2)ϕi = 0 =

(
D†D + k2)D†ϕi = 0 .
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The wronskian of the two functions

χi(x) = D†ϕi(x),

needed for normalization purpose, is simply

W (χ1, χ2) ≡ χ′1(x)χ2(x)− χ1(x)χ′2(x) = −k2.

Thus, the corresponding resolvent G+ (in (84) G11 = −kG+) reads

G+(k2;x, y) = − 1
k2 [χ1(y)χ2(x) θ(x− y) + χ1(x)χ2(y) θ(y − x)] .

The limits x = y are

G−(k2;x, x) = ϕ1(x)ϕ2(x), G+(k2;x, x) = − 1
k2χ1(x)χ2(x).

If the potential is even, here this implies that A(x) is odd, G±(k2;x, x) are even
functions.

We also need D†G−(k2;x, y):

D†G−(k2;x, y) = ϕ1(y)D†ϕ2(x)θ(x− y) + ϕ2(y)D†ϕ1(x)θ(y − x).

We note that D†G−(k2;x, y) is not continuous at x = y:

lim
y→x+

D†G−(k2;x, y) = ϕ2(x)D†ϕ1(x), lim
y→x−

D†G−(k2;x, y) = ϕ1(x)D†ϕ2(x)

and, therefore, from the wronskian,

lim
y→x−

D†G−(k2;x, y)− lim
y→x+

D†G−(k2;x, y) = 1 .

The half sum is given by

D†G−(k2;x, x) = 1
2 lim
y→x−

D†G−(k2;x, y) + 1
2 lim
y→x+

D†G−(k2;x, y)

= 1
2D
†ϕ1(x)ϕ2(x) + 1

2D
†ϕ2(x)ϕ1(x)

= 1
2 (ϕ1ϕ2)

′ (x) +A(x)ϕ1(x)ϕ2(x).

This function is odd when A(x) is odd.
In the limit k → 0, one finds

ϕ1(x) = NeS(x)
∫ x

−∞
du e−2S(u), ϕ2(x) = NeS(x)

∫ ∞
x

du e−2S(u)

with

N2
∫ +∞

−∞
du e−2S(u) = 1 .

Moreover,
D†ϕ1(x) = −Ne−S(x), D†ϕ2(x) = Ne−S(x).
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Therefore, as expected

G+(k2;x, y) ∼
k→0

1
k2N

2e−S(x)−S(y).

Finally,

D†G−(0;x, y) = N2
[
θ(x− y)e−S(x)+S(y)

∫ y

−∞
du e−2S(u) + (x↔ y)

]

and, therefore,

D†G−(0;x, x) = 1
2N

2
∫ ∞
−∞

dt sgn(x− t)e−2S(t).
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Supersymmetric Solitons and Topology
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Abstract. This lecture is devoted to solitons in supersymmetric theories. The em-
phasis is put on special features of supersymmetric solitons such as “BPS-ness”. I
explain why only zero modes are important in the quantization of the BPS solitons.
Hybrid models (Landau–Ginzburg models on curved target spaces) are discussed in
some detail. Topology of the target space plays a crucial role in the classification of the
BPS solitons in these models. The phenomenon of multiplet shortening is considered. I
present various topological indices (analogs of Witten’s index) which count the number
of solitons in various models.

1 Introduction

The term “soliton” was introduced in the 1960’s, but the scientific research of
solitons had started much earlier, in the nineteenth century when a Scottish
engineer, John Scott-Russell, observed a large solitary wave in a canal near
Edinburgh.

For the purpose of my lecture I will adopt a narrow interpretation of solitons.
Let us assume that a field theory under consideration possesses a few (more
than one) degenerate vacuum states. Then these vacua represent distinct phases
of the theory. A field configuration smoothly interpolating between the distinct
phases which is topologically stable will be referred to as soliton.1 This definition
is over-restrictive – for instance, it does not include vortices, which present a
famous example of topologically stable solitons. I would be happy to discuss
supersymmetric vortices and flux tubes. However, because of time limitations, I
have to abandon this idea limiting myself to supersymmetric kinks and domain
walls.

In non-supersymmetric field theories the vacuum degeneracy usually requires
spontaneous breaking of some global symmetry – either discrete or continuous.
In supersymmetric field theories (if supersymmetry – SUSY – is unbroken) all
vacua must have a vanishing energy density and are thus degenerate.

This is the first reason why SUSY theories are so special as far as topological
solitons are concerned. Another (more exciting) reason explaining the enormous
interest in topological solitons in supersymmetric theories is the existence of
a special class of solitons, which are called “critical” or “Bogomol’nyi–Prasad–
Sommerfield saturated” (BPS for short).

A birds’ eye view on the development of supersymmetry beginning from
its inception in 1971 [1] is presented in Appendix B. A seminal paper which
1 More exactly, we will call it “topological soliton”.

M. Shifman, Supersymmetric Solitons and Topology, Lect. Notes Phys. 659, 237–284 (2005)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2005
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opened for investigation the currently flourishing topic of BPS saturated soli-
tons is that of Witten and Olive [2] where the authors noted that in many
instances (supporting topological solitons) topological charges coincide with the
so-called central charges [3] of superalgebras. This allows one to formulate the
Bogomol’nyi–Prasad–Sommerfield construction [4] in algebraic terms and to ex-
tend the original classical formulation to the quantum level, making it exact. All
these statements will be explained in detail below.

In high energy physics theorists traditionally deal with a variety of distinct
solitons in various space-time dimensions D. Some of the most popular ones are:

(i) kinks in D = 1+1 (being elevated to D = 1+3 they represent domain
walls);

(ii) vortices in D = 1+2 (being elevated to D = 1+3 they represent strings
or flux tubes);

(iii) magnetic monopoles in D = 1+3.
In the three cases above the topologically stable solutions are known from the

1930’s, ’50’s, and ’70’s, respectively. Then it was shown that all these solitons can
be embedded in supersymmetric theories. To this end one adds an appropriate
fermion sector, and if necessary, expands the boson sector. In this lecture we
will limit ourselves to critical (or BPS-saturated) kinks and domain walls. Non-
critical solitons are typically abundant, but we will not touch this theme at
all.

The presence of fermions leads to a variety of novel physical phenomena
which are inherent to BPS-saturated solitons. These phenomena are one of the
prime subjects of my lecture.

Before I will be able to explain why supersymmetric solitons are special
and interesting, I will have to review briefly well-known facts about solitons
in bosonic theories and provide a general introduction to supersymmetry in
appropriate models. I will start with the simplest model – one (real) scalar field
in two dimensions plus the minimal set of superpartners.

2 D = 1+1; N = 1

In this part we will consider the simplest supersymmetric model in D = 1+1
dimensions that admits solitons. The Lagrangian of this model is

L =
1
2

{
∂µφ∂

µφ+ ψ̄ i�∂ψ −
(
∂W
∂φ

)2

− ∂2W
∂φ2 ψ̄ψ

}
, (2.1)

where φ is a real scalar field and ψ is a Majorana spinor,

ψ =
(
ψ1
ψ2

)
(2.2)

with ψ1,2 real. Needless to say that the gamma matrices must be chosen in the
Majorana representation. A convenient choice is

γ0 = σ2 , γ1 = iσ3 , (2.3)
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where σ2,3 are the Pauli matrices. For future reference we will introduce a “γ5”
matrix, γ5 = γ0γ1 = −σ1. Moreover,

ψ̄ = ψγ0 .

The superpotential function W(φ) is, in principle, arbitrary. The model (2.1)
with anyW(φ) is supersymmetric, provided thatW ′ ≡ ∂W/∂φ vanishes at some
value of φ. The points φi where

∂W
∂φ

= 0

are called critical. As can be seen from (2.1), the scalar potential is related to the
superpotential as U(φ) = (1/2)(∂W/∂φ)2. Thus, the critical points correspond
to a vanishing energy density,

U(φi) =
1
2

(
∂W
∂φ

)2

φ=φi

= 0 . (2.4)

The critical points accordingly are the classical minima of the potential energy –
the classical vacua. For our purposes, the soliton studies, we require the existence
of at least two distinct critical points in the problem under consideration. The
kink will interpolate between distinct vacua.

Two popular choices of the superpotential function are:

W(φ) =
m2

4λ
φ− λ

3
φ3 , (2.5)

and
W(φ) = mv2 sin

φ

v
. (2.6)

Here m, λ, and v are real (positive) parameters. The first model is referred
to as superpolynomial (SPM), the second as super–sine–Gordon (SSG). The
classical vacua in the SPM are at φ = ±m(2λ)−1 ≡ φ±∗ . I will assume that
λ/m � 1 to ensure the applicability of the quasiclassical treatment. This is
the weak coupling regime for the SPM. A kink solution interpolates between
φ−∗ = −m/2λ at z → −∞ and φ+

∗ = m/2λ at z → ∞, an anti-kink solution
between φ+

∗ = m/2λ at z → −∞ and φ−∗ = −m/2λ at z → ∞. The classical
kink solution has the form

φ 0 =
m

2λ
tanh

mz

2
. (2.7)

The weak coupling regime in the SSG case is attained at v � 1. In the
super–sine–Gordon model there are infinitely many vacua; they lie at

φ k∗ = v
(π

2
+ kπ

)
, (2.8)

where k is an integer, either positive or negative. Correspondingly, there exist
solitons connecting any pair of vacua. In this case we will limit ourselves to
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consideration of the “elementary” solitons, which connect adjacent vacua, e.g.
φ 0,−1
∗ = ±πv/2,

φ 0 = v arcsin [ tanh(mz)] . (2.9)

In D = 1+1 the real scalar field represents one degree of freedom (bosonic),
and so does the two-component Majorana spinor (fermionic). Thus, the number
of bosonic and fermionic degrees of freedom is identical, which is a necessary
condition for supersymmetry. One can show in many different ways that the La-
grangian (2.1) does actually possess supersymmetry. For instance, let us consider
the supercurrent,

Jµ = (�∂φ)γµψ + i
∂W
∂φ

γµψ . (2.10)

This object is linear in the fermion field; therefore, it is obviously fermionic. On
the other hand, it is conserved. Indeed,

∂µJ
µ = (∂2 φ)ψ + (�∂φ)(�∂ψ) + i

∂2W
∂φ2 (�∂φ)ψ + i

∂W
∂φ

�∂ψ . (2.11)

The first, second, and third terms can be expressed by virtue of the equations
of motion, which immediately results in various cancelations. After these cance-
lations only one term is left in the divergence of the supercurrent,

∂µJ
µ = −1

2
∂3W
∂φ3 (ψ̄ψ)ψ . (2.12)

If one takes into account (i) the fact that the spinor ψ is real and two-component,
and (ii) the Grassmannian nature of ψ1,2, one immediately concludes that the
right-hand side in (2.12) vanishes.

The supercurrent conservation implies the existence of two conserved charges,2

Qα =
∫

dz J 0
α =

∫
dz

{(
�∂φ+ i

∂W
∂φ

)(
γ0ψ

)}
α

, α = 1, 2 . (2.13)

These supercharges form a doublet with respect to the Lorentz group in D = 1+1.
They generate supertransformations of the fields, for instance,

[Qα , φ] = −iψα , {Qα , ψ̄β} = (�∂)αβφ+ i
∂W
∂φ

δαβ , (2.14)

and so on. In deriving (2.14) I used the canonical commutation relations
[
φ(t, z), φ̇(t, z′)

]
= iδ(z−z′) , {

ψα(t, z), ψ̄β(t, z′)
}

=
(
γ0)

αβ
δ(z−z′) . (2.15)

Note that by acting with Q on the bosonic field we get a fermionic one and vice
versa. This fact demonstrates, once again, that the supercharges are symmetry
generators of fermionic nature.
2 Two-dimensional theories with two conserved supercharges are referred to as N = 1.
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Given the expression for the supercharges (2.13) and the canonical commu-
tation relations (2.15) it is not difficult to find the superalgebra,

{Qα, Q̄β} = 2 (γµ)αβ Pµ + 2i (γ5)αβ Z . (2.16)

Here Pµ is the operator of the total energy and momentum,

Pµ =
∫

dzTµ 0 , (2.17)

where Tµν is the energy-momentum tensor,

Tµν = ∂µφ∂νφ+
1
2
ψ̄γµ i∂νψ − 1

2
gµν

[
∂γφ∂

γφ− (W ′)2
]
, (2.18)

and Z is the central charge,

Z =
∫

dz ∂zW(φ) = W[φ(z = ∞)]−W[φ(z = −∞)] . (2.19)

The local form of the superalgebra (2.16) is
{
Jµα , Q̄β

}
= 2 (γν)αβ Tµν + 2i (γ5)αβ ζµ , (2.20)

where ζµ is the conserved topological current,

ζµ = εµν∂νW . (2.21)

Symmetrization (antisymmetrization) over the bosonic (fermionic) operators in
the products is implied in the above expressions.

I pause here to make a few comments. Equation (2.16) can be viewed as
a general definition of supersymmetry. Without the second term on the right-
hand side, i.e. in the form {Qα, Q̄β} = 2 (γµ)αβ Pµ, it was obtained by two of
the founding fathers of supersymmetry, Golfand and Likhtman, in 1971 [1]. The
Z term in (2.16) is referred to as the central extension. At a naive level of con-
sideration one might be tempted to say that this term vanishes since it is the
integral of a full derivative. Actually, it does not vanish in problems in which one
deals with topological solitons. We will see this shortly. The occurrence of the
central charge Z is in one-to-one correspondence with the topological charges
– this fact was noted by Witten and Olive [2]. Even before the work of Witten
and Olive, the possibility of central extensions of the defining superalgebra was
observed, within a purely algebraic consideration, by Haag, Lopuszanski, and
Sohnius [3]. The theories with centrally extended superalgebras are special: they
admit critical solitons. Since the central charge is the integral of the full deriva-
tive, it is independent of details of the soliton solution and is determined only by
the boundary conditions. To ensure that Z �= 0 the field φ must tend to distinct
limits at z → ±∞.
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2.1 Critical (BPS) Kinks

A kink in D = 1+1 is a particle. Any given soliton solution obviously breaks
translational invariance. Since {Q, Q̄} ∝ P , typically both supercharges are bro-
ken on the soliton solutions,

Qα|sol〉 �= 0 , α = 1, 2 . (2.22)

However, for certain special kinks, one can preserve 1/2 of supersymmetry, i.e.

Q1|sol〉 �= 0 and Q2|sol〉 = 0 , (2.23)

or vice versa. Such kinks are called critical, or BPS-saturated.3

The critical kink must satisfy a first order differential equation – this fact,
as well as the particular form of the equation, follows from the inspection of
(2.13) or the second equation in (2.14). Indeed, for static fields φ = φ(z), the
supercharges Qα are proportional to

Qα ∝
(
∂zφ+W ′ 0

0 −∂zφ+W ′
)
. (2.24)

One of the supercharges vanishes provided that

∂φ(z)
∂z

= ± ∂W(φ)
∂φ

, (2.25)

or, for short,
∂zφ = ±W ′ . (2.26)

The plus and minus signs correspond to kink and anti-kink, respectively. Gener-
ically, the equations that express the conditions for the vanishing of certain
supercharges are called BPS equations.

The first order BPS equation (2.26) implies that the kink automatically sat-
isfies the general second order equation of motion. Indeed, let us differentiate
both sides of (2.26) with respect to z. Then one gets

∂2
zφ = ±∂zW ′ = ±W ′′ ∂zφ

= W ′′W ′ = ∂U

∂φ
. (2.27)

3 More exactly, in the case at hand we deal with 1/2 BPS-saturated kinks. As I have
already mentioned, BPS stands for Bogomol’nyi, Prasad, and Sommerfield [4]. In
fact, these authors considered solitons in a non-supersymmetric setting. They found,
however, that under certain conditions they can be described by first order differential
equations, rather than second order equations of motion. Moreover, under these
conditions the soliton mass was shown to be proportional to the topological charge.
We understand now that the limiting models considered in [4] are bosonic sectors of
supersymmetric models.
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The latter presents the equation of motion for static (time independent) field
configurations. This is a general feature of supersymmetric theories: compliance
with the BPS equations entails compliance with the equations of motion.

The inverse statement is generally speaking wrong – not all solitons which
are static solutions of the second order equations of motion satisfy the BPS
equations. However, in the model at hand, with a single scalar field, the inverse
statement is true. In this model any static solution of the equation of motion
satisfies the BPS equation. This is due to the fact that there exists an “integral
of motion.” Indeed, let us reinterpret z as a “time,” for a short while. Then
the equation ∂2

zφ − U ′ = 0 can be reinterpreted as
..

φ −U ′ = 0, i.e. the one-
dimensional motion of a particle of mass 1 in the potential −U(φ). The conserved
“energy” is (1/2) φ̇2−U . At −∞ both the “kinetic” and “potential” terms tend
to zero. This boundary condition emerges because the kink solution interpolates
between two critical points, the vacua of the model, while supersymmetry ensures
that U(φ∗) = 0. Thus, on the kink configuration (1/2) φ̇2 = U implying that
φ̇ = ±W ′.

We have already learned that the BPS saturation in the supersymmetric
setting means the preservation of a part of supersymmetry. Now, let us ask
ourselves why this feature is so precious.

To answer this question let us have a closer look at the superalgebra (2.16).
In the kink rest frame it reduces to

(Q1)
2 = M + Z , (Q2)

2 = M −Z

{Q1, Q2} = 0 , (2.28)

where M is the kink mass. Since Q2 vanishes on the critical kink, we see that

M = Z . (2.29)

Thus, the kink mass is equal to the central charge, a nondynamical quantity
which is determined only by the boundary conditions on the field φ (more exactly,
by the values of the superpotential in the vacua between which the kink under
consideration interpolates).

2.2 The Kink Mass (Classical)

The classical expression for the central charge is given in (2.19). (Anticipating a
turn of events I hasten to add that a quantum anomaly will modify this classical
expression; see Sect. 2.6.) Now we will discuss the critical kink mass.

In the SPM

φ±∗ = ±m

2λ
, W±0 ≡ W[φ±∗ ] = ± m3

12λ2 (2.30)

and, hence,

MSPM =
m3

6λ2 . (2.31)
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In the SSG model

φ±∗ = ±v π
2
, W±0 ≡ W[φ±∗ ] = ±mv2 . (2.32)

Therefore,
MSSG = 2mv2 . (2.33)

Applicability of the quasiclassical approximation demands m/λ � 1 and
v � 1, respectively.

2.3 Interpretation of the BPS Equations. Morse Theory

In the model described above we deal with a single scalar field. Since the BPS
equation is of first order, it can always be integrated in quadratures. Examples
of the solution for two popular choices of the superpotential are given in (2.7)
and (2.9).

The one-field model is the simplest but certainly not the only model with
interesting applications. The generic multi-field N = 1 SUSY model of the
Landau–Ginzburg type has a Lagrangian of the form

L =
1
2

{
∂µφ

a ∂µφa + iψ̄aγµ∂µψ
a − ∂W

∂φa
∂W
∂φa

− ∂2W
∂φa∂φb

ψ̄aψb
}
, (2.34)

where the superpotential W now depends on n variables, W = W(φa); in what
follows a, b will be referred to as “flavor” indices, a, b = 1, ..., n. The sum over
both a and b is implied in (2.34). The vacua (critical points) of the generic model
are determined by a set of equations

∂W
∂φa

= 0 , a = 1, ..., n . (2.35)

If one views W(φa) as a “mountain profile,” the critical points are the extremal
points of this profile – minima, maxima, and saddle points. At the critical points
the potential energy

U(φa) =
1
2

(
∂W
∂φa

)2

(2.36)

is minimal – U(φa∗) vanishes. The kink solution is a trajectory φa(z) interpolating
between a selected pair of critical points.

The BPS equations take the form

∂φa

∂z
= ±∂W

∂φa
, a = 1, ..., n . (2.37)

For n > 1 not all solutions of the equations of motion are the solutions of the
BPS equations, generally speaking. In this case the critical kinks represent a sub-
class of all possible kinks. Needless to say, as a general rule the set of equations
(2.37) cannot be analytically integrated.
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A mechanical analogy exists which allows one to use the rich intuition one
has with mechanical motion in order to answer the question whether or not
a solution interpolating between two given critical points exist. Indeed, let us
again interpret z as a “time.” Then (2.37) can be read as follows: the velocity
vector is equal to the force (the gradient of the superpotential profile). This is the
equation describing the flow of a very viscous fluid, such as honey. One places a
droplet of honey at a given extremum of the profile W and then one asks oneself
whether or not this droplet will flow into another given extremum of this profile.
If there is no obstruction in the form of an abyss or an intermediate extremum,
the answer is yes. Otherwise it is no.

Mathematicians developed an advanced theory regarding gradient flows. It is
called Morse theory. Here I will not go into further details referring the interested
reader to Milnor’s well-known textbook [5].

2.4 Quantization. Zero Modes: Bosonic and Fermionic

So far we were discussing classical kink solutions. Now we will proceed to quan-
tization, which will be carried out in the quasiclassical approximation (i.e. at
weak coupling).

The quasiclassical quantization procedure is quite straightforward. With the
classical solution denoted by φ0, one represents the field φ as a sum of the
classical solution plus small deviations,

φ = φ0 + χ . (2.38)

One then expands χ, and the fermion field ψ, in modes of appropriately chosen
differential operators, in such a way as to diagonalize the Hamiltonian. The
coefficients in the mode expansion are the canonical coordinates to be quantized.
The zero modes in the mode expansion – they are associated with the collective
coordinates of the kink – must be treated separately. As we will see, for critical
solitons all nonzero modes cancel (this is a manifestation of the Bose–Fermi
cancelation inherent to supersymmetric theories). In this sense, the quantization
of supersymmetric solitons is simpler than the one of their non-supersymmetric
brethren. We have to deal exclusively with the zero modes. The cancelation of
the nonzero modes will be discussed in the next section.

To properly define the mode expansion we have to discretize the spectrum,
i.e. introduce an infrared regularization. To this end we place the system in a
large spatial box, i.e., we impose the boundary conditions at z = ±L/2, where
L is a large auxiliary size (at the very end, L → ∞). The conditions we choose
are

[∂zφ−W ′(φ)]z=±L/2 = 0 , ψ1|z=±L/2 = 0 ,

[∂z −W ′′(φ)]ψ2|z=±L/2 = 0 , (2.39)

where ψ1,2 denote the components of the spinor ψα. The first line is nothing but
a supergeneralization of the BPS equation for the classical kink solution. The
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second line is a consequence of the Dirac equation of motion: if ψ satisfies the
Dirac equation, there are essentially no boundary conditions for ψ2 . Therefore,
the second line is not an independent boundary condition – it follows from
the first line. These boundary conditions fully determine the eigenvalues and
the eigenfunctions of the appropriate differential operators of the second order;
see (2.40) below.

The above choice of the boundary conditions is definitely not unique, but it is
particularly convenient because it is compatible with the residual supersymmetry
in the presence of the BPS soliton. The boundary conditions (2.39) are consistent
with the classical solutions, both for the spatially constant vacuum configurations
and for the kink. In particular, the soliton solution φ 0 given in (2.7) (for the
SPM) or (2.9) (for the SSG model) satisfies ∂zφ−W ′ = 0 everywhere. Note that
the conditions (2.39) are not periodic.

Now, for the mode expansion we will use the second order Hermitean differ-
ential operators L2 and L̃2,

L2 = P †P , L̃2 = PP † , (2.40)

where
P = ∂z − W ′′|φ=φ0(z) , P † = −∂z − W ′′|φ=φ0(z) . (2.41)

The operator L2 defines the modes of χ ≡ φ−φ0, and those of the fermion field
ψ2, while L̃2 does this job for ψ1. The boundary conditions for ψ1,2 are given in
(2.39), for χ they follow from the expansion of the first condition in (2.39),

[∂z −W ′′(φ0(z))]χ|z=±L/2 = 0 . (2.42)

It would be natural at this point if you would ask me why it is the differential
operators L2 and L̃2 that are chosen for the mode expansion. In principle, any
Hermitean operator has an orthonormal set of eigenfunctions. The choice above
is singled out because it ensures diagonalization. Indeed, the quadratic form
following from the Lagrangian (2.1) for small deviations from the classical kink
solution is

S(2) → 1
2

∫
d2x

{−χL2χ− iψ1Pψ2 + iψ2P
†ψ1

}
. (2.43)

where I neglected time derivatives and used the fact that dφ0/dz = W ′(φ0) for
the kink under consideration. If diagonalization is not yet transparent, wait for
an explanatory comment in the next section.

It is easy to verify that there is only one zero mode χ0(z) for the operator
L2. It has the form

χ0 ∝ dφ0

dz
∝ W ′|φ=φ0(z) ∝




1
cosh2(mz/2) (SPM) .

1
cosh (mz) (SSG) .

(2.44)

It is quite obvious that this zero mode is due to translations. The corresponding
collective coordinate z0 can be introduced through the substitution z −→ z− z0
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in the classical kink solution. Then

χ0 ∝ ∂φ0(z − z0)
∂z0

. (2.45)

The existence of the zero mode for the fermion component ψ2, which is
proportional to the same function ∂φ0/∂z0 as the zero mode in χ, (in fact, this
is the zero mode in P ), is due to supersymmetry. The translational bosonic
zero mode entails a fermionic one usually referred to as “supersymmetric (or
supertranslational) mode.”

The operator L̃2 has no zero modes at all.
The translational and supertranslational zero modes discussed above imply

that the kink 4 is described by two collective coordinates: its center z0 and a
fermionic “center” η, which is a Grassmann parameter,

φ = φ0(z − z0) + nonzero modes , ψ2 = η χ0 + nonzero modes , (2.46)

where χ0 is the normalized mode obtained from (2.44) by normalization. The
nonzero modes in (2.46) are those of the operator L2. As for the component ψ1
of the fermion field, we decompose ψ1 in modes of the operator L̃2; thus, ψ1 is
given by the sum over nonzero modes of this operator (L̃2 has no zero modes).

Now, we are ready to derive a Lagrangian describing the moduli dynamics.
To this end we substitute (2.46) in the original Lagrangian (2.1) ignoring the
nonzero modes and assuming that time dependence enters only through (an
adiabatically slow) time dependence of the moduli, z0 and η,

LQM = −M +
1
2
ż2
0

∫
dz

(
dφ0(z)
dz

)2

+
i

2
ηη̇

∫
dz (χ0(z))

2

= −M +
M

2
ż2
0 +

i

2
ηη̇ , (2.47)

where M is the kink mass and the subscript QM emphasizes the fact that the
original field theory is now reduced to quantum mechanics of the kink moduli.
The bosonic part of this Lagrangian is quite evident: it corresponds to a free
non-relativistic motion of a particle with mass M .

A priori one might expect the fermionic part of LQM to give rise to a Fermi–
Bose doubling. While generally speaking this is the case, in the simplest example
at hand there is no doubling, and the “fermion center” modulus does not manifest
itself.

Indeed, the (quasiclassical) quantization of the system amounts to imposing
the commutation (anticommutation) relations

[ p, z0] = −i , η2 =
1
2
, (2.48)

where p = M ż0 is the canonical momentum conjugated to z0. It means that in
the quantum dynamics of the soliton moduli z0 and η, the operators p and η can
4 Remember, in two dimensions the kink is a particle!
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be realized as

p = Mż0 = −i d
dz0

, η =
1√
2
. (2.49)

(It is clear that we could have chosen η = − 1/
√

2 as well. The two choices are
physically equivalent.)

Thus, η reduces to a constant; the Hamiltonian of the system is

HQM = M − 1
2M

d2

dz2
0
. (2.50)

The wave function on which this Hamiltonian acts is single-component.
One can obtain the same Hamiltonian by calculating supercharges. Substi-

tuting the mode expansion in the supercharges (2.13) we arrive at

Q1 = 2
√
Z η + ... , Q2 =

√
Z ż0 η + ... , (2.51)

and Q2
2 = HQM −M . (Here the ellipses stand for the omitted nonzero modes.)

The supercharges depend only on the canonical momentum p,

Q1 =
√

2Z , Q2 =
p√
2Z . (2.52)

In the rest frame in which we perform our consideration {Q1, Q2} = 0; the
only value of p consistent with it is p = 0. Thus, for the kink at rest, Q1 =√

2Z and Q2 = 0, which is in full agreement with the general construction.
The representation (2.52) can be used at nonzero p as well. It reproduces the
superalgebra (2.16) in the non-relativistic limit, with p having the meaning of
the total spatial momentum P1.

The conclusion that there is no Fermi–Bose doubling for the supersymmetric
kink rests on the fact that there is only one (real) fermion zero mode in the
kink background, and, consequently, a single fermionic modulus. This is totally
counterintuitive and is, in fact, a manifestation of an anomaly. We will discuss
this issue in more detail later (Sect. 2.7).

2.5 Cancelation of Nonzero Modes

Above we have omitted the nonzero modes altogether. Now I want to show that
for the kink in the ground state the impact of the bosonic nonzero modes is
canceled by that of the fermionic nonzero modes.

For each given nonzero eigenvalue, there is one bosonic eigenfunction (in the
operator L2), the same eigenfunction in ψ2, and one eigenfunction in ψ1 (of the
operator L̃2) with the same eigenvalue. The operators L2 and L̃2 have the same
spectrum (except for the zero modes) and their eigenfunctions are related.

Indeed, let χn be a (normalized) eigenfunction of L2,

L2χn(z) = ω2
nχn(z) . (2.53)
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Introduce
χ̃n(z) =

1
ωn

P χn(z) . (2.54)

Then, χ̃n(z) is a (normalized) eigenfunction of L̃2 with the same eigenvalue,

L̃2χ̃n(z) = PP †
1
ωn

P χn(z) =
1
ωn

P ω2
nχn(z) = ω2

nχ̃n(z) . (2.55)

In turn,

χn(z) =
1
ωn

P † χ̃n(z) . (2.56)

The quantization of the nonzero modes is quite standard. Let us denote the
Hamiltonian density by H,

H =
∫
dzH .

Then in the quadratic in the quantum fields χ approximation the Hamiltonian
density takes the following form:

H− ∂zW =
1
2
{
χ̇2 + [(∂ z −W ′′)χ]2

+ i ψ2(∂ z +W ′′)ψ1 + iψ1(∂ z −W ′′)ψ2} , (2.57)

whereW ′′ is evaluated at φ = φ0. We recall that the prime denotes differentiation
over φ,

W ′′ = ∂2W
∂φ2 .

The expansion in eigenmodes has the form,

χ(x) =
∑
n �=0

bn(t)χn(z) , ψ2(x) =
∑
n �=0

ηn(t)χn(z) ,

ψ1(x) =
∑
n �=0

ξn(t) χ̃n(z) . (2.58)

Note that the summation does not include the zero mode χ0(z). This mode is
not present in ψ1 at all. As for the expansions of χ and ψ2, the inclusion of the
zero mode would correspond to a shift in the collective coordinates z0 and η.
Their quantization has been already considered in the previous section. Here we
set z0 = 0.

The coefficients bn, ηn and ξn are time-dependent operators. Their equal time
commutation relations are determined by the canonical commutators (2.15),

[bm, ḃn] = iδmn , {ηm, ηn} = δmn , {ξm, ξn} = δmn . (2.59)

Thus, the mode decomposition reduces the dynamics of the system under con-
sideration to quantum mechanics of an infinite set of supersymmetric harmonic
oscillators (in higher orders the oscillators become anharmonic). The ground



250 M. Shifman

state of the quantum kink corresponds to setting each oscillator in the set to the
ground state.

Constructing the creation and annihilation operators in the standard way, we
find the following nonvanishing expectations values of the bilinears built from
the operators bn, ηn, and ξn in the ground state:

〈ḃ2n〉sol =
ωn
2
, 〈b2n〉sol =

1
2ωn

, 〈ηnξn〉sol =
i

2
. (2.60)

The expectation values of other bilinears obviously vanish. Combining (2.57),
(2.58), and (2.60) we get

〈sol |H(z)− ∂zW| sol〉

=
1
2

∑
n �=0

{
ωn
2
χ2
n +

1
2ωn

[(∂ z −W ′′)χn]2 − ωn
2
χ2
n

− 1
2ωn

[(∂ z −W ′′)χn]2
}
≡ 0 . (2.61)

In other words, for the critical kink (in the ground state) the Hamiltonian den-
sity is locally equal to ∂zW – this statement is valid at the level of quantum
corrections!

The four terms in the braces in (2.61) are in one-to-one correspondence with
those in (2.57). Note that in proving the vanishing of the right-hand side we did
not perform integrations by parts. The vanishing of the right-hand side of (2.57)
demonstrates explicitly the residual supersymmetry – i.e. the conservation of Q2
and the fact that M = Z. Equation (2.61) must be considered as a local version
of BPS saturation (i.e. conservation of a residual supersymmetry).

The multiplet shortening guarantees that the equalityM = Z is not corrected
in higher orders. For critical solitons, quantum corrections cancel altogether;
M = Z is exact.

What lessons can one draw from the considerations of this section? In the
case of the polynomial model the target space is noncompact, while the one in
the sine–Gordon case can be viewed as a compact target manifold S1. In these
both cases we get one and the same result: a short (one-dimensional) soliton
multiplet defying the fermion parity (further details will be given in Sect. 2.7).

2.6 Anomaly I

We have explicitly demonstrated that the equality between the kink mass M
and the central charge Z survives at the quantum level. The classical expression
for the central charge is given in (2.19). If one takes proper care of ultraviolet
regularization one can show [6] that quantum corrections do modify (2.19). Here
we will present a simple argument demonstrating the emergence of an anomalous
term in the central charge. We also discuss its physical meaning.
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To begin with, let us consider γµJµ where Jµ is the supercurrent defined in
(2.10). This quantity is related to the superconformal properties of the model
under consideration. At the classical level

(γµJµ)class = 2iW ′ψ . (2.62)

Note that the first term in the supercurrent (2.10) gives no contribution in (2.62)
due to the fact that in two dimensions γµγνγµ = 0.

The local form of the superalgebra is given in (2.20). Multiplying (2.20) by
γµ from the left, we get the supertransformation of γµJµ,

1
2
{
γµJµ , Q̄

}
= Tµµ + iγµγ

5 ζµ , γ5 = γ0γ1 = −σ1. (2.63)

This equation establishes a supersymmetric relation between γµJµ, Tµµ , and ζµ

and, as was mentioned above, remains valid with quantum corrections included.
But the expressions for these operators can (and will) be changed. Classically
the trace of the energy-momentum tensor is

(
Tµµ

)
class

= (W ′)2 +
1
2
W ′′ ψ̄ψ , (2.64)

as follows from (2.18). The zero component of the topological current ζµ in the
second term in (2.63) classically coincides with the density of the central charge,
∂zW, see (2.21). It is seen that the trace of the energy-momentum tensor and
the density of the central charge appear in this relation together.

It is well-known that in renormalizable theories with ultraviolet logarith-
mic divergences, both the trace of the energy-momentum tensor and γµJµ have
anomalies. We will use this fact, in conjunction with (2.63), to establish the
general form of the anomaly in the density of the central charge.

To get an idea of the anomaly, it is convenient to use dimensional regular-
ization. If we assume that the number of dimensions is D = 2 − ε rather than
D = 2, the first term in (2.10) does generate a nonvanishing contribution to
γµJµ, proportional to (D−2)(∂νφ) γνψ. At the quantum level this operator gets
an ultraviolet logarithm (i.e. (D − 2)−1 in dimensional regularization), so that
D − 2 cancels, and we are left with an anomalous term in γµJµ.

To do the one-loop calculation, we apply here (as well as in some other
instances below) the background field technique: we substitute the field φ by its
background and quantum parts, φ and χ, respectively,

φ −→ φ+ χ . (2.65)

Specifically, for the anomalous term in γµJµ,

(γµJµ)anom = (D − 2) (∂νφ) γνψ = −(D − 2)χγν∂νψ

= i (D − 2)χW ′′(φ+ χ)ψ , (2.66)

where an integration by parts has been carried out, and a total derivative term
is omitted (on dimensional grounds it vanishes in the limit D = 2). We also used
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the equation of motion for the ψ field. The quantum field χ then forms a loop
and we get for the anomaly,

(γµJµ)anom = i (D − 2) 〈0|χ2|0〉W ′′′(φ)ψ

= −(D − 2)
∫

dDp
(2π)D

1
p2 −m2 W ′′′(φ)ψ

=
i

2π
W ′′′(φ)ψ . (2.67)

The supertransformation of the anomalous term in γµJµ is

1
2
{
(γµJµ)anom , Q̄

}
=
(

1
8π
W ′′′′ψ̄ψ +

1
4π
W ′′′W ′

)

+iγµγ5εµν∂ν

(
1
4π
W ′′

)
. (2.68)

The first term on the right-hand side is the anomaly in the trace of the energy-
momentum tensor, the second term represents the anomaly in the topological
current. The corrected current has the form

ζµ = εµν∂ν

(
W +

1
4π
W ′′

)
. (2.69)

Consequently, at the quantum level, after the inclusion of the anomaly, the cen-
tral charge becomes

Z =
(
W +

1
4π
W ′′

)
z=+∞

−
(
W +

1
4π
W ′′

)
z=−∞

. (2.70)

2.7 Anomaly II (Shortening Supermultiplet Down to One State)

In the model under consideration, see (2.1), the fermion field is real which implies
that the fermion number is not defined. What is defined, however, is the fermion
parity G. Following a general tradition, G is sometimes denoted as (−1)F , in
spite of the fact that in the case at hand the fermion number F does not exist.
The tradition originates, of course, in models with complex fermions, where the
fermion number F does exist, but we will not dwell on this topic.

The action of G reduces to changing the sign for the fermion operators leaving
the boson operators intact, for instance,

GQαG
−1 = −Qα , GPµG

−1 = Pµ . (2.71)

The fermion parity G realizes Z2 symmetry associated with changing the sign of
the fermion fields. This symmetry is obvious at the classical level (and, in fact,
in any finite order of perturbation theory). This symmetry is very intuitive – this
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is the Z2 symmetry which distinguishes fermion states from the boson states in
the model at hand, with the Majorana fermions.

Here I will try to demonstrate (without delving too deep into technicalities)
that in the soliton sector the very classification of states as either bosonic or
fermionic is broken. The disappearance of the fermion parity in the BPS soliton
sector is a global anomaly [7].

Let us consider the algebra (2.28) in the special case M2 = Z2. Assuming Z
to be positive, we consider the BPS soliton, M = Z, for which the supercharge
Q2 is trivial, Q2 = 0. Thus, we are left with a single supercharge Q1 realized
nontrivially. The algebra reduces to a single relation

(Q1)2 = 2Z . (2.72)

The irreducible representations of this algebra are one-dimensional. There are
two such representations,

Q1 = ±
√

2Z , (2.73)

i.e., two types of solitons,

Q1| sol+ 〉 =
√

2Z | sol+ 〉 , Q1| sol− 〉 = −
√

2Z | sol− 〉 . (2.74)

It is clear that these two representations are unitary non-equivalent.
The one-dimensional irreducible representation of supersymmetry implies

multiplet shortening: the short BPS supermultiplet contains only one state while
non-BPS supermultiplets contain two. The possibility of such supershort one-
dimensional multiplets was discarded in the literature for years. It is for a rea-
son: while the fermion parity (−1)F is granted in any local field theory based on
fermionic and bosonic fields, it is not defined in the one-dimensional irreducible
representation. Indeed, if it were defined, it would be −1 for Q1, which is in-
compatible with any of the equations (2.74). The only way to recover (−1)F is
to have a reducible representation containing both | sol+ 〉 and | sol− 〉. Then,

Q1 = σ3
√

2Z , (−1)F = σ1 , (2.75)

where σ1,2,3 stand for the Pauli matrices.
Does this mean that the one-state supermultiplet is not a possibility in the

local field theory? As I argued above, in the simplest two-dimensional super-
symmetric model (2.1) the BPS solitons do exist and do realize such supershort
multiplets defying (−1)F . These BPS solitons are neither bosons nor fermions.
Further details can be found in [7], in which a dedicated research of this partic-
ular global anomaly is presented. The important point is that short multiplets
of BPS states are protected against becoming non-BPS under small perturba-
tions. Although the overall sign of Q1 on the irreducible representation is not
observable, the relative sign is. For instance, there are two types of reducible rep-
resentations of dimension two: one is {+,−} (see (2.75)), and the other {+,+}
(equivalent to {−,−}). In the first case, two states can pair up and leave the
BPS bound as soon as appropriate perturbations are introduced. In the second
case, the BPS relation M = Z is “bullet-proof.”
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To reiterate, the discrete Z2 symmetry G = (−1)F discussed above is nothing
but the change of sign of all fermion fields, ψ → −ψ. This symmetry is seemingly
present in any theory with fermions. How on earth can this symmetry be lost in
the soliton sector?

Technically the loss of G = (−1)F is due to the fact that there is only one
(real) fermion zero mode on the soliton in the model at hand. Normally, the
fermion degrees of freedom enter in holomorphic pairs, {ψ̄, ψ}. In our case of a
single fermion zero mode we have “one half” of such a pair. The second fermion
zero mode, which would produce the missing half, turns out to be delocalized.
More exactly, it is not localized on the soliton, but, rather, on the boundary
of the “large box” one introduces for quantization (see Sect. 2.5). For physical
measurements made far away from the auxiliary box boundary, the fermion
parity G is lost, and the supermultiplet consisting of a single state becomes
a physical reality. In a sense, the phenomenon is akin to that of the charge
fractionalization, or the Jackiw–Rebbi phenomenon [8]. The essence of this well-
known phenomenon is as follows: in models with complex fermions, where the
fermion number is defined, it takes integer values only provided one includes in
the measurement the box boundaries. Local measurements on the kink will yield
a fractional charge.

3 Domain Walls in (3+1)-Dimensional Theories

Kinks are topological defects in (1+1)-dimensional theories. Topological defects
of a similar nature in 1+3 dimensions are domain walls. The corresponding
geometry is depicted in Fig. 1. Just like kinks, domain walls interpolate (in the
transverse direction, to be denoted as z) between distinct degenerate vacua of
the theory. Unlike kinks, domain walls are not localized objects – they extend
into the longitudinal directions (x and y in Fig. 1). Therefore, the mass (energy)
of the domain wall is infinite and the relevant parameter is the wall tension – the
mass per unit area. In (1+3)-dimensional theories the wall tension has dimension
m3.

In this section I will discuss supersymmetric critical (BPS-saturated) do-
main walls. Before I will be able to proceed, I have to describe the simplest
(1+3)-dimensional supersymmetric theory in which such walls exist. Unlike in
two dimensions, where field theories with minimal supersymmetry possess two
supercharges, in four dimensions the minimal set contains four supercharges,

{Qα, Q̄α̇} , α, α̇ = 1, 2 .

Qα and Q̄α̇ are spinors with respect to the Lorentz group.

3.1 Superspace and Superfields

The four-dimensional space xµ (with Lorentz vectorial indices µ = 0, ..., 3) can
be promoted to superspace by adding four Grassmann coordinates θα and θ̄α̇,
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Fig. 1. Domain wall geometry.

(with spinorial indices α, α̇ = 1, 2). The coordinate transformations

{xµ, θα , θ̄α̇} : δθα = εα , δθ̄α̇ = ε̄α̇ , δxαα̇ = −2i θαε̄α̇ − 2i θ̄α̇εα (3.1)

add SUSY to the translational and Lorentz transformations.5

Here the Lorentz vectorial indices are transformed into spinorial ones accord-
ing to the standard rule

Aββ̇ = Aµ(σµ)ββ̇ , Aµ =
1
2
Aαβ̇(σ̄

µ)β̇α , (3.2)

where
(σµ)αβ̇ = {1, τ}αβ̇ , (σ̄µ)β̇α = (σµ)αβ̇ . (3.3)

We use the notation τ for the Pauli matrices throughout these lecture notes.
The lowering and raising of the spinorial indices is performed by virtue of the
εαβ symbol (εαβ = i(τ2)αβ , ε12 = 1). For instance,

(σ̄µ)β̇α = εβ̇ρ̇ εαγ (σ̄µ)ρ̇γ = {1,−τ}β̇α . (3.4)
5 My notation is close but not identical to that of Bagger and Wess [9]. The main

distinction is the conventional choice of the metric tensor gµν = diag(+ − −−) as
opposed to the diag(− + ++) version of Bagger and Wess. For further details see
Appendix in [10]. Both, the spinorial and vectorial indices will be denoted by Greek
letters. To differentiate between them we will use the letters from the beginning of
the alphabet for the spinorial indices (e.g. α, β etc.) reserving those from the end of
the alphabet (e.g. µ, ν, etc.) for the vectorial indices.
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Two invariant subspaces {xµL , θα} and {xµR , θ̄α̇} are spanned on 1/2 of the
Grassmann coordinates,

{xµL , θα} : δθα = εα , δ(xL)αα̇ = −4i θαε̄α̇ ;
{xµR , θ̄α̇} : δθ̄α̇ = ε̄α̇ , δ(xR)αα̇ = −4i θ̄α̇εα , (3.5)

where
(xL,R)αα̇ = xαα̇ ∓ 2i θαθ̄α̇ . (3.6)

The minimal supermultiplet of fields includes one complex scalar field φ(x) (two
bosonic states) and one complex Weyl spinor ψα(x) , α = 1, 2 (two fermionic
states). Both fields are united in one chiral superfield,

Φ(xL, θ) = φ(xL) +
√

2θαψα(xL) + θ2F (xL) , (3.7)

where F is an auxiliary component, which appears in the Lagrangian without
the kinetic term.

The superderivatives are defined as follows:

Dα =
∂

∂θα
− i∂αα̇θ̄

α̇ , D̄α̇ = − ∂

∂θ̄α̇
+ iθα∂αα̇ ,

{
Dα , D̄α̇

}
= 2i∂αα̇ . (3.8)

3.2 Wess–Zumino Models

The Wess–Zumino model describes interactions of an arbitrary number of chi-
ral superfields. We will consider the simplest original Wess–Zumino model [11]
(sometimes referred to as the minimal model).

The model contains one chiral superfield Φ(xL, θ) and its complex conjugate
Φ̄(xR, θ̄), which is anti-chiral. The action of the model is

S =
1
4

∫
d4xd4θ ΦΦ̄+

1
2

∫
d4xd2θW(Φ) +

1
2

∫
d4xd2θ̄ W̄(Φ̄) . (3.9)

Note that the first term is the integral over the full superspace, while the second
and the third run over the chiral subspaces. The holomorphic function W(Φ) is
called the superpotential. In components the Lagrangian has the form

L = (∂µφ̄)(∂µφ) + ψαi∂αα̇ψ̄
α̇ + F̄F +

{
F W ′(φ)− 1

2
W ′′(φ)ψ2 + h.c.

}
. (3.10)

From (3.10) it is obvious that F can be eliminated by virtue of the classical
equation of motion,

F̄ = − ∂W(φ)
∂φ

, (3.11)

so that the scalar potential describing the self-interaction of the field φ is

V (φ, φ̄) =
∣∣∣∣∂W(φ)

∂φ

∣∣∣∣
2

. (3.12)
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In what follows we will often denote the chiral superfield and its lowest (bosonic)
component by one and the same letter, making no distinction between capital
and small φ. Usually it is clear from the context what is meant in each particular
case.

If one limits oneself to renormalizable theories, the superpotential W must
be a polynomial function of Φ of power not higher than three. In the model at
hand, with one chiral superfield, the generic superpotential then can be always
reduced to the following “standard” form

W(Φ) =
m2

λ
Φ− λ

3
Φ3 . (3.13)

The quadratic term can be always eliminated by a redefinition of the field Φ.
Moreover, by using the symmetries of the model, one can always choose the
phases of the constants m and λ at will. (Note that generically the parameters
m and λ are complex.)

Let us study the set of classical vacua of the theory, the vacuum manifold.
In the simplest case of the vanishing superpotential, W = 0, any coordinate-
independent field Φvac = φ0 can serve as a vacuum. The vacuum manifold is then
the one-dimensional (complex) manifold C1 = {φ0}. The continuous degeneracy
is due to the absence of the potential energy, while the kinetic energy vanishes
for any constant φ0.

This continuous degeneracy is lifted in the case of a non-vanishing superpo-
tential. In particular, the superpotential (3.13) implies two degenerate classical
vacua,

φvac = ±m
λ
. (3.14)

Thus, the continuous manifold of vacua C1 reduces to two points. Both vacua are
physically equivalent. This equivalence could be explained by the spontaneous
breaking of the Z2 symmetry, Φ → −Φ, present in the action (3.9) with the
superpotential (3.13).

The determination of the conserved supercharges in this model is a straight-
forward procedure. We have

Qα =
∫
d3xJ0

α , Q̄α̇ =
∫
d3xJ̄0

α̇ , (3.15)

where Jµα is the conserved supercurrent,

Jµα =
1
2
(σ̄µ)β̇βJαββ̇ ,

Jαββ̇ = 2
√

2
{

(∂αβ̇φ
+)ψβ − i εβα Fψ̄β̇

}
. (3.16)

The Golfand–Likhtman superalgebra in the spinorial notation takes the form

{Qα , Q̄α̇} = 2Pαα̇ , (3.17)

where P is the energy-momentum operator.
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3.3 Critical Domain Walls

The minimal Wess–Zumino model has two degenerate vacua (3.14). Field con-
figurations interpolating between two degenerate vacua are called domain walls.
They have the following properties: (i) the corresponding solutions are static and
depend only on one spatial coordinate; (ii) they are topologically stable and in-
destructible – once a wall is created it cannot disappear. Assume for definiteness
that the wall lies in the xy plane. This is the geometry we will always keep in
mind. Then the wall solution φw will depend only on z. Since the wall extends
indefinitely in the xy plane, its energy Ew is infinite. However, the wall tension
Tw (the energy per unit area Tw = Ew/A) is finite, in principle measurable, and
has a clear-cut physical meaning.

The wall solution of the classical equations of motion superficially looks very
similar to the kink solution in the SPM discussed in Sect. 2,

φw =
m

λ
tanh(|m|z) . (3.18)

Note, however, that the parameters m and λ are not assumed to be real; the field
φ is complex in the Wess–Zumino model. A remarkable feature of this solution
is that it preserves one half of supersymmetry, much in the same way as the
critical kinks in Sect. 2. The difference is that 1/2 in the two-dimensional model
meant one supercharge, now it means two supercharges.

Let us now show the preservation of 1/2 of SUSY explicitly. The SUSY
transformations (3.1) generate the following transformation of fields,

δφ =
√

2εψ , δψα =
√

2
[
εαF + i ∂µφ (σµ)αα̇ ε̄α̇

]
. (3.19)

The domain wall we consider is purely bosonic, ψ = 0. Moreover, let us impose
the following condition on the domain wall solution (the BPS equation):

F |φ̄=φ∗
w

= −e−iη ∂zφw(z) , (3.20)

where
η = arg

m3

λ2 , (3.21)

and, I remind, F = −∂W̄/∂φ̄ , see (3.11). This is a first-order differential equa-
tion. The solution quoted above satisfies this condition. The reason for the
occurrence of the phase factor exp(−iη) on the right-hand side of (3.20) will
become clear shortly. Note that no analog of this phase factor exists in the two-
dimensional N = 1 problem on which we dwelled in Sect. 2. There was only a
sign ambiguity: two possible choices of signs corresponded respectively to kink
and anti-kink.

The first-order BPS equations are, generally speaking, a stronger constraint
than the classical equations of motion.6 If the BPS equation is satisfied, then
the second supertransformation in (3.19) reduces to

δψα ∝ εα + i eiη (σz)αα̇ ε̄α̇ . (3.22)

6 I hasten to add that, in the particular problem under consideration, the BPS equation
follows from the equation of motion; this is explained in Sect. 3.5.
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The right-hand side vanishes provided that

εα = −i eiη (σz)αα̇ ε̄α̇ . (3.23)

This picks up two supertransformations (out of four) which do not act on the
domain wall (alternatively people often say that they act trivially). Quod erat
demonstrandum.

Now, let us calculate the wall tension. To this end we rewrite the expression
for the energy functional as follows

E =
∫ +∞

−∞
dz

[
∂zφ̄ ∂zφ+ F̄F

]

≡
∫ +∞

−∞
dz

{[
e−iη ∂zW + h.c.

]
+
∣∣ ∂zφ+ eiη F

∣∣2} , (3.24)

where φ is assumed to depend only on z. In the literature this procedure is
called the Bogomol’nyi completion. The second term on the right-hand side is
non-negative – its minimal value is zero. The first term, being full derivative,
depends only on the boundary conditions on φ at z = ±∞.

Equation (3.24) implies that E ≥ 2 Re
(
e−iη∆W)

. The Bogomol’nyi com-
pletion can be performed with any η. However, the strongest bound is achieved
provided e−iη∆W is real. This explains the emergence of the phase factor in the
BPS equations. In the model at hand, to make e−iη∆W real, we have to choose
η according to (3.21).

When the energy functional is written in the form (3.24), it is perfectly
obvious that the absolute minimum is achieved provided the BPS equation (3.20)
is satisfied. In fact, the Bogomol’nyi completion provides us with an alternative
derivation of the BPS equations. Then, for the minimum of the energy functional
– the wall tension Tw – we get

Tw = |Z| . (3.25)

Here Z is the topological charge defined as

Z = 2 {W(φ(z = ∞))−W(φ(z = −∞))} =
8m3

3λ2 . (3.26)

How come that we got a nonvanishing energy for the state which is anni-
hilated by two supercharges? This is because the original Golfand–Likhtman
superalgebra (3.17) gets supplemented by a central extension,

{Qα , Qβ} = −4Σαβ Z̄ ,
{
Q̄α̇ , Q̄β̇

}
= −4 Σ̄α̇β̇ Z , (3.27)

where
Σαβ = −1

2

∫
dx[µdxν] (σµ)αα̇(σ̄ν)α̇β (3.28)

is the wall area tensor. The particular form of the centrally extended algebra is
somewhat different from the one we have discussed in Sect. 2. The central charge
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is no longer a scalar. Now it is a tensor. However, the structural essence remains
the same.

As was mentioned, the general connection between the BPS saturation and
the central extension of the superalgebra was noted long ago by Olive and Wit-
ten [2] shortly after the advent of supersymmetry. In the context of supersym-
metric domain walls, the topic was revisited and extensively discussed in [10]
and [12] which I closely follow in my presentation.

Now let us consider representations of the centrally extended superalgebra
(with four supercharges). We will be interested not in a generic representation
but, rather, in a special one where one half of the supercharges annihilates all
states (the famous short representations). The existence of such supercharges
was demonstrated above at the classical level. The covariant expressions for the
residual supercharges Q̃α are

Q̃α = eiη/2Qα − 2
A
e−iη/2Σαβ n

β
α̇ Q̄

α̇ , (3.29)

where A is the wall area (A→∞) and

nαα̇ =
Pαα̇
TwA

(3.30)

is the unit vector proportional to the wall four-momentum Pαα̇; it has only the
time component in the rest frame. The subalgebra of these residual supercharges
in the rest frame is {

Q̃α , Q̃β

}
= 8Σαβ {Tw − |Z|} . (3.31)

The existence of the subalgebra (3.31) immediately proves that the wall ten-
sion Tw is equal to the central charge Z. Indeed, Q̃|wall〉 = 0 implies that
Tw − |Z| = 0. This equality is valid both to any order in perturbation theory
and non-perturbatively.

From the non-renormalization theorem for the superpotential [13] we addi-
tionally infer that the central charge Z is not renormalized. This is in contradis-
tinction with the situation in the two-dimensional model 7 of Sect. 2. The fact
that there are more conserved supercharges in four dimensions than in two turns
out crucial. As a consequence, the result

Tw =
8
3

∣∣∣∣m
3

λ2

∣∣∣∣ (3.32)

for the wall tension is exact [12,10].
The wall tension Tw is a physical parameter and, as such, should be express-

ible in terms of the physical (renormalized) parameters mren and λren. One can
easily verify that this is compatible with the statement of non-renormalization
of Tw. Indeed,

m = Z mren , λ = Z3/2λren ,
7 There one has to deal with the fact that Z is renormalized and, moreover, a quantum

anomaly was found in the central charge. See Sect. 2.6. What stays exact is the
relation M −Z = 0.
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where Z is the Z factor coming from the kinetic term. Consequently,

m3

λ2 =
m3

ren

λ2
ren

.

Thus, the absence of the quantum corrections to (3.32), the renormalizability of
the theory, and the non-renormalization theorem for superpotentials – all these
three elements are intertwined with each other. In fact, every two elements taken
separately imply the third one.

What lessons have we drawn from the example of the domain walls? In the
centrally extended SUSY algebras the exact relation Evac = 0 is replaced by the
exact relation Tw − |Z| = 0. Although this statement is valid both perturba-
tively and non-perturbatively, it is very instructive to visualize it as an explicit
cancelation between bosonic and fermionic modes in perturbation theory. The
non-renormalization of Z is a specific feature of four dimensions. We have seen
previously that it does not take place in minimally supersymmetric models in
two dimensions.

3.4 Finding the Solution to the BPS Equation

In the two-dimensional theory the integration of the first-order BPS equation
(2.26) was trivial. Now the BPS equation (3.20) presents in fact two equations
– one for the real part and one for the imaginary part. Nevertheless, it is still
trivial to find the solution. This is due to the existence of an “integral of motion,”

∂

∂z

(
Im e−iηW)

= 0 . (3.33)

The proof is straightforward and is valid in the generic Wess–Zumino model
with an arbitrary number of fields. Indeed, differentiating W and using the BPS
equations we get

∂

∂z

(
e−iηW)

=
∣∣∣∣∂W∂φ

∣∣∣∣
2

, (3.34)

which immediately entails (3.33).
If we deal with more than one field φ, the above “integral of motion” is of

limited help. However, for a single field φ it solves the problem: our boundary
conditions fix e−iηW to be real along the wall trajectory, which allows one to
find the trajectory immediately. In this way we arrive at (3.18).

The constraint
Im e−iηW = const (3.35)

can be interpreted as follows: in the complexW plane the domain wall trajectory
is a straight line.

3.5 Does the BPS Equation Follow from the Second Order Equation
of Motion?

As we already know, every solution of the BPS equations is automatically a
solution of the second-order equations of motion. The inverse is certainly not
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true in the general case. However, in the minimal Wess–Zumino model under
consideration, given the boundary conditions appropriate for the domain walls,
this is true, much in the same way as in the minimal two-dimensional model
with which we began. Namely, every solution of the equations of motion with
the appropriate boundary conditions is simultaneously the solution of the BPS
equation (3.20).

The proof of this statement is rather straightforward [14]. Indeed, we start
from the equations of motion

∂2
zφ = W ′ W̄ ′′ , ∂2

z φ̄ = W̄ ′W ′′ , (3.36)

where the prime denotes differentiation with respect to the corresponding argu-
ment, and use them to show that

∂

∂z
|W ′|2 =

∂

∂z

∣∣∣∣∂φ∂z
∣∣∣∣
2

. (3.37)

This implies, in turn, that

|W ′|2 −
∣∣∣∣∂φ∂z

∣∣∣∣
2

= z independent const. (3.38)

From the domain wall boundary conditions, one immediately concludes that this
constant must vanish, so that in fact

|W ′|2 −
∣∣∣∣∂φ∂z

∣∣∣∣
2

= 0 . (3.39)

If z is interpreted as “time” this equation is nothing but “energy” conservation
along the wall trajectory.

Now, let us introduce the ratio

R ≡ (W̄ ′)−1 ∂φ

∂z
. (3.40)

Please, observe that its absolute value is unity – this is an immediate consequence
of (3.39). Our task is to show that the phase of R is z independent. To this end
we perform differentiation (again exploiting (3.20)) to arrive at

∂R

∂z
=
(W̄ ′)−2 (W̄ ′′)

(
|W ′|2 −

∣∣∣∣∂φ∂z
∣∣∣∣
2
)

= 0 . (3.41)

The statement that R reduces to a z independent phase factor is equivalent to
the BPS equation (3.20), quod erat demonstrandum.

3.6 Living on a Wall

This section could have been entitled “The fate of two broken supercharges.”
As we already know, two out of four supercharges annihilate the wall – these
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supersymmetries are preserved in the given wall background. The two other su-
percharges are broken: being applied to the wall solution, they create two fermion
zero modes. these zero modes correspond to a (2+1)-dimensional (massless) Ma-
jorana spinor field ψ(t, x, y) localized on the wall.

To elucidate the above assertion it is convenient to turn first to the fate of
another symmetry of the original theory, which is spontaneously broken for each
given wall, namely, translational invariance in the z direction.

Indeed, each wall solution, e.g. (3.18), breaks this invariance. This means
that in fact we must deal with a family of solutions: if φ(z) is a solution, so is
φ(z − z0). The parameter z0 is a collective coordinate – the wall center. People
also refer to it as a modulus (in plural, moduli). For the static wall, z0 is a fixed
constant.

Assume, however, that the wall is slightly bent. The bending should be negli-
gible compared to the wall thickness (which is of the order of m−1). The bending
can be described as an adiabatically slow dependence of the wall center z0 on t,
x, and y. We will write this slightly bent wall field configuration as

φ(t, x, y, z) = φw(z − ζ(t, x, y)) . (3.42)

Substituting this field in the original action, we arrive at the following effective
(2+1)-dimensional action for the field ζ(t, x, y):

Sζ2+1 =
Tw

2

∫
d3x (∂mζ) (∂mζ) , m = 0, 1, 2 . (3.43)

It is clear that ζ(t, x, y) can be viewed as a massless scalar field (called the
translational modulus) which lives on the wall. It is nothing but a Goldstone
field corresponding to the spontaneous breaking of the translational invariance.

Returning to the two broken supercharges, they generate a Majorana (2+1)-
dimensional Goldstino field ψα(t, x, y), (α = 1, 2) localized on the wall. The total
(2+1)-dimensional effective action on the wall world volume takes the form

S2+1 =
Tw

2

∫
d3x

{
(∂mζ) (∂mζ) + ψ̄i∂mγ

mψ
}

(3.44)

where γm are three-dimensional gamma matrices in the Majorana representa-
tion, e.g.

γ0 = σ2, γ1 = iσ3, γ2 = iσ1,

with the Pauli matrices σ1,2,3.
The effective theory of the moduli fields on the wall world volume is super-

symmetric, with two conserved supercharges. This is the minimal supersymmetry
in 2+1 dimensions. It corresponds to the fact that two out of four supercharges
are conserved.

4 Extended Supersymmetry in Two Dimensions:
The Supersymmetric CP(1) Model

In this part I will return to kinks in two dimensions. The reason is three-fold.
First, I will get you acquainted with a very interesting supersymmetric model
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which is routinely used in a large variety of applications and as a theoretical lab-
oratory. It is called, rather awkwardly, O(3) sigma model. It also goes under the
name of CP(1) sigma model. Initial data for this model, which will be useful in
what follows, are collected in Appendix A. Second, supersymmetry of this model
is extended (it is more than minimal). It has four conserved supercharges rather
than two, as was the case in Sect. 2. Since the number of supercharges is twice as
large as in the minimal case, people call it N = 2 supersymmetry. So, we will get
familiar with extended supersymmetries. Finally, solitons in the N = 2 sigma
model present a showcase for a variety of intriguing dynamical phenomena. One
of them is charge “irrationalization:” in the presence of the θ term (topological
term) the U(1) charge of the soliton acquires an extra θ/(2π). This phenomenon
was first discovered by Witten [15] in the ’t Hooft–Polyakov monopoles [16,17].
The kinks in the CP(1) sigma model are subject to charge irrationalization too.
Since they are simpler than the ’t Hooft–Polyakov monopoles, it makes sense to
elucidate the rather unexpected addition of θ/(2π) in the CP(1) kink example.

The Lagrangian of the original CP(1) model is [18]

LCP(1) = G

{
∂µφ̄∂

µφ+
i

2

(
Ψ̄L

↔
∂R ΨL + Ψ̄R

↔
∂L ΨR

)

− i

χ

[
Ψ̄LΨL

(
φ̄
↔
∂R φ

)
+ Ψ̄RΨR

(
φ̄
↔
∂L φ

)]
− 2
χ2 Ψ̄LΨLΨ̄RΨR

}

+
iθ

2π
1
χ2 ε

µν∂µφ̄∂νφ , (4.1)

where G is the metric on the target space,

G ≡ 2
g2

1(
1 + φφ̄

)2 , (4.2)

and χ ≡ 1 + φφ̄. (It is useful to note that R = 2χ−2 is the Ricci tensor.) The
derivatives ∂R,L are defined as

∂R =
∂

∂t
− ∂

∂z
, ∂L =

∂

∂t
+

∂

∂z
. (4.3)

The target space in the case at hand is the two-dimensional sphere S2 with
radius RS2 = g−1 .

As is well-known, one can introduce complex coordinates φ̄ , φ on S2. The choice
of coordinates in (4.1) corresponds to the stereographic projection of the sphere.
The term in the last line of (4.1) is the θ term. It can be represented as an
integral over a total derivative. Moreover, the fermion field is a two-component
Dirac spinor

Ψ =
(
ΨR
ΨL

)
. (4.4)

Bars over φ and ΨL,R denote Hermitean conjugation.
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This model has the extended N = 2 supersymmetry since the Lagrangian
(4.1) is invariant (up to total derivatives) under the following supertransforma-
tions (see e.g. the review paper [19])

δφ = −iε̄RΨL + iε̄LΨR ,

δΨR = −i (∂Rφ) εL − 2i
φ̄

χ
(ε̄RΨL − ε̄LΨR)ΨR ,

δΨL = i (∂Lφ) εR − 2i
φ̄

χ
(ε̄RΨL − ε̄LΨR)ΨL , (4.5)

with complex parameters εR,L. The corresponding conserved supercurrent is

Jµ = G (∂λϕ̄) γλγµΨ . (4.6)

Since the fermion sector is most conveniently formulated in terms of the chiral
components, it makes sense to rewrite the supercurrent (4.6) accordingly,

J+
R = G (∂Rφ̄)ΨR , J−R = 0 ;

J−L = G (∂Lφ̄)ΨL , J+
L = 0 . (4.7)

where
J± =

1
2
(
J0 ± J1) .

The current conservation law takes the form

∂L J
+ + ∂R J

− = 0 . (4.8)

The superalgebra induced by the four supercharges

Q =
∫
dz J0(t, x) (4.9)

is as follows:

{Q̄L, QL} = (H + P ) , {Q̄R, QR} = (H − P ) ; (4.10)

{QL, QR} = 0 , {QR, QL} = 0 ; (4.11)

{QR, QR} = 0 , {Q̄R, Q̄R} = 0 ; (4.12)

{QL, QL} = 0 , {Q̄L, Q̄L} = 0 ; (4.13)

{Q̄R, QL} =
i

π

∫
dz ∂z

(
χ−2 Ψ̄RΨL

)
, (4.14)

{Q̄L, QR} = − i

π

∫
dz ∂z

(
χ−2 Ψ̄LΨR

)
. (4.15)
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where (H,P ) is the energy-momentum operator,

(H,P ) =
∫
dzθ0i , i = 0, 1 ,

and θµν is the energy-momentum tensor. Equations (4.14) and (4.15) present a
quantum anomaly – these anticommutators vanish at the classical level. These
anomalies will not be used in what follows. I quote them here only for the sake
of completeness.

As is well-known, the model (4.1) is asymptotically free [20]. The coupling
constant defined in (4.2) runs according to the law

1
g2(µ)

=
1
g2
0
− 1

4π
ln
M2

uv

µ2 , (4.16)

where Muv is the ultraviolet cut-off and g2
0 is the coupling constant at this cut-

off. At small momenta the theory becomes strongly coupled. The scale parameter
of the model is

Λ2 = M2
uv exp

(
−4π
g2
0

)
. (4.17)

Our task is to study solitons in a pedagogical setting, which means, by de-
fault, that the theory must be weakly coupled. One can make the CP(1) model
(4.1) weakly coupled, still preserving N = 2 supersymmetry, by introducing the
so-called twisted mass [21].

4.1 Twisted Mass

I will explain here neither genesis of twisted masses nor the origin of the name.
Crucial is the fact that the target space of the CP(1) model has isometries. It was
noted by Alvarez-Gaumé and Freedman that one can exploit these isometries to
introduce supersymmetric mass terms, namely,

∆mLCP(1) = G

{
−|m|2 φφ̄− 1− φ̄φ

χ

(
mΨ̄LΨR + m̄Ψ̄RΨL

)}
. (4.18)

Here m is a complex parameter. Certainly, one can always eliminate the phase
of m by a chiral rotation of the fermion fields. Due to the chiral anomaly, this
will lead to a shift of the vacuum angle θ. In fact, it is the combination θeff =
θ + 2argm on which physics depends.

With the mass term included, the symmetry of the model is reduced to a
global U(1) symmetry,

φ → eiαφ , φ̄→ e−iαφ̄ ,

Ψ → eiαΨ , Ψ̄ → e−iαΨ̄ . (4.19)

Needless to say that in order to get the conserved supercurrent, one must modify
(4.7) appropriately,

J+
R = G (∂Rφ̄)ΨR , J−R = −iG m̄φ̄ΨL ;

J−L = G (∂Lφ̄)ΨL , J+
L = iGmφ̄ΨR . (4.20)
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The only change twisted mass terms introduce in the superalgebra is that (4.14)
and (4.15) are to be replaced by

{QL, Q̄R} = mqU(1) − im

∫
dz ∂z h + anom. ,

{QR, Q̄L} = m̄qU(1) + im̄

∫
dz ∂z h + anom. , (4.21)

where qU(1) is the conserved U(1) charge,

qU(1) ≡
∫
dzJ 0

U(1) ,

J µ
U(1) = G

(
φ̄ i
↔
∂
µ

φ+ Ψ̄γµΨ − 2
φφ̄

χ
Ψ̄γµΨ

)
, (4.22)

and
h = − 2

g2

1
χ
. (4.23)

(Remember, χ is defined after (4.2).) As already mentioned, in what follows, the
anomaly in (4.2) will be neglected. Equation (4.21) clearly demonstrates that the
very possibility of introducing twisted mass terms is due to the U(1) symmetry.

Most important for our purposes is the fact that the model at hand is weakly
coupled provided that m� Λ. Indeed, in this case the running of g2(µ) is frozen
at µ = m. Consequently, the solitons emerging in this model can be treated
quasiclassically.

4.2 BPS Solitons at the Classical Level

As already mentioned, the target space of the CP(1) model is S2. The U(1)
invariant scalar potential term

V = |m|2G φ̄φ (4.24)

lifts the vacuum degeneracy leaving us with two discrete vacua: at the south and
north poles of the sphere (Fig. 2) i.e. φ = 0 and φ = ∞.

The kink solutions interpolate between these two vacua. Let us focus, for
definiteness, on the kink with the boundary conditions

φ→ 0 at z → −∞ , φ→∞ at z →∞ . (4.25)

Consider the following linear combinations of supercharges

q = QR − i e−iβQL , q̄ = Q̄R + i eiβQ̄L , (4.26)

where β is the argument of the mass parameter,

m = |m| eiβ . (4.27)
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Fig. 2. Meridian slice of the target space sphere (thick solid line). The arrows present
the scalar potential (4.24), their length being the strength of the potential. The two
vacua of the model are denoted by the closed circles at the north and south pole.

Then

{q, q̄} = 2H − 2|m|
∫
dz ∂zh , {q, q} = {q̄, q̄} = 0 . (4.28)

Now, let us require q and q̄ to vanish on the classical solution. Since for static
field configurations

q = − (
∂zφ̄− |m|φ̄

) (
ΨR + ie−iβΨL

)
,

the vanishing of these two supercharges implies

∂zφ̄ = |m|φ̄ or ∂zφ = |m|φ . (4.29)

This is the BPS equation in the sigma model with twisted mass.
The BPS equation (4.29) has a number of peculiarities compared to those in

more familiar Landau–Ginzburg N = 2 models. The most important feature is
its complexification, i.e. the fact that (4.29) is holomorphic in φ. The solution
of this equation is, of course, trivial and can be written as

φ(z) = e|m|(z−z0)−iα . (4.30)

Here z0 is the kink center while α is an arbitrary phase. In fact, these two
parameters enter only in the combination |m|z0 + iα. We see that the notion of
the kink center also gets complexified.

The physical meaning of the modulus α is obvious: there is a continuous
family of solitons interpolating between the north and south poles of the target
space sphere. This is due to the U(1) symmetry. The soliton trajectory can follow
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Fig. 3. The soliton solution family. The collective coordinate α in (4.30) spans the
interval 0 ≤ α ≤ 2π. For given α the soliton trajectory on the target space sphere
follows a meridian, so that when α varies from 0 to 2π all meridians are covered.

any meridian (Fig. 3). It is instructive to derive the BPS equation directly from
the (bosonic part of the) Lagrangian, performing the Bogomol’nyi completion,

∫
d2xL =

∫
d2xG

{
∂µφ̄∂

µφ− |m|2φ̄φ}

→ −
{∫

dz G
(
∂zφ̄− |m|φ̄

)
(∂zφ− |m|φ)

+ |m|
∫
dz ∂zh

}
, (4.31)

where I assumed φ to be time-independent and the following identity has been
used

∂zh ≡ G(φ∂zφ̄+ φ̄∂zφ) .

Equation (4.29) ensues immediately. In addition, (4.31) implies that (classically)
the kink mass is

M0 = |m| (h(∞)− h(0)) =
2|m|
g2 . (4.32)

The subscript 0 emphasizes that this result is obtained at the classical level.
Quantum corrections will be considered below.

4.3 Quantization of the Bosonic Moduli

To carry out conventional quasiclassical quantization we, as usual, assume the
moduli z0 and α in (4.30) to be (weakly) time-dependent, substitute (4.30) in
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the bosonic Lagrangian (4.31), integrate over z and thus derive a quantum-
mechanical Lagrangian describing moduli dynamics. In this way we obtain

LQM = −M0 +
M0

2
ż2
0 +

{
1

g2|m| α̇
2 − θ

2π
α̇

}
. (4.33)

The first term is the classical kink mass, the second describes the free motion of
the kink along the z axis. The term in the braces is most interesting (I included
the θ term which originates from the last line in (4.1)).

Remember that the variable α is compact. Its very existence is related to
the exact U(1) symmetry of the model. The energy spectrum corresponding to
α dynamics is quantized. It is not difficult to see that

E[α] =
g2|m|

4
q2U(1) , (4.34)

where qU(1) is the U(1) charge of the soliton,

qU(1) = k +
θ

2π
, k = an integer . (4.35)

This is the same effect as the occurrence of an irrational electric charge θ/(2π)
on the magnetic monopole, a phenomenon first noted by Witten [15]. Objects
which carry both magnetic and electric charges are called dyons. The standard
four-dimensional magnetic monopole becomes a dyon in the presence of the θ
term if θ �= 0. The qU(1) �= 0 kinks in the CP(1) model are sometimes referred
to as Q-kinks.

A brief comment regarding (4.34) and (4.35) is in order here. The dynamics
of the compact modulus α is described by the Hamiltonian

HQM =
1

g2|m| α̇
2 (4.36)

while the canonic momentum conjugated to α is

p[α] =
δLQM

δα̇
=

2
g2|m| α̇−

θ

2π
. (4.37)

In terms of the canonic momentum the Hamiltonian takes the form

HQM =
g2|m|

4

(
p[α] +

θ

2π

)2

(4.38)

The eigenfunctions obviously are

Ψk(α) = eikα , k = an integer , (4.39)

which immediately leads to E[α] = (g2|m|/4)(k + θ(2π)−1)2.

Let us now calculate the U(1) charge of the k-th state. Starting from (4.22)
we arrive at

qU(1) =
2

g2|m| α̇ = p[α] +
θ

2π
→ k +

θ

2π
, (4.40)

quod erat demonstrandum, cf. (4.35).
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4.4 The Soliton Mass and Holomorphy

Taking account of E[α] – the energy of an “internal motion” – the kink mass can
be written as

M =
2|m|
g2 +

g2|m|
4

(
k +

θ

2π

)2

=
2|m|
g2

{
1 +

g4

4

(
k +

θ

2π

)2
}1/2

= 2|m|
∣∣∣∣ 1
g2 + i

θ + 2πk
4π

∣∣∣∣ . (4.41)

The transition from the first to the second line is approximate, valid to the lead-
ing order in the coupling constant. The quantization procedure and derivation
of (4.34) presented in Sect. 4.3 are also valid to the leading order in the coupling
constant. At the same time, the expressions in the second and last lines in (4.41)
are valid to all orders and, in this sense, are more general. They will be derived
below from the consideration of the relevant central charge.

The important circumstance to be stressed is that the kink mass depends on
a special combination of the coupling constant and θ, namely,

τ =
1
g2 + i

θ

4π
(4.42)

In other words, it is the complexified coupling constant that enters.
It is instructive to make a pause here to examine the issue of the kink mass

from a slightly different angle. Equation (4.21) tells us that there is a central
charge ZLR̄ in the anticommutator {QLcQ̄R},

ZLR̄ = −im
{∫

dz ∂z h+ i qU(1)

}
, (4.43)

where the anomalous term is omitted, as previously, which is fully justified at
weak coupling. If the soliton under consideration is critical – and it is – its
mass must be equal to the absolute value |ZLR̄|. This leads us directly to (4.41).
However, one can say more.

Indeed, g2 in (4.41) is the bare coupling constant. It is quite clear that the
kink mass, being a physical parameter, should contain the renormalized constant
g2(m), after taking account of radiative corrections. In other words, switching on
radiative corrections in ZLR̄ one must replace the bare 1/g2 by the renormalized
1/g2(m). We will see now how it comes out, verifying en route a very important
assertion – the dependence of ZLR̄ on all relevant parameters, τ and m, being
holomorphic.

I will perform the one-loop calculation in two steps. First, I will rotate the
mass parameter m in such a way as to make it real, m → |m|. Simultaneously,
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Fig. 4. h renormalization.

the θ angle will be replaced by an effective θ,

θ → θeff = θ + 2β , (4.44)

where the phase β is defined in (4.26). Next, I decompose the field φ into a
classical and a quantum part,

φ→ φ+ δφ .

Then the h part of the central charge ZLR̄ becomes

h→ h+
2
g2

1− φ̄φ(
1− φ̄φ

)3 δφ̄ δφ . (4.45)

Contracting δφ̄ δφ into a loop (Fig. 4) and calculating this loop – quite a trivial
exercise – we find with ease that

h→ h+− 2
g2

1
χ

+
1
χ

2
4π

ln
M2

uv

|m|2 . (4.46)

Combining this result with (4.40) and (4.42), we arrive at

ZLR̄ = 2im
{
τ − 1

4π
ln
M2

uv

m2 − i
k

2

}
(4.47)

(remember, the kink mass M = |ZLR̄|). A salient feature of this formula, to
be noted, is the holomorphic dependence of ZLR̄ on m and τ . Such a holomor-
phic dependence would be impossible if two and more loops contributed to h
renormalization. Thus, h renormalization beyond one loop must cancel, and it
does.8 Note also that the bare coupling in (4.47) conspires with the logarithm in
such a way as to replace the bare coupling by that renormalized at |m|, as was
expected.

8 Fermions are important for this cancelation.
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The analysis carried out above is quasiclassical. It tells us nothing about the
possible occurrence of non-perturbative terms in ZLR̄. In fact, all terms of the
type {

M2
uv

m2 exp (−4πτ)
}�

, � = integer

are fully compatible with holomorphy; they can and do emerge from instantons.
An indirect calculation of non-perturbative terms was performed in [22]. I will
skip it altogether referring the interested reader to the above publication.

4.5 Switching On Fermions

Fermion non-zero modes are irrelevant for our consideration since, being com-
bined with the boson non-zero modes, they cancel for critical solitons, a usual
story. Thus, for our purposes it is sufficient to focus on the (static) zero modes in
the kink background (4.30). The coefficients in front of the fermion zero modes
will become (time-dependent) fermion moduli, for which we are going to build
the corresponding quantum mechanics. There are two such moduli, η̄ and η.

The equations for the fermion zero modes are

∂zΨL − 2
χ

(
φ̄∂zφ

)
ΨL − i

1− φ̄φ

χ
|m|eiβΨR = 0 ,

∂zΨR − 2
χ

(
φ̄∂zφ

)
ΨR + i

1− φ̄φ

χ
|m|e−iβΨL = 0 (4.48)

(plus similar equations for Ψ̄ ; since our operator is Hermitean we do not need to
consider them separately.)

It is not difficult to find solutions to these equations, either directly or by us-
ing supersymmetry. Indeed, if we know the bosonic solution (4.30), its fermionic
superpartner – and the fermion zero modes are such superpartners – is obtained
from the bosonic one by those two supertransformations which act on φ̄ , φ
nontrivially. In this way we conclude that the functional form of the fermion
zero mode must coincide with the functional form of the boson solution (4.30).
Concretely, (

ΨR
ΨL

)
= η

(
g2|m|

2

)1/2 (−ie−iβ
1

)
e|m|(z−z0) (4.49)

and (
Ψ̄R
Ψ̄L

)
= η̄

(
g2|m|

2

)1/2 (
ieiβ

1

)
e|m|(z−z0) , (4.50)

where the numerical factor is introduced to ensure the proper normalization of
the quantum-mechanical Lagrangian. Another solution which asymptotically, at
large z, behaves as e3|m|(z−z0) must be discarded as non-normalizable.

Now, to perform the quasiclassical quantization we follow the standard route:
the moduli are assumed to be time-dependent, and we derive the quantum me-
chanics of the moduli starting from the original Lagrangian (4.1) with the twisted
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mass terms (4.18). Substituting the kink solution and the fermion zero modes
for Ψ , one gets

L′QM = i η̄η̇ . (4.51)

In the Hamiltonian approach the only remnants of the fermion moduli are the
anticommutation relations

{η̄, η} = 1 , {η̄, η̄} = 0 , {η, η} = 0 , (4.52)

which tell us that the wave function is two-component (i.e. the kink supermul-
tiplet is two-dimensional). One can implement (4.52) by choosing, e.g., η̄ = σ+,
η = σ−, where σpm = (σ1 ± σ2)/2.

The fact that there are two critical kink states in the supermultiplet is consis-
tent with the multiplet shortening in N = 2. Indeed, in two dimensions the full
N = 2 supermultiplet must consist of four states: two bosonic and two fermionic.
1/2 BPS multiplets are shortened – they contain twice less states than the full
supermultiplets, one bosonic and one fermionic. This is to be contrasted with
the single-state kink supermultiplet in the minimal supersymmetric model of
Sect. 2. The notion of the fermion parity remains well-defined in the kink sector
of the CP(1) model.

4.6 Combining Bosonic and Fermionic Moduli

Quantum dynamics of the kink at hand is summarized by the Hamiltonian

HQM =
M0

2
˙̄ζ ζ̇ (4.53)

acting in the space of two-component wave functions. The variable ζ here is a
complexified kink center,

ζ = z0 +
i

|m| α . (4.54)

For simplicity, I set the vacuum angle θ = 0 for the time being (it will be
reinstated later).

The original field theory we deal with has four conserved supercharges. Two
of them, q and q̄, see (4.26), act trivially in the critical kink sector. In moduli
quantum mechanics they take the form

q =
√
M0 ζ̇η , q̄ =

√
M0

˙̄ζη̄ ; (4.55)

they do indeed vanish provided that the kink is at rest. The superalgebra de-
scribing kink quantum mechanics is {q̄, q} = 2HQM. This is nothing but Wit-
ten’s N = 1 supersymmetric quantum mechanics [23] (two supercharges). The
realization we deal with is peculiar and distinct from that of Witten. Indeed,
the standard supersymmetric quantum mechanics of Witten includes one (real)
bosonic degree of freedom and two fermionic ones, while we have two bosonic
degrees of freedom, x0 and α. Nevertheless, the superalgebra remains the same
due to the fact that the bosonic coordinate is complexified.
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Finally, to conclude this section, let us calculate the U(1) charge of the kink
states. We start from (4.22), substitute the fermion zero modes and get 9

∆qU(1) =
1
2
[η̄η] (4.56)

(this is to be added to the bosonic part given in (4.40)). Given that η̄ = σ+ and
η = σ− we arrive at ∆qU(1) = 1

2σ3. This means that the U(1) charges of two
kink states in the supermultiplet split from the value given in (4.40): one has
the U(1) charges

k +
1
2

+
θ

2π
,

and

k − 1
2

+
θ

2π
.

5 Conclusions

Supersymmetric solitons is a vast topic, with a wide range of applications in field
and string theories. In spite of almost thirty years of development, the review
literature on this subject is scarce. Needless to say, I was unable to cover this
topic in an exhaustive manner. No attempt at such coverage was made. Instead,
I focused on basic notions and on pedagogical aspects in the hope of providing a
solid introduction, allowing the interested reader to navigate themselves in the
ocean of the original literature.

Appendix A.
CP(1) Model = O(3) Model (N = 1 Superfields N)

In this Appendix we follow the review paper [24]. One introduces a (real) super-
field

Na(x, θ) = σa(x) + θ̄ψa(x) +
1
2
θ̄θF a , a = 1, 2, 3, (A.1)

where σ is a scalar field, ψ is a Majorana two-component spinor,

ψ̄ ≡ ψγ0 , θ̄ ≡ θγ0 ,

and F is the auxiliary component (without kinetic term in the action). A con-
venient choice of gamma matrices is the following:

γ0 = σ2 , γ1 = iσ3 , γ5 = γ0γ1 = −σ1 , σi are Pauli matrices. (A.2)
9 To set the scale properly, so that the U(1) charge of the vacuum state vanishes, one

must antisymmetrize the fermion current, Ψ̄γµΨ → (1/2)
(
Ψ̄γµΨ − Ψ̄cγµΨc

)
where

the superscript c denotes C conjugation.
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In terms of the superfield Na the action of the original O(3) sigma model can
be written as follows:

S =
1

2g2

∫
d2x d2θ(D̄αN

a)(DαN
a) (A.3)

with the constraint
Na(x, θ)Na(x, θ) = 1 . (A.4)

Here g2 is the coupling constant, integration over the Grassmann parameters is
normalized as ∫

d2θ
i

2
θ̄θ = 1 ,

while the spinorial derivatives are

Dα =
∂

∂θ̄α
− i(γµθ)α∂µ , D̄α = − ∂

∂θα
+ i(θ̄γµ)α∂µ . (A.5)

The mass deformation of (A.3) that preserves N = 2 but breaks O(3) down
to U(1) is

S =
1

2g2

∫
d2x d2θ

{
(D̄αN

a)(DαN
a) + 4imN3} (A.6)

where m is a mass parameter. Note that N = 2 is preserved only because
the added term is very special – linear in the third (a = 3) component of the
superfield N .

In components the Lagrangian in (A.6) has the form

L =
1

2g2

{
(∂µσa)

2 + ψ̄ai �∂ψa + F 2 + 2mF 3
}

=
1

2g2

{
(∂µσa)

2 + ψ̄ai �∂ψa +
1
4
(
ψ̄ψ

)2

+ mσ3 ψ̄ψ −m2
[(
σ1)2 +

(
σ2)2]}

+
iθ

8π
εµν εabc σa

(
∂µσ

b
)(
∂νσ

c
)
. (A.7)

I added the θ term in the last line. The constraint (A.4) is equivalent to

σ2 = 1 , σψ = 0 , σF =
1
2
(ψ̄ψ) (A.8)

while the auxiliary F term was eliminated through the equation of motion

F a =
1
2
(ψ̄ψ + 2mσ3)σa −mδ3a . (A.9)
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The equations of motion for σ and ψ have the form
(−δab + σaσb

)
∂2σb − σbψ̄ai �∂ψb

−
{

1
2
mσ3 (ψ̄ψ) +m2 (σ3)2}σa +

{
1
2
mδ3a (ψ̄ψ) +m2σ3δ3a

}
= 0 ,

(
δab − σaσb

)
i �∂ψb +

1
2
(
ψ̄ψ

)
ψa +mσ3ψa = 0 . (A.10)

The first conserved supercurrent is

Sµ(1) =
1
g2

{
(∂λσa) γλγµψa + imγµψ3} . (A.11)

The second conserved supercurrent (remember that we deal with N = 2) is

Sµ(2) =
1
g2

{
εabc σa

(
∂λσ

b
)
γλγµ ψc − im ε3ab σaγµψb

}
. (A.12)

In this form the model is usually called O(3) sigma model. The conversion to
the complex representation used in Sect. 4, in which form the model is usually
referred to as CP(1) sigma model, can be carried out by virtue of the well-known
formulae given, for example, in (67) and (69) of [24].

Appendix B.
Getting Started (Supersymmetry for Beginners)

To visualize conventional (non-supersymmetric) field theory one usually thinks of
a space filled with a large number of coupled anharmonic oscillators. For instance,
in the case of 1+1 dimensional field theory, with a single spatial dimension, one
can imagine an infinite chain of penduli connected by springs (Fig. 5). Each
pendulum represents an anharmonic oscillator. One can think of it as of a massive
ball in a gravitational field. Each spring works in the harmonic regime, i.e. the
corresponding force grows linearly with the displacement between the penduli.
Letting the density of penduli per unit length tend to infinity, we return to field
theory.

If a pendulum is pushed aside, it starts oscillating and initiates a wave which
propagates along the chain. After quantization one interprets this wave as a
scalar particle.

Can one present a fermion in this picture? The answer is yes. Imagine that
each pendulum acquires a spin degree of freedom (i.e. each ball can rotate, see
Fig. 6). Spins are coupled to their neighbors. Now, in addition to the wave that
propagates in Fig. 5, one can imagine a spin wave propagating in Fig. 6. If one
perturbs a single spin, this perturbation will propagate along the chain.

Our world is 1+3 dimensional, one time and three space coordinates. In this
world bosons manifest themselves as particles with integer spins. For instance,
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Fig. 5. A mechanical analogy for the scalar field theory.

Fig. 6. A mechanical analogy for the spinor field theory.

the scalar (spin-0) particle from which we started is a boson. The photon (spin-1
particle) is a boson too. On the other hand, particles with semi-integer spins –
electrons, protons, etc. – are fermions.

Conventional symmetries, such as isotopic invariance, do not mix bosons with
fermions. Isosymmetry tells us that the proton and neutron masses are the same.
It also tells us that the masses of π0 and π+ are the same. However, no prediction
for the ratio of the pion to proton masses emerges.

Supersymmetry is a very unusual symmetry. It connects masses and other
properties of bosons with those of fermions. Thus, each known particle acquires
a superpartner: the superpartner of the photon (spin 1) is the photino (spin
1/2), the superpartner of the electron (spin 1/2) is the selectron (spin 0). Since
spin is involved, which is related to geometry of space-time, it is clear that
supersymmetry has a deep geometric nature. Unfortunately, I have no time to
dwell on further explanations. Instead, I would like to present here a quotation
from Witten which nicely summarizes the importance of this concept for modern
physics. Witten writes [25]:

“... One of the biggest adventures of all is the search for supersymmetry.
Supersymmetry is the framework in which theoretical physicists have
sought to answer some of the questions left open by the Standard Model
of particle physics.
Supersymmetry, if it holds in nature, is part of the quantum structure of
space and time. In everyday life, we measure space and time by numbers,
“It is now three o’clock, the elevation is two hundred meters above sea
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Fig. 7. Superspace.

level,” and so on. Numbers are classical concepts, known to humans since
long before Quantum Mechanics was developed in the early twentieth
century. The discovery of Quantum Mechanics changed our understand-
ing of almost everything in physics, but our basic way of thinking about
space and time has not yet been affected.
Showing that nature is supersymmetric would change that, by revealing
a quantum dimension of space and time, not measurable by ordinary
numbers. .... Discovery of supersymmetry would be one of the real mile-
stones in physics.”

I have tried to depict “a quantum dimension of space and time” in Fig. 7.
Two coordinates, x and y represent the conventional space-time. I should have
drawn four coordinates, x, y, z and t, but this is impossible – we should try to
imagine them.

The axis depicted by a dashed line (going in the perpendicular direction)
is labeled by θ (again, one should try to imagine four distinct θ’s rather than
one). The dimensions along these directions cannot be measured in meters, the
coordinates along these directions are very unusual, they anticommute,

θ1θ2 = −θ2θ1 , (B.1)

and, as a result, θ2 = 0. This is in sharp contrast with ordinary coordinates
for which 5 meters × 3 meters is, certainly, the same as 3 meters × 5 meters.
In mathematics the θ’s are known as Grassmann numbers, the square of every
given Grassmann number vanishes. These extra θ directions are pure quantum
structures. In our world they would manifest themselves through the fact that
every integer spin particle has a half-integer spin superpartner.

A necessary condition for any theory to be supersymmetric is the balance
between the number of the bosonic and fermionic degrees of freedom, having the
same mass and the same “external” quantum numbers, e.g. electric charge. To
give you an idea of supersymmetric field theories, let us turn to the most fa-
miliar and simplest gauge theory, quantum electrodynamics (QED). This theory
describes electrons and positrons (one Dirac spinor with four degrees of freedom)
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Fig. 8. Interaction vertices in QED and its supergeneralization, SQED. (a) ēeγ ver-
tex; (b) selectron coupling to photon; (c) electron–selectron–photino vertex. All ver-
tices have the same coupling constant. The quartic self-interaction of selectrons is also
present but not shown.

interacting with photons (an Abelian gauge field with two physical degrees of
freedom). Correspondingly, in its supersymmetric version, SQED, one has to add
one massless Majorana spinor, the photino (two degrees of freedom), and two
complex scalar fields, the selectrons (four degrees of freedom).

Balancing the number of degrees of freedom is a necessary but not sufficient
condition for supersymmetry in dynamically nontrivial theories, of course. All
interaction vertices must be supersymmetric too. This means that each line
in every vertex can be replaced by that of a superpartner. Say, we start from
the electron–electron–photon coupling (Fig. 8a). Now, as we already know, in
SQED the electron is accompanied by two selectrons. Thus, supersymmetry
requires the selectron–selectron–photon vertices (Fig. 8b) with the same coupling
constant. Moreover, the photon can be replaced by its superpartner, photino,
which generates the electron–selectron–photino vertex (Fig. 8c) with the same
coupling.

With the above set of vertices one can show that the theory is supersymmetric
at the level of trilinear interactions, provided that the electrons and selectrons
are degenerate in mass, while the photon and photino fields are both massless.
To make it fully supersymmetric, one should also add some quartic terms, which
describe the self-interactions of the selectron fields. Historically, SQED was the
first supersymmetric theory discovered in four dimensions [1].

B.1 Promises of Supersymmetry

Supersymmetry has yet to be discovered experimentally. In spite of the ab-
sence of direct experimental evidence, immense theoretical effort was invested
in this subject in the last thirty years; over 30,000 papers are published. The
so-called Minimal Supersymmetric Standard Model (MSSM) became a gener-
ally accepted paradigm in high-energy physics. In this respect the phenomenon
is rather unprecedented in the history of physics. Einstein’s general relativity,
the closest possible analogy one can give, was experimentally confirmed within
several years after its creation. Only in one or two occasions, theoretical predic-
tions of comparable magnitude had to wait for experimental confirmation that
long. For example, the neutrino had a time lag of 27 years. A natural question
arises: why do we believe that this concept is so fundamental?

Supersymmetry may help us to solve two of the the deepest mysteries of
nature – the cosmological term problem and the hierarchy problem.
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B.2 Cosmological Term

An additional term in the Einstein action of the form

∆S =
∫
d4x
√
g Λ (B.2)

goes under the name of the cosmological term. It is compatible with general
covariance and, therefore, can be added freely; this fact was known to Einstein.
Empirically Λ is very small, see below. In classical theory there is no problem
with fine-tuning Λ to any value.

The problem arises at the quantum level. In conventional (non-supersym-
metric) quantum field theory it is practically inevitable that

Λ ∼M4
Pl , (B.3)

where MPl is the Planck scale, MPl ∼ 1019 GeV. This is to be confronted with
the experimental value of the cosmological term,

Λexp ∼ (10−12 GeV)4 . (B.4)

The divergence between theoretical expectations and experiment is 124 orders
of magnitude! This is probably the largest discrepancy in the history of physics.

Why may supersymmetry help? In supersymmetric theories Λ is strictly for-
bidden by supersymmetry, Λ ≡ 0. Of course, supersymmetry, even if it is there,
must be broken in nature. People hope that the breaking occurs in a way en-
suring splittings between the superpartners’ masses in the ball-park of 100 GeV,
with the cosmological term in the ball-park of the experimental value (B.4).

B.3 Hierarchy Problem

The masses of the spinor particles (electrons, quarks) are protected against large
quantum corrections by chirality (“handedness”). For scalar particles the only
natural mass scale is MPl. Even if originally you choose this mass in the “human”
range of, say, 100 GeV, quantum loops will inevitably drag it to MPl. A crucial
element of the Standard Model of electroweak interactions is the Higgs boson
(not yet discovered). Its mass has to be in the ball-park of 100 GeV. If you
let its mass to be ∼ MPl, this will drag, in turn, the masses of the W bosons.
Thus, you would expect (MW )theor ∼ 1019 GeV while (MW )exp ∼ 102 GeV. The
discrepancy is 17 orders of magnitude.

Again, supersymmetry comes to rescue. In supersymmetry the notion of chi-
rality extends to bosons, through their fermion superpartners. There are no
quadratic divergences in the boson masses, at most they are logarithmic, just
like in the fermion case. Thus, the Higgs boson mass gets protected against large
quantum corrections.

Having explained that supersymmetry may help to solve two of the most
challenging problems in high-energy physics, I hasten to add that it does a
lot of other good things already right now. It proved to be a remarkable tool in
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Fig. 9. SUSY time arrow.

dealing with previously “uncrackable” issues in gauge theories at strong coupling.
Let me give a brief list of achievements: (i) first finite four-dimensional field
theories; (ii) first exact results in four-dimensional gauge theories [26]; (iii) first
fully dynamical (albeit toy) theory of confinement [27]; (iv) dualities in gauge
theories [28]. The latter finding was almost immediately generalized to strings
which gave rise to the breakthrough discovery of string dualities.

To conclude my mini-introduction, I present an arrow of time in supersym-
metry (Fig. 9).
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Abstract. Einstein derived general relativity from Riemannian geometry. Connes ex-
tends this derivation to noncommutative geometry and obtains electro–magnetic, weak,
and strong forces. These are pseudo forces, that accompany the gravitational force just
as in Minkowskian geometry the magnetic force accompanies the electric force. The
main physical input of Connes’ derivation is parity violation. His main output is the
Higgs boson which breaks the gauge symmetry spontaneously and gives masses to
gauge and Higgs bosons.

1 Introduction

Still today one of the major summits in physics is the understanding of the
spectrum of the hydrogen atom. The phenomenological formula by Balmer and
Rydberg was a remarkable pre-summit on the way up. The true summit was
reached by deriving this formula from quantum mechanics. We would like to
compare the standard model of electro–magnetic, weak, and strong forces with
the Balmer–Rydberg formula [1] and review the present status of Connes’ deriva-
tion of this model from noncommutative geometry, see Table 1. This geometry
extends Riemannian geometry, and Connes’ derivation is a natural extension of
another major summit in physics: Einstein’s derivation of general relativity from
Riemannian geometry. Indeed, Connes’ derivation unifies gravity with the other
three forces.

Let us briefly recall four nested, analytic geometries and their impact on our
understanding of forces and time, see Table 2. Euclidean geometry is underly-
ing Newton’s mechanics as space of positions. Forces are described by vectors
living in the same space and the Euclidean scalar product is needed to define
work and potential energy. Time is not part of geometry, it is absolute. This
point of view is abandoned in special relativity unifying space and time into
Minkowskian geometry. This new point of view allows to derive the magnetic
field from the electric field as a pseudo force associated to a Lorentz boost. Al-
though time has become relative, one can still imagine a grid of synchronized
clocks, i.e. a universal time. The next generalization is Riemannian geometry =
curved spacetime. Here gravity can be viewed as the pseudo force associated to
a uniformly accelerated coordinate transformation. At the same time, universal
time loses all meaning and we must content ourselves with proper time. With
today’s precision in time measurement, this complication of life becomes a bare
necessity, e.g. the global positioning system (GPS).

T. Schücker, Forces from Connes’ Geometry, Lect. Notes Phys. 659, 285–350 (2005)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2005
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Table 1. An analogy

atoms particles and forces

Balmer–Rydberg formula standard model

quantum mechanics noncommutative geometry

Table 2. Four nested analytic geometries

geometry force time

Euclidean E =
∫

F · dx absolute

Minkowskian E, ε0 ⇒ B, µ0 = 1
ε0c2

universal

Riemannian Coriolis ↔ gravity proper, τ

noncommutative gravity ⇒ YMH, λ = 1
3g

2
2 ∆τ ∼ 10−40 s

Our last generalization is to Connes’ noncommutative geometry = curved
space(time) with uncertainty. It allows to understand some Yang–Mills and some
Higgs forces as pseudo forces associated to transformations that extend the two
coordinate transformations above to the new geometry without points. Also,
proper time comes with an uncertainty. This uncertainty of some hundred Planck
times might be accessible to experiments through gravitational wave detectors
within the next ten years [2].

Prerequisites

On the physical side, the reader is supposed to be acquainted with general rel-
ativity, e.g. [3], Dirac spinors at the level of e.g. the first few chapters in [4]
and Yang–Mills theory with spontaneous symmetry break-down, for example
the standard model, e.g. [5]. I am not ashamed to adhere to the minimax prin-
ciple: a maximum of pleasure with a minimum of effort. The effort is to do
a calculation, the pleasure is when its result coincides with an experiment re-
sult. Consequently our mathematical treatment is as low-tech as possible. We
do need local differential and Riemannian geometry at the level of e.g. the first
few chapters in [6]. Local means that our spaces or manifolds can be thought of
as open subsets of R

4. Nevertheless, we sometimes use compact spaces like the
torus: only to simplify some integrals. We do need some group theory, e.g. [7],
mostly matrix groups and their representations. We also need a few basic facts
on associative algebras. Most of them are recalled as we go along and can be
found for instance in [8]. For the reader’s convenience, a few simple definitions
from groups and algebras are collected in the Appendix. And, of course, we need
some chapters of noncommutative geometry which are developped in the text.
For a more detailed presentation still with particular care for the physicist see
Refs. [9,10].
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2 Gravity from Riemannian Geometry

In this section we briefly review Einstein’s derivation of general relativity from
Riemannian geometry. His derivation is in two strokes, kinematics and dynamics.

2.1 First Stroke: Kinematics

Consider flat space(time) M in inertial or Cartesian coordinates x̃λ̃. Take as
matter a free, classical point particle. Its dynamics, Newton’s free equation,
fixes the trajectory x̃λ̃(p):

d2x̃λ̃

dp2 = 0. (1)

After a general coordinate transformation, xλ = σλ(x̃), Newton’s equation reads

d2xλ

dp2 + Γλµν(g)
dxµ

dp
dxν

dp
= 0. (2)

Pseudo forces have appeared. They are coded in the Levi–Civita connection

Γλµν(g) = 1
2g
λκ

[
∂

∂xµ
gκν +

∂

∂xν
gκµ − ∂

∂xκ
gµν

]
, (3)

where gµν is obtained by ‘fluctuating’ the flat metric η̃µ̃ν̃ = diag(1,−1,−1,−1, )
with the Jacobian of the coordinate transformation σ:

gµν(x) = J (x)−1µ̃
µ ηµ̃ν̃ J (x)−1ν̃

ν , J (x̃)µµ̃ := ∂σµ(x̃)/∂ x̃µ̃. (4)

For the coordinates of the rotating disk, the pseudo forces are precisely the cen-
trifugal and Coriolis forces. Einstein takes uniformly accelerated coordinates,
ct = ct̃, z = z̃ + 1

2
g
c2 (ct̃)2 with g = 9.81 m/s2. Then the geodesic equation (2)

reduces to d2z/dt2 = −g. So far this gravity is still a pseudo force which means
that the curvature of its Levi–Civita connection vanishes. This constraint is re-
laxed by the equivalence principle: pseudo forces and true gravitational forces
are coded together in a not necessarily flat connection Γ , that derives from a
potential, the not necessarily flat metric g. The kinematical variable to describe
gravity is therefore the Riemannian metric. By construction the dynamics of
matter, the geodesic equation, is now covariant under general coordinate trans-
formations.

2.2 Second Stroke: Dynamics

Now that we know the kinematics of gravity let us see how Einstein obtains its
dynamics, i.e. differential equations for the metric tensor gµν . Of course Einstein
wants these equations to be covariant under general coordinate transformations
and he wants the energy-momentum tensor Tµν to be the source of gravity. From
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Riemannian geometry he knew that there is no covariant, first order differential
operator for the metric. But there are second order ones:
Theorem: The most general tensor of degree 2 that can be constructed from
the metric tensor gµν(x) with at most two partial derivatives is

αRµν + βRgµν + Λgµν , α, β, Λ ∈ R.. (5)

Here are our conventions for the curvature tensors:

Riemann tensor : Rλµνκ = ∂νΓ
λ
µκ − ∂κΓ

λ
µν + Γ ηµκΓ

λ
νη − Γ ηµνΓ

λ
κη, (6)

Ricci tensor : Rµκ = Rλµλκ, (7)
curvature scalar : R = Rµνg

µν . (8)

The miracle is that the tensor (5) is symmetric just as the energy-momentum
tensor. However, the latter is covariantly conserved, DµTµν = 0, while the former
one is conserved if and only if β = − 1

2α. Consequently, Einstein puts his equation

Rµν − 1
2Rgµν − Λcgµν = 8πG

c4 Tµν . (9)

He chooses a vanishing cosmological constant, Λc = 0. Then for small static mass
density T00, his equation reproduces Newton’s universal law of gravity with G
the Newton constant. However for not so small masses there are corrections
to Newton’s law like precession of perihelia. Also Einstein’s theory applies to
massless matter and produces the curvature of light. Einstein’s equation has an
agreeable formal property, it derives via the Euler–Lagrange variational principle
from an action, the famous Einstein–Hilbert action:

SEH[g] =
−1

16πG

∫
M

R dV − 2Λc
16πG

∫
M

dV, (10)

with the invariant volume element dV := |det g··|1/2 d4x.
General relativity has a precise geometric origin: the left-hand side of Ein-

stein’s equation is a sum of some 80 000 terms in first and second partial deriva-
tives of gµν and its matrix inverse gµν . All of these terms are completely fixed by
the requirement of covariance under general coordinate transformations. General
relativity is verified experimentally to an extraordinary accuracy, even more, it
has become a cornerstone of today’s technology. Indeed length measurements
had to be abandoned in favour of proper time measurements, e.g. the GPS.
Nevertheless, the theory still leaves a few questions unanswered:

• Einstein’s equation is nonlinear and therefore does not allow point masses
as source, in contrast to Maxwell’s equation that does allow point charges
as source. From this point of view it is not satisfying to consider point-like
matter.

• The gravitational force is coded in the connection Γ . Nevertheless we have
accepted its potential, the metric g, as kinematical variable.
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• The equivalence principle states that locally, i.e. on the trajectory of a point-
like particle, one cannot distinguish gravity from a pseudo force. In other
words, there is always a coordinate system, ‘the freely falling lift’, in which
gravity is absent. This is not true for electro–magnetism and we would like
to derive this force (as well as the weak and strong forces) as a pseudo force
coming from a geometric transformation.

• So far general relativity has resisted all attempts to reconcile it with quantum
mechanics.

3 Slot Machines and the Standard Model

Today we have a very precise phenomenological description of electro–magnetic,
weak, and strong forces. This description, the standard model, works on a pertur-
bative quantum level and, as classical gravity, it derives from an action principle.
Let us introduce this action by analogy with the Balmer–Rydberg formula.

One of the new features of atomic physics was the appearance of discrete
frequencies and the measurement of atomic spectra became a highly developed
art. It was natural to label the discrete frequencies ν by natural numbers n. To
fit the spectrum of a given atom, say hydrogen, let us try the ansatz

ν = g1n
q1
1 + g2n

q2
2 . (11)

We view this ansatz as a slot machine. You input two bills, the integers q1, q2
and two coins, the two real numbers g1, g2, and compare the output with the
measured spectrum. (See Fig. 1.) If you are rich enough, you play and replay
on the slot machine until you win. The winner is the Balmer–Rydberg formula,
i.e., q1 = q2 = −2 and g1 = −g2 = 3.289 1015 Hz, which is the famous Rydberg
constant R. Then came quantum mechanics. It explained why the spectrum of
the hydrogen atom was discrete in the first place and derived the exponents and
the Rydberg constant,

R =
me

4π�3

e4

(4πε0)2
, (12)

from a noncommutativity, [x, p] = i�1.

q
1

q

g

g

1

2 2

Fig. 1. A slot machine for atomic spectra
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Fig. 2. The Yang–Mills–Higgs slot machine

To cut short its long and complicated history we introduce the standard
model as the winner of a particular slot machine. This machine, which has be-
come popular under the names Yang, Mills and Higgs, has four slots for four
bills. Once you have decided which bills you choose and entered them, a certain
number of small slots will open for coins. Their number depends on the choice of
bills. You make your choice of coins, feed them in, and the machine starts work-
ing. It produces as output a Lagrange density. From this density, perturbative
quantum field theory allows you to compute a complete particle phenomenology:
the particle spectrum with the particles’ quantum numbers, cross sections, life
times, and branching ratios. (See Fig. 2.) You compare the phenomenology to
experiment to find out whether your input wins or loses.

3.1 Input

The first bill is a finite dimensional, real, compact Lie group G. The gauge
bosons, spin 1, will live in its adjoint representation whose Hilbert space is the
complexification of the Lie algebra g (cf. Appendix).

The remaining bills are three unitary representations of G, ρL, ρR, ρS , de-
fined on the complex Hilbert spaces, HL, HR, HS . They classify the left- and
right-handed fermions, spin 1

2 , and the scalars, spin 0. The group G is chosen
compact to ensure that the unitary representations are finite dimensional, we
want a finite number of ‘elementary particles’ according to the credo of particle
physics that particles are orthonormal basis vectors of the Hilbert spaces which
carry the representations. More generally, we might also admit multi-valued
representations, ‘spin representations’, which would open the debate on charge
quantization. More on this later.

The coins are numbers, coupling constants, more precisely coefficients of
invariant polynomials. We need an invariant scalar product on g. The set of all
these scalar products is a cone and the gauge couplings are particular coordinates
of this cone. If the group is simple, say G = SU(n), then the most general,
invariant scalar product is

(X,X ′) = 2
g2n

tr [X∗X ′], X,X ′ ∈ su(n). (13)
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If G = U(1), we have

(Y, Y ′) = 1
g21
Ȳ Y ′, Y, Y ′ ∈ u(1). (14)

We denote by ·̄ the complex conjugate and by ·∗ the Hermitean conjugate. Mind
the different normalizations, they are conventional. The gn are positive numbers,
the gauge couplings. For every simple factor of G there is one gauge coupling.

Then we need the Higgs potential V (ϕ). It is an invariant, fourth order,
stable polynomial on HS � ϕ. Invariant means V (ρS(u)ϕ) = V (ϕ) for all u ∈ G.
Stable means bounded from below. For G = U(2) and the Higgs scalar in the
fundamental or defining representation, ϕ ∈ HS = C

2, ρS(u) = u, we have

V (ϕ) = λ (ϕ∗ϕ)2 − 1
2µ

2 ϕ∗ϕ. (15)

The coefficients of the Higgs potential are the Higgs couplings, λ must be positive
for stability. We say that the potential breaks G spontaneously if no minimum
of the potential is a trivial orbit under G. In our example, if µ is positive, the
minima of V (ϕ) lie on the 3-sphere |ϕ| = v := 1

2µ/
√
λ. v is called vacuum

expectation value and U(2) is said to break down spontaneously to its little
group

U(1) �
(

1 0
0 eiα

)
. (16)

The little group leaves invariant any given point of the minimum, e.g. ϕ = (v, 0)T .
On the other hand, if µ is purely imaginary, then the minimum of the potential
is the origin, no spontaneous symmetry breaking and the little group is all of G.

Finally, we need the Yukawa couplings gY . They are the coefficients of the
most general, real, trilinear invariant on H∗L ⊗ HR ⊗ (HS ⊕ H∗S). For every
1-dimensional invariant subspace in the reduction of this tensor representa-
tion, we have one complex Yukawa coupling. For example G = U(2), HL =
C

2, ρL(u)ψL = (detu)qLuψL, HR = C, ρR(u)ψR = (detu)qRψR, HS = C
2,

ρS(u)ϕ = (detu)qSuϕ. If −qL + qR + qS �= 0 there is no Yukawa coupling,
otherwise there is one: (ψL, ψR, ϕ) = Re(gY ψ∗LψRϕ).

If the symmetry is broken spontaneously, gauge and Higgs bosons acquire
masses related to gauge and Higgs couplings, fermions acquire masses equal to
the ‘vacuum expectation value’ v times the Yukawa couplings.

As explained in Jan-Willem van Holten’s and Jean Zinn-Justin’s lectures at
this School [11,12], one must require for consistency of the quantum theory that
the fermionic representations be free of Yang–Mills anomalies,

tr ((ρ̃L(X))3)− tr ((ρ̃R(X))3) = 0, for all X ∈ g. (17)

We denote by ρ̃ the Lie algebra representation of the group representation ρ.
Sometimes one also wants the mixed Yang–Mills–gravitational anomalies to van-
ish:

tr ρ̃L(X)− tr ρ̃R(X) = 0, for all X ∈ g. (18)
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3.2 Rules

It is time to open the slot machine and to see how it works. Its mechanism has
five pieces:

The Yang–Mills Action. The actor in this piece is A = Aµdxµ, called con-
nection, gauge potential, gauge boson or Yang–Mills field. It is a 1-form on
spacetime M � x with values in the Lie algebra g, A ∈ Ω1(M, g). We define its
curvature or field strength,

F := dA+ 1
2 [A,A] = 1

2Fµνdx
µdxν ∈ Ω2(M, g), (19)

and the Yang–Mills action,

SYM[A] = − 1
2

∫
M

(F, ∗F ) =
−1
2g2
n

∫
M

trF ∗µνF
µνdV. (20)

The gauge group MG is the infinite dimensional group of differentiable functions
g : M → G with pointwise multiplication. ·∗ is the Hermitean conjugate of
matrices, ∗· is the Hodge star of differential forms. The space of all connections
carries an affine representation (cf. Appendix) ρV of the gauge group:

ρV (g)A = gAg−1 + gdg−1. (21)

Restricted to x-independent (‘rigid’) gauge transformation, the representation is
linear, the adjoint one. The field strength transforms homogeneously even under
x-dependent (‘local’) gauge transformations, g : M → G differentiable,

ρV (g)F = gFg−1, (22)

and, as the scalar product (·, ·) is invariant, the Yang–Mills action is gauge
invariant,

SYM[ρV (g)A] = SYM[A] for all g ∈ MG. (23)

Note that a mass term for the gauge bosons,

1
2

∫
M

m2
A(A, ∗A) =

1
g2
n

∫
M

m2
AtrA∗µA

µdV, (24)

is not gauge invariant because of the inhomogeneous term in the transformation
law of a connection (21). Gauge invariance forces the gauge bosons to be massless.

In the Abelian case G = U(1), the Yang–Mills Lagrangian is nothing but
Maxwell’s Lagrangian, the gauge boson A is the photon and its coupling con-
stant g is e/

√
ε0. Note however, that the Lie algebra of U(1) is iR and the

vector potential is purely imaginary, while conventionally, in Maxwell’s theory
it is chosen real. Its quantum version is QED, quantum electro-dynamics. For
G = SU(3) and HL = HR = C

3 we have today’s theory of strong interaction,
quantum chromo-dynamics, QCD.
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The Dirac Action. Schrödinger’s action is non-relativistic. Dirac generalized
it to be Lorentz invariant, e.g. [4]. The price to be paid is twofold. His gen-
eralization only works for spin 1

2 particles and requires that for every such
particle there must be an antiparticle with same mass and opposite charges.
Therefore, Dirac’s wave function ψ(x) takes values in C

4, spin up, spin down,
particle, antiparticle. antiparticles have been discovered and Dirac’s theory was
celebrated. Here it is in short for (flat) Minkowski space of signature + − −−,
ηµν = ηµν = diag(+1,−1,−1,−1). Define the four Dirac matrices,

γ0 =
(

0 −12
−12 0

)
, γj =

(
0 σj
−σj 0

)
, (25)

for j = 1, 2, 3 with the three Pauli matrices,

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (26)

They satisfy the anticommutation relations,

γµγν + γνγµ = 2ηµν14. (27)

In even spacetime dimensions, the chirality,

γ5 := − i
4!εµνρσγ

µγνγργσ = −iγ0γ1γ2γ3 =
(−12 0

0 12

)
(28)

is a natural operator and it paves the way to an understanding of parity vi-
olation in weak interactions. The chirality is a unitary matrix of unit square,
which anticommutes with all four Dirac matrices. (1 − γ5)/2 projects a Dirac
spinor onto its left-handed part, (1 + γ5)/2 projects onto the right-handed part.
The two parts are called Weyl spinors. A massless left-handed (right-handed)
spinor, has its spin parallel (anti-parallel) to its direction of propagation. The
chirality maps a left-handed spinor to a right-handed spinor. A space reflection
or parity transformation changes the sign of the velocity vector and leaves the
spin vector unchanged. It therefore has the same effect on Weyl spinors as the
chirality operator. Similarly, there is the charge conjugation, an anti-unitary op-
erator (cf. Appendix) of unit square, that applied on a particle ψ produces its
antiparticle

J = 1
i γ

0γ2 ◦ complex conjugation =




0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0


 ◦ c c, (29)

i.e. Jψ = 1
i γ

0γ2 ψ̄. Attention, here and for the last time ψ̄ stands for the complex
conjugate of ψ. In a few lines we will adopt a different more popular convention.
The charge conjugation commutes with all four Dirac matrices. In flat spacetime,
the free Dirac operator is simply defined by,

∂/ := i�γµ∂µ. (30)
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It is sometimes referred to as square root of the wave operator because ∂/
2 = −!".

The coupling of the Dirac spinor to the gauge potential A = Aµdxµ is done via
the covariant derivative, and called Minimal coupling. In order to break parity,
we write left- and right-handed parts independently:

SD[A,ψL, ψR] =
∫
M

ψ̄L [ ∂/+ i�γµρ̃L(Aµ)]
1− γ5

2
ψL dV

+
∫
M

ψ̄R [ ∂/+ i�γµρ̃R(Aµ)]
1 + γ5

2
ψR dV. (31)

The new actors in this piece are ψL and ψR, two multiplets of Dirac spinors
or fermions, that is with values in HL and HR. We use the notations, ψ̄ :=
ψ∗γ0, where ·∗ denotes the Hermitean conjugate with respect to the four spinor
components and the dual with respect to the scalar product in the (internal)
Hilbert space HL or HR. The γ0 is needed for energy reasons and for invariance
of the pseudo–scalar product of spinors under lifted Lorentz transformations. The
γ0 is absent if spacetime is Euclidean. Then we have a genuine scalar product
and the square integrable spinors form a Hilbert space L2(S) = L2(R4)⊗C

4, the
infinite dimensional brother of the internal one. The Dirac operator is then self
adjoint in this Hilbert space. We denote by ρ̃L the Lie algebra representation in
HL. The covariant derivative, Dµ := ∂µ + ρ̃L(Aµ), deserves its name,

[∂µ + ρ̃L(ρV (g)Aµ)] (ρL(g)ψL) = ρL(g) [∂µ + ρ̃L(Aµ)]ψL, (32)

for all gauge transformations g ∈ MG. This ensures that the Dirac action (31)
is gauge invariant.

If parity is conserved, HL = HR, we may add a mass term

−c
∫
M

ψ̄Rmψ
1− γ5

2
ψL dV − c

∫
M

ψ̄Lmψ
1 + γ5

2
ψR dV =

−c
∫
M

ψ̄ mψ ψ dV (33)

to the Dirac action. It gives identical masses to all members of the multiplet. The
fermion masses are gauge invariant if all fermions in HL = HR have the same
mass. For instance QED preserves parity, HL = HR = C, the representation
being characterized by the electric charge, −1 for both the left- and right handed
electron. Remember that gauge invariance forces gauge bosons to be massless.
For fermions, it is parity non-invariance that forces them to be massless.

Let us conclude by reviewing briefly why the Dirac equation is the Lorentz
invariant generalization of the Schrödinger equation. Take the free Schrödinger
equation on (flat) R

4. It is a linear differential equation with constant coefficients,(
2m
i�

∂

∂t
−∆

)
ψ = 0. (34)

We compute its polynomial following Fourier and de Broglie,

− 2m
�

ω + k2 = − 2m
�2

[
E − p2

2m

]
. (35)
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Energy conservation in Newtonian mechanics is equivalent to the vanishing of
the polynomial. Likewise, the polynomial of the free, massive Dirac equation
( ∂/− cmψ)ψ = 0 is

�

c ωγ
0 + � kjγ

j − cm1. (36)

Putting it to zero implies energy conservation in special relativity,

(�

c )
2 ω2 − �

2 k2 − c2m2 = 0. (37)

In this sense, Dirac’s equation generalizes Schrödinger’s to special relativity. To
see that Dirac’s equation is really Lorentz invariant we must lift the Lorentz
transformations to the space of spinors. We will come back to this lift.

So far we have seen the two noble pieces by Yang–Mills and Dirac. The
remaining three pieces are cheap copies of the two noble ones with the gauge
boson A replaced by a scalar ϕ. We need these three pieces to cure only one
problem, give masses to some gauge bosons and to some fermions. These masses
are forbidden by gauge invariance and parity violation. To simplify the notation
we will work from now on in units with c = � = 1.

The Klein–Gordon Action. The Yang–Mills action contains the kinetic term
for the gauge boson. This is simply the quadratic term, (dA,dA), which by
Euler–Lagrange produces linear field equations. We copy this for our new actor,
a multiplet of scalar fields or Higgs bosons,

ϕ ∈ Ω0(M,HS), (38)

by writing the Klein–Gordon action,

SKG[A,ϕ] = 1
2

∫
M

(Dϕ)∗ ∗Dϕ = 1
2

∫
M

(Dµϕ)∗DµϕdV, (39)

with the covariant derivative here defined with respect to the scalar representa-
tion,

Dϕ := dϕ+ ρ̃S(A)ϕ. (40)

Again we need this Minimal coupling ϕ∗Aϕ for gauge invariance.

The Higgs Potential. The non-Abelian Yang–Mills action contains interaction
terms for the gauge bosons, an invariant, fourth order polynomial, 2(dA, [A,A])+
([A,A], [A,A]). We mimic these interactions for scalar bosons by adding the
integrated Higgs potential

∫
M
∗V (ϕ) to the action.

The Yukawa Terms. We also mimic the (minimal) coupling of the gauge boson
to the fermions ψ∗Aψ by writing all possible trilinear invariants,

SY[ψL, ψR, ϕ] :=

Re
∫
M

∗

 n∑
j=1

gY j (ψ∗L, ψR, ϕ)j +
m∑

j=n+1

gY j (ψ∗L, ψR, ϕ
∗)j


 . (41)
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Fig. 3. Tri- and quadrilinear gauge couplings, minimal gauge coupling to fermions,
Higgs self-coupling and Yukawa coupling

In the standard model, there are 27 complex Yukawa couplings, m = 27.

The Yang–Mills and Dirac actions, contain three types of couplings, a tri-
linear self coupling AAA, a quadrilinear self coupling AAAA and the trilinear
Minimal coupling ψ∗Aψ. The gauge self couplings are absent if the group G
is Abelian, the photon has no electric charge, Maxwell’s equations are linear.
The beauty of gauge invariance is that if G is simple, all these couplings are
fixed in terms of one positive number, the gauge coupling g. To see this, take
an orthonormal basis Tb, b = 1, 2, ...dimG of the complexification gC of the Lie
algebra with respect to the invariant scalar product and an orthonormal basis
Fk, k = 1, 2, ...dimHL, of the fermionic Hilbert space, say HL, and expand the
actors,

A =: AbµTbdx
µ, ψ =: ψkFk. (42)

Insert these expressions into the Yang–Mills and Dirac actions, then you get the
following interaction terms, see Fig. 3,

g ∂ρA
a
µA

b
νA

c
σ fabc ε

ρµνσ, g2AaµA
b
νA

c
ρA

d
σ fab

efecd ε
ρµνσ,

g ψk∗Abµγ
µψ� tbk

�, (43)

with the structure constants fabe,

[Ta, Tb] =: fabeTe. (44)

The indices of the structure constants are raised and lowered with the matrix of
the invariant scalar product in the basis Tb, that is the identity matrix. The tbk�

is the matrix of the operator ρ̃L(Tb) with respect to the basis Fk. The difference
between the noble and the cheap actions is that the Higgs couplings, λ and µ
in the standard model, and the Yukawa couplings gY j are arbitrary, are neither
connected among themselves nor connected to the gauge couplings gi.

3.3 The Winner

Physicists have spent some thirty years and billions of Swiss Francs playing on
the slot machine by Yang, Mills and Higgs. There is a winner, the standard
model of electro–weak and strong forces. Its bills are

G = SU(2)× U(1)× SU(3)/(Z2 × Z3), (45)
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HL =
3⊕
1

[
(2, 1

6 , 3)⊕ (2,− 1
2 , 1)

]
, (46)

HR =
3⊕
1

[
(1, 2

3 , 3)⊕ (1,− 1
3 , 3)⊕ (1,−1, 1)

]
, (47)

HS = (2,− 1
2 , 1), (48)

where (n2, y, n3) denotes the tensor product of an n2 dimensional representation
of SU(2), an n3 dimensional representation of SU(3) and the one dimensional
representation of U(1) with hypercharge y: ρ(exp(iθ)) = exp(iyθ). For historical
reasons the hypercharge is an integer multiple of 1

6 . This is irrelevant: only the
product of the hypercharge with its gauge coupling is measurable and we do
not need multi-valued representations, which are characterized by non-integer,
rational hypercharges. In the direct sum, we recognize the three generations of
fermions, the quarks are SU(3) colour triplets, the leptons colour singlets. The
basis of the fermion representation space is

(
u
d

)
L

,

(
c
s

)
L

,

(
t
b

)
L

,

(
νe
e

)
L

,

(
νµ
µ

)
L

,

(
ντ
τ

)
L

uR,
dR,

cR,
sR,

tR,
bR,

eR, µR, τR

The parentheses indicate isospin doublets.
The eight gauge bosons associated to su(3) are called gluons. Attention, the

U(1) is not the one of electric charge, it is called hypercharge, the electric charge
is a linear combination of hypercharge and weak isospin, parameterized by the
weak mixing angle θw to be introduced below. This mixing is necessary to give
electric charges to the W bosons. The W+ and W− are pure isospin states, while
the Z0 and the photon are (orthogonal) mixtures of the third isospin generator
and hypercharge.

Because of the high degree of reducibility in the bills, there are many coins,
among them 27 complex Yukawa couplings. Not all Yukawa couplings have a
physical meaning and we only remain with 18 physically significant, positive
numbers [13], three gauge couplings at energies corresponding to the Z mass,

g1 = 0.3574± 0.0001, g2 = 0.6518± 0.0003, g3 = 1.218± 0.01, (49)

two Higgs couplings, λ and µ, and 13 positive parameters from the Yukawa
couplings. The Higgs couplings are related to the boson masses:

mW = 1
2g2 v = 80.419± 0.056 GeV, (50)

mZ = 1
2

√
g2
1 + g2

2 v = mW / cos θw = 91.1882 ± 0.0022 GeV, (51)

mH = 2
√

2
√
λ v > 98 GeV, (52)
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with the vacuum expectation value v := 1
2µ/

√
λ and the weak mixing angle θw

defined by

sin2 θw := g−2
2 /(g−2

2 + g−2
1 ) = 0.23117 ± 0.00016. (53)

For the standard model, there is a one–to–one correspondence between the phys-
ically relevant part of the Yukawa couplings and the fermion masses and mixings,

me = 0.510998902± 0.000000021 MeV,
mµ = 0.105658357± 0.000000005 GeV,
mτ = 1.77703± 0.00003 GeV,

mu = 3± 2 MeV, md = 6± 3 MeV,
mc = 1.25± 0.1 GeV, ms = 0.125± 0.05 GeV,
mt = 174.3± 5.1 GeV, mb = 4.2± 0.2 GeV.

For simplicity, we take massless neutrinos. Then mixing only occurs for quarks
and is given by a unitary matrix, the Cabibbo–Kobayashi–Maskawa matrix

CKM :=


Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


 . (54)

For physical purposes it can be parameterized by three angles θ12, θ23, θ13 and
one CP violating phase δ:

CKM =


 c12c13 s12c13 s13e

−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13
s12s23 − c12c23s13e

iδ −c12s23 − s12c23s13e
iδ c23c13


 , (55)

with ckl := cos θkl, skl := sin θkl. The absolute values of the matrix elements in
CKM are:


 0.9750± 0.0008 0.223± 0.004 0.004± 0.002

0.222± 0.003 0.9742± 0.0008 0.040± 0.003
0.009± 0.005 0.039± 0.004 0.9992± 0.0003


 . (56)

The physical meaning of the quark mixings is the following: when a sufficiently
energetic W+ decays into a u quark, this u quark is produced together with
a d̄ quark with probability |Vud|2, together with a s̄ quark with probability
|Vus|2, together with a b̄ quark with probability |Vub|2. The fermion masses
and mixings together are an entity, the fermionic mass matrix or the matrix
of Yukawa couplings multiplied by the vacuum expectation value.

Let us note six intriguing properties of the standard model.

• The gluons couple in the same way to left- and right-handed fermions, the
gluon coupling is vectorial, the strong interaction does not break parity.
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• The fermionic mass matrix commutes with SU(3), the three colours of a
given quark have the same mass.

• The scalar is a colour singlet, the SU(3) part ofG does not suffer spontaneous
symmetry break down, the gluons remain massless.

• The SU(2) couples only to left-handed fermions, its coupling is chiral, the
weak interaction breaks parity maximally.

• The scalar is an isospin doublet, the SU(2) part suffers spontaneous sym-
metry break down, the W± and the Z0 are massive.

• The remaining colourless and neutral gauge boson, the photon, is massless
and couples vectorially. This is certainly the most ad-hoc feature of the stan-
dard model. Indeed the photon is a linear combination of isospin, which cou-
ples only to left-handed fermions, and of a U(1) generator, which may couple
to both chiralities. Therefore only the careful fine tuning of the hypercharges
in the three input representations (46-48) can save parity conservation and
gauge invariance of electro–magnetism,

yuR
= yqL

− y�L ydR
= yqL

+ y�L , yeR
= 2y�L , yϕ = y�L , (57)

The subscripts label the multiplets, qL for the left-handed quarks, �L for the
left-handed leptons, uR for the right-handed up-quarks and so forth and ϕ
for the scalar.

Nevertheless the phenomenological success of the standard model is phenome-
nal: with only a handful of parameters, it reproduces correctly some millions
of experimental numbers. Most of these numbers are measured with an accu-
racy of a few percent and they can be reproduced by classical field theory, no �

needed. However, the experimental precision has become so good that quantum
corrections cannot be ignored anymore. At this point it is important to note that
the fermionic representations of the standard model are free of Yang–Mills (and
mixed) anomalies. Today the standard model stands uncontradicted.

Let us come back to our analogy between the Balmer–Rydberg formula and
the standard model. One might object that the ansatz for the spectrum, equation
(11), is completely ad hoc, while the class of all (anomaly free) s is distinguished
by perturbative renormalizability. This is true, but this property was proved [14]
only years after the electro–weak part of the standard model was published [15].

By placing the hydrogen atom in an electric or magnetic field, we know exper-
imentally that every frequency ‘state’ n, n = 1, 2, 3, ..., comes with n irreducible
unitary representations of the rotation group SO(3). These representations are
labelled by �, � = 0, 1, 2, ...n− 1, of dimensions 2�+ 1. An orthonormal basis of
each representation � is labelled by another integer m, m = −�,−�+1, ...�. This
experimental fact has motivated the credo that particles are orthonormal basis
vectors of unitary representations of compact groups. This credo is also behind
the standard model. While SO(3) has a clear geometric interpretation, we are
still looking for such an interpretation of SU(2)× U(1)× SU(3)/[Z2 × Z3].

We close this subsection with Iliopoulos’ joke [16] from 1976:
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Do-It-Yourself Kit for Gauge Models:

1) Choose a gauge group G.
2) Choose the fields of the “elementary particles” you want to introduce, and

their representations. Do not forget to include enough fields to allow for the
Higgs mechanism.

3) Write the most general renormalizable Lagrangian invariant under G. At
this stage gauge invariance is still exact and all vector bosons are massless.

4) Choose the parameters of the Higgs scalars so that spontaneous symmetry
breaking occurs. In practice, this often means to choose a negative value
[positive in our notations] for the parameter µ2.

5) Translate the scalars and rewrite the Lagrangian in terms of the translated
fields. Choose a suitable gauge and quantize the theory.

6) Look at the properties of the resulting model. If it resembles physics, even
remotely, publish it.

7) GO TO 1.

Meanwhile his joke has become experimental reality.

3.4 Wick Rotation

Euclidean signature is technically easier to handle than Minkowskian. What is
more, in Connes’ geometry it will be vital that the spinors form a Hilbert space
with a true scalar product and that the Dirac action takes the form of a scalar
product. We therefore put together the Einstein–Hilbert and Yang–Mills–Higgs
actions with emphasis on the relative signs and indicate the changes necessary
to pass from Minkowskian to Euclidean signature.

In 1983 the meter disappeared as fundamental unit of science and technology.
The conceptual revolution of general relativity, the abandon of length in favour
of time, had made its way up to the domain of technology. Said differently,
general relativity is not really geo-metry, but chrono-metry. Hence our choice of
Minkowskian signature is +−−−.

With this choice the combined Lagrangian reads,

{− 2Λc

16πG − 1
16πG R − 1

2g2 tr (F ∗µνF
µν) + 1

g2m
2
Atr (A∗µA

µ)
+ 1

2 (Dµϕ)∗Dµϕ − 1
2 m

2
ϕ|ϕ|2 + 1

2 µ
2|ϕ|2 − λ|ϕ|4

+ψ∗γ0 [iγµDµ − mψ14]ψ} |det g··|1/2. (58)

This Lagrangian is real if we suppose that all fields vanish at infinity. The relative
coefficients between kinetic terms and mass terms are chosen as to reproduce the
correct energy momentum relations from the free field equations using Fourier
transform and the de Broglie relations as explained after equation (34). With
the chiral decomposition

ψL = 1−γ5
2 ψ, ψR = 1+γ5

2 ψ, (59)

the Dirac Lagrangian reads
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ψ∗γ0 [iγµDµ − mψ14]ψ
= ψ∗Lγ

0 iγµDµ ψL + ψ∗Rγ
0 iγµDµ ψR − mψψ

∗
Lγ

0ψR − mψψ
∗
Rγ

0ψL.(60)

The relativistic energy momentum relations are quadratic in the masses. There-
fore the sign of the fermion mass mψ is conventional and merely reflects the
choice: who is particle and who is antiparticle. We can even adopt one choice for
the left-handed fermions and the opposite choice for the right-handed fermions.
Formally this can be seen by the change of field variable (chiral transformation):

ψ := exp(iαγ5)ψ′. (61)

It leaves invariant the kinetic term and the mass term transforms as,

−mψψ
′∗γ0[cos(2α) 14 + i sin(2α) γ5]ψ′. (62)

With α = −π/4 the Dirac Lagrangian becomes:

ψ′∗γ0[ iγµDµ + imψγ5]ψ′ (63)
= ψ′∗Lγ

0 iγµDµ ψ
′
L + ψ′∗Rγ

0 iγµDµ ψ
′
R + mψψ

′∗
Lγ

0iγ5ψ
′
R

+mψψ
′∗
Rγ

0iγ5ψ
′
L

= ψ′∗Lγ
0 iγµDµ ψ

′
L + ψ′∗Rγ

0 iγµDµ ψ
′
R + imψψ

′∗
Lγ

0ψ′R − imψψ
′∗
Rγ

0ψ′L.

We have seen that gauge invariance forbids massive gauge bosons, mA = 0,
and that parity violation forbids massive fermions, mψ = 0. This is fixed by
spontaneous symmetry breaking, where we take the scalar mass term with wrong
sign, mϕ = 0, µ > 0. The shift of the scalar then induces masses for the gauge
bosons, the fermions and the physical scalars. These masses are calculable in
terms of the gauge, Yukawa, and Higgs couplings.

The other relative signs in the combined Lagrangian are fixed by the require-
ment that the energy density of the non-gravitational part T00 be positive (up to
a cosmological constant) and that gravity in the Newtonian limit be attractive.
In particular this implies that the Higgs potential must be bounded from below,
λ > 0. The sign of the Einstein–Hilbert action may also be obtained from an
asymptotically flat space of weak curvature, where we can define gravitational
energy density. Then the requirement is that the kinetic terms of all physical
bosons, spin 0, 1, and 2, be of the same sign. Take the metric of the form

gµν = ηµν + hµν , (64)

hµν small. Then the Einstein–Hilbert Lagrangian becomes [17],

− 1
16πG R |det g··|1/2 = 1

16πG{ 1
4∂µhαβ∂

µhαβ − 1
8∂µhα

α∂µhβ
β (65)

− [∂νhµν − 1
2∂µhν

ν ][∂ν′hµν
′ − 1

2∂
µhν′ν

′
] + O(h3)}.

Here indices are raised with η··. After an appropriate choice of coordinates,
‘harmonic coordinats’, the bracket

[
∂νhµ

ν − 1
2∂µhν

ν
]

vanishes and only two in-
dependent components of hµν remain, h11 = −h22 and h12. They represent the
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two physical states of the graviton, helicity ±2. Their kinetic terms are both
positive, e.g.:

+ 1
16πG

1
4∂µh12∂

µh12. (66)

Likewise, by an appropriate gauge transformation, we can achieve ∂µA
µ = 0,

‘Lorentz gauge’, and remain with only two ‘transverse’ components A1, A2 of
helicity ±1. They have positive kinetic terms, e.g.:

+ 1
2g2 tr (∂µA∗1∂

µA1). (67)

Finally, the kinetic term of the scalar is positive:

+ 1
2∂µϕ

∗∂µϕ. (68)

An old recipe from quantum field theory, ‘Wick rotation’, amounts to re-
placing spacetime by a Riemannian manifold with Euclidean signature. Then
certain calculations become feasible or easier. One of the reasons for this is that
Euclidean quantum field theory resembles statistical mechanics, the imaginary
time playing formally the role of the inverse temperature. Only at the end of the
calculation the result is ‘rotated back’ to real time. In some cases, this recipe can
be justified rigorously. The precise formulation of the recipe is that the n-point
functions computed from the Euclidean Lagrangian be the analytic continua-
tions in the complex time plane of the Minkowskian n-point functions. We shall
indicate a hand waving formulation of the recipe, that is sufficient for our pur-
pose: In a first stroke we pass to the signature − + ++. In a second stroke we
replace t by it and replace all Minkowskian scalar products by the corresponding
Euclidean ones.

The first stroke amounts simply to replacing the metric by its negative. This
leaves invariant the Christoffel symbols, the Riemann and Ricci tensors, but
reverses the sign of the curvature scalar. Likewise, in the other terms of the
Lagrangian we get a minus sign for every contraction of indices, e.g.: ∂µϕ∗∂µϕ =
∂µϕ

∗∂µ′ϕgµµ
′

becomes ∂µϕ∗∂µ′ϕ(−gµµ′
) = −∂µϕ∗∂µϕ. After multiplication by

a conventional overall minus sign the combined Lagrangian reads now,

{ 2Λc

16πG − 1
16πG R + 1

2g2 tr (F ∗µνF
µν) + 1

g2m
2
Atr (A∗µA

µ)
+ 1

2 (Dµϕ)∗Dµϕ + 1
2 m

2
ϕ|ϕ|2 − 1

2 µ
2|ϕ|2 + λ|ϕ|4

+ψ∗γ0[ iγµDµ + mψ14 ]ψ } |det g··|1/2. (69)

To pass to the Euclidean signature, we multiply time, energy and mass by i.
This amounts to ηµν = δµν in the scalar product. In order to have the Euclidean
anticommutation relations,

γµγν + γνγµ = 2δµν14, (70)

we change the Dirac matrices to the Euclidean ones,

γ0 =
(

0 −12
−12 0

)
, γj = 1

i

(
0 σj
−σj 0

)
, (71)
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All four are now self adjoint. For the chirality we take

γ5 := γ0γ1γ2γ3 =
(−12 0

0 12

)
. (72)

The Minkowskian scalar product for spinors has a γ0. This γ0 is needed for the
correct physical interpretation of the energy of antiparticles and for invariance
under lifted Lorentz transformations, Spin(1, 3). In the Euclidean, there is no
physical interpretation and we can only retain the requirement of a Spin(4)
invariant scalar product. This scalar product has no γ0. But then we have a
problem if we want to write the Dirac Lagrangian in terms of chiral spinors as
above. For instance, for a purely left-handed neutrino, ψR = 0 and ψ∗L iγ

µDµ ψL
vanishes identically because γ5 anticommutes with the four γµ. The standard
trick of Euclidean field theoreticians [12] is fermion doubling, ψL and ψR are
treated as two independent, four component spinors. They are not chiral pro-
jections of one four component spinor as in the Minkowskian, equation (59).
The spurious degrees of freedom in the Euclidean are kept all the way through
the calculation. They are projected out only after the Wick rotation back to
Minkowskian, by imposing γ5ψL = −ψL, γ5ψR = ψR.

In noncommutative geometry the Dirac operator must be self adjoint, which
is not the case for the Euclidean Dirac operator iγµDµ+ imψ14 we get from the
Lagrangian (69) after multiplication of the mass by i. We therefore prefer the
primed spinor variables ψ′ producing the self adjoint Euclidean Dirac operator
iγµDµ +mψγ5. Dropping the prime, the combined Lagrangian in the Euclidean
then reads:

{ 2Λc

16πG − 1
16πG R + 1

2g2 tr (F ∗µνF
µν) + 1

g2m
2
Atr (A∗µA

µ) (73)

+ 1
2 (Dµϕ)∗Dµϕ + 1

2 m
2
ϕ|ϕ|2 − 1

2 µ
2|ϕ|2 + λ|ϕ|4

+ψ∗L iγ
µDµ ψL + ψ∗R iγ

µDµ ψR + mψψ
∗
Lγ5ψR + mψψ

∗
Rγ5ψL} (det g··)1/2.

4 Connes’ Noncommutative Geometry

Connes equips Riemannian spaces with an uncertainty principle. As in quantum
mechanics, this uncertainty principle is derived from noncommutativity.

4.1 Motivation: Quantum Mechanics

Consider the classical harmonic oscillator. Its phase space is R
2 with points la-

belled by position x and momentum p. A classical observable is a differentiable
function on phase space such as the total energy p2/(2m) + kx2. Observables can
be added and multiplied, they form the algebra C∞(R2), which is associative and
commutative. To pass to quantum mechanics, this algebra is rendered noncom-
mutative by means of the following noncommutation relation for the generators
x and p,

[x, p] = i�1. (74)
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Fig. 4. The first example of noncommutative geometry

Let us call A the resulting algebra ‘of quantum observables’. It is still associative,
has an involution ·∗ (the adjoint or Hermitean conjugation) and a unit 1. Let us
briefly recall the defining properties of an involution: it is a linear map from the
real algebra into itself that reverses the product, (ab)∗ = b∗a∗, respects the unit,
1∗ = 1, and is such that a∗∗ = a.

Of course, there is no space anymore of which A is the algebra of functions.
Nevertheless, we talk about such a ‘quantum phase space’ as a space that has
no points or a space with an uncertainty relation. Indeed, the noncommutation
relation (74) implies

∆x∆p ≥ �/2 (75)

and tells us that points in phase space lose all meaning, we can only resolve cells
in phase space of volume �/2, see Fig. 4. To define the uncertainty ∆a for an
observable a ∈ A, we need a faithful representation of the algebra on a Hilbert
space, i.e. an injective homomorphism ρ : A → End(H) (cf. Appendix). For the
harmonic oscillator, this Hilbert space is H = L2(R). Its elements are the wave
functions ψ(x), square integrable functions on configuration space. Finally, the
dynamics is defined by a self adjoint observable H = H∗ ∈ A via Schrödinger’s
equation (

i�
∂

∂t
− ρ(H)

)
ψ(t, x) = 0. (76)

Usually the representation is not written explicitly. Since it is faithful, no confu-
sion should arise from this abuse. Here time is considered an external parameter,
in particular, time is not considered an observable. This is different in the special
relativistic setting where Schrödinger’s equation is replaced by Dirac’s equation,

∂/ψ = 0. (77)

Now the wave function ψ is the four-component spinor consisting of left- and
right-handed, particle and antiparticle wave functions. The Dirac operator is
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not in A anymore, but ∂/ ∈ End(H). The Dirac operator is only formally self
adjoint because there is no positive definite scalar product, whereas in Euclidean
spacetime it is truly self adjoint, ∂/∗ = ∂/.

Connes’ geometries are described by these three purely algebraic items, (A,
H, ∂/), with A a real, associative, possibly noncommutative involution algebra
with unit, faithfully represented on a complex Hilbert space H, and ∂/ is a self
adjoint operator on H.

4.2 The Calibrating Example: Riemannian Spin Geometry

Connes’ geometry [18] does to spacetime what quantum mechanics does to
phase space. Of course, the first thing we have to learn is how to reconstruct
the Riemannian geometry from the algebraic data (A,H, ∂/) in the case where
the algebra is commutative. We start the easy way and construct the triple
(A,H, ∂/) given a four dimensional, compact, Euclidean spacetime M . As before
A = C∞(M) is the real algebra of complex valued differentiable functions on
spacetime and H = L2(S) is the Hilbert space of complex, square integrable
spinors ψ on M . Locally, in any coordinate neighborhood, we write the spinor
as a column vector, ψ(x) ∈ C

4, x ∈ M . The scalar product of two spinors is
defined by

(ψ,ψ′) =
∫
M

ψ∗(x)ψ′(x) dV, (78)

with the invariant volume form dV := |det g··|1/2 d4x defined with the metric
tensor,

gµν = g

(
∂

∂xµ
,

∂

∂xν

)
, (79)

that is the matrix of the Riemannian metric g with respect to the coordinates
xµ, µ = 0, 1, 2, 3. Note – and this is important – that with Euclidean signature
the Dirac action is simply a scalar product, SD = (ψ, ∂/ψ). The representation is
defined by pointwise multiplication, (ρ(a)ψ)(x) := a(x)ψ(x), a ∈ A. For a start,
it is sufficient to know the Dirac operator on a flat manifold M and with respect
to inertial or Cartesian coordinates x̃µ̃ such that g̃µ̃ν̃ = δµ̃ν̃ . Then we use Dirac’s
original definition,

D = ∂/ = iγµ̃∂/∂x̃µ̃, (80)

with the self adjoint γ-matrices

γ0 =
(

0 −12
−12 0

)
, γj = 1

i

(
0 σj
−σj 0

)
, (81)

with the Pauli matrices

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (82)
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We will construct the general curved Dirac operator later.
When the dimension of the manifold is even like in our case, the represen-

tation ρ is reducible. Its Hilbert space decomposes into left- and right-handed
spaces,

H = HL ⊕HR, HL =
1− χ

2
H, HR =

1 + χ

2
H. (83)

Again we make use of the unitary chirality operator,

χ = γ5 := γ0γ1γ2γ3 =
(−12 0

0 12

)
. (84)

We will also need the charge conjugation or real structure, the anti-unitary
operator:

J = C := γ0γ2 ◦ complex conjugation =




0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0


 ◦ c c, (85)

that permutes particles and antiparticles.
The five items (A,H,D, J, χ) form what Connes calls an even, real spectral

triple [19].
A is a real, associative involution algebra with unit, represented faithfully by
bounded operators on the Hilbert space H.
D is an unbounded self adjoint operator on H.
J is an anti-unitary operator,
χ a unitary one.

They enjoy the following properties:

• J2 = −1 in four dimensions (J2 = 1 in zero dimensions).
• [ρ(a), Jρ(ã)J−1] = 0 for all a, ã ∈ A.
• DJ = JD, particles and antiparticles have the same dynamics.
• [D, ρ(a)] is bounded for all a ∈ A and [[D, ρ(a)], Jρ(ã)J−1] = 0 for all a, ã ∈
A. This property is called first order condition because in the calibrating
example it states that the genuine Dirac operator is a first order differential
operator.

• χ2 = 1 and [χ, ρ(a)] = 0 for all a ∈ A. These properties allow the decompo-
sition H = HL ⊕HR.

• Jχ = χJ .
• Dχ = −χD, chirality does not change under time evolution.
• There are three more properties, that we do not spell out, orientability, which

relates the chirality to the volume form, Poincaré duality and regularity,
which states that our functions a ∈ A are differentiable.

Connes promotes these properties to the axioms defining an even, real spectral
triple. These axioms are justified by his
Reconstruction theorem (Connes 1996 [20]): Consider an (even) spectral
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triple (A,H,D, J, (χ)) whose algebra A is commutative. Then here exists a com-
pact, Riemannian spin manifold M (of even dimensions), whose spectral triple
(C∞(M),L2(S), ∂/, C, (γ5)) coincides with (A,H,D, J, (χ)).

For details on this theorem and noncommutative geometry in general, I
warmly recommend the Costa Rica book [10]. Let us try to get a feeling of the
local information contained in this theorem. Besides describing the dynamics of
the spinor field ψ, the Dirac operator ∂/ encodes the dimension of spacetime, its
Riemannian metric, its differential forms and its integration, that is all the tools
that we need to define a . In Minkowskian signature, the square of the Dirac
operator is the wave operator, which in 1+2 dimensions governs the dynamics of
a drum. The deep question: ‘Can you hear the shape of a drum?’ has been raised.
This question concerns a global property of spacetime, the boundary. Can you
reconstruct it from the spectrum of the wave operator?

The dimension of spacetime is a local property. It can be retrieved from
the asymptotic behaviour of the spectrum of the Dirac operator for large
eigenvalues. Since M is compact, the spectrum is discrete. Let us order the
eigenvalues, ...λn−1 ≤ λn ≤ λn+1... Then states that the eigenvalues grow
asymptotically as n1/dimM . To explore a local property of spacetime we only
need the high energy part of the spectrum. This is in nice agreement with our
intuition from quantum mechanics and motivates the name ‘spectral triple’.

The metric can be reconstructed from the commutative spectral triple by
Connes distance formula (86) below. In the commutative case a point x ∈M
is reconstructed as the pure state. The general definition of a pure state of
course does not use the commutativity. A state δ of the algebra A is a linear
form on A, that is normalized, δ(1) = 1, and positive, δ(a∗a) ≥ 0 for all
a ∈ A. A state is pure if it cannot be written as a linear combination of two
states. For the calibrating example, there is a one–to–one correspondence
between points x ∈M and pure states δx defined by the Dirac distribution,
δx(a) := a(x) =

∫
M
δx(y)a(y)d4y. The geodesic distance between two points

x and y is reconstructed from the triple as:

sup {|δx(a)− δy(a)|; a ∈ C∞(M) such that ||[ ∂/, ρ(a)]|| ≤ 1} . (86)

For the calibrating example, [ ∂/, ρ(a)] is a bounded operator. Indeed, [ ∂/, ρ(a)]
ψ = iγµ∂µ(aψ) − iaγµ∂µψ = iγµ(∂µa)ψ, and ∂µa is bounded as a differen-
tiable function on a compact space.
For a general spectral triple this operator is bounded by axiom. In any case,
the operator norm ||[ ∂/, ρ(a)]|| in the distance formula is finite.
Consider the circle, M = S1, of circumference 2π with Dirac operator
∂/ = id/dx. A function a ∈ C∞(S1) is represented faithfully on a wave-
function ψ ∈ L2(S1) by pointwise multiplication, (ρ(a)ψ)(x) = a(x)ψ(x).
The commutator [ ∂/, ρ(a)] = iρ(a′) is familiar from quantum mechanics. Its
operator norm is ||[ ∂/, ρ(a)]|| := supψ |[ ∂/, ρ(a)]ψ|/|ψ| = supx |a′(x)|, with
|ψ|2 =

∫ 2π
0 ψ̄(x)ψ(x) dx. Therefore, the distance between two points x and

y on the circle is

sup
a
{|a(x)− a(y)|; sup

x
|a′(x)| ≤ 1} = |x− y|. (87)
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Note that Connes’ distance formula continues to make sense for non-con-
nected manifolds, like discrete spaces of dimension zero, i.e. collections of
points.

Differential forms, for example of degree one like da for a function a ∈ A, are
reconstructed as (−i)[ ∂/, ρ(a)]. This is again motivated from quantum me-
chanics. Indeed in a 1+0 dimensional spacetime da is just the time derivative
of the ‘observable’ a and is associated with the commutator of the Hamilton
operator with a.

Motivated from quantum mechanics, we define a noncommutative geometry by
a real spectral triple with noncommutative algebra A.

4.3 Spin Groups

Let us go back to quantum mechanics of spin and recall how a space rotation
acts on a spin 1

2 particle. For this we need group homomorphisms between the
rotation group SO(3) and the probability preserving unitary group SU(2). We
construct first the group homomorphism

p : SU(2) −→ SO(3)
U �−→ p(U).

With the help of the auxiliary function

f : R
3 −→ su(2)

x =


x1

x2

x3


 �−→ − 1

2 ix
jσj ,

we define the rotation p(U) by

p(U)x := f−1(Uf(x)U−1). (88)

The conjugation by the unitary U will play an important role and we give it a
special name, iU (w) := UwU−1, i for inner. Since i(−U) = iU , the projection p
is two to one, Ker(p) = {±1}. Therefore the spin lift

L : SO(3) −→ SU(2)
R = exp(ω) �−→ exp( 1

8ω
jk[σj , σk]) (89)

is double-valued. It is a local group homomorphism and satisfies p(L(R)) = R.
Its double-valuedness is accessible to quantum mechanical experiments: neu-
trons have to be rotated through an angle of 720◦ before interference patterns
repeat [21].

The lift L was generalized by Dirac to the special relativistic setting, e.g. [4],
and by E. Cartan [22] to the general relativistic setting. Connes [23] generalizes it
to noncommutative geometry, see Fig. 5. The transformations we need to lift are
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AutH(A) ←↩ Diff(M) �
MSpin(1, 3)←↩ SO(1, 3)× Spin(1, 3) ←↩ SO(3)× SU(2)

Aut(A) ←↩ Diff(M) ←↩ SO(1, 3) ←↩ SO(3)

p

� �
�
�
�� �

L p

� �
�
�
�� �

L p

� �
�
�
�� �

L p

� �
�
�
�� �

L

Fig. 5. The nested spin lifts of Connes, Cartan, Dirac, and Pauli

Lorentz transformations in special relativity, and general coordinate transforma-
tions in general relativity, i.e. our calibrating example. The latter transformations
are the local elements of the diffeomorphism group Diff(M). In the setting of
noncommutative geometry, this group is the group of algebra automorphisms
Aut(A). Indeed, in the calibrating example we have Aut(A)=Diff(M). In order
to generalize the spin group to spectral triples, Connes defines the receptacle of
the group of ‘lifted automorphisms’,

AutH(A) := {U ∈ End(H), UU∗ = U∗U = 1, UJ = JU, Uχ = χU,

iU ∈ Aut(ρ(A))}. (90)

The first three properties say that a lifted automorphism U preserves probability,
charge conjugation, and chirality. The fourth, called covariance property, allows
to define the projection p : AutH(A) −→ Aut(A) by

p(U) = ρ−1iUρ (91)

We will see that the covariance property will protect the locality of field theory.
For the calibrating example of a four dimensional spacetime, a local calculation,
i.e. in a coordinate patch, that we still denote by M , yields the semi-direct prod-
uct (cf. Appendix) of diffeomorphisms with local or gauged spin transformations,
AutL2(S)(C∞(M)) = Diff(M)�

MSpin(4). We say receptacle because already in
six dimensions, AutL2(S)(C∞(M)) is larger than Diff(M) �

MSpin(6). However
we can use the lift L with p(L(σ)) = σ, σ ∈Aut(A) to correctly identify the
spin group in any dimension of M . Indeed we will see that the spin group is the
image of the spin lift L(Aut(A)), in general a proper subgroup of the receptacle
AutH(A).

Let σ be a diffeomorphism close to the identity. We interpret σ as coordinate
transformation, all our calculations will be local, M standing for one chart, on
which the coordinate systems x̃µ̃ and xµ = (σ(x̃))µ are defined. We will work
out the local expression of a lift of σ to the Hilbert space of spinors. This lift
U = L(σ) will depend on the metric and on the initial coordinate system x̃µ̃.

In a first step, we construct a group homomorphism Λ : Diff(M) → Diff(M)�
MSO(4) into the group of local ‘Lorentz’ transformations, i.e. the group of dif-
ferentiable functions from spacetime into SO(4) with pointwise multiplication.
Let (ẽ−1(x̃))µ̃a = (g̃−1/2(x̃))µ̃a be the inverse of the square root of the positive
matrix g̃ of the metric with respect to the initial coordinate system x̃µ̃. Then
the four vector fields ẽa, a = 0, 1, 2, 3, defined by

ẽa := (ẽ−1)µ̃a
∂

∂x̃µ̃
(92)
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give an orthonormal frame of the tangent bundle. This frame defines a complete
gauge fixing of the Lorentz gauge group MSO(4) because it is the only orthonor-
mal frame to have symmetric coefficients (ẽ−1)µ̃a with respect to the coordinate
system x̃µ̃. We call this gauge the symmetric gauge for the coordinates x̃µ̃. Now
let us perform a local change of coordinates, x = σ(x̃). The holonomic frame
with respect to the new coordinates is related to the former holonomic one by
the inverse Jacobian matrix of σ

∂

∂xµ
=

∂x̃µ̃

∂xµ
∂

∂x̃µ̃
=
(J−1

)µ̃
µ

∂

∂x̃µ̃
,
(J−1(x)

)µ̃
µ

=
∂x̃µ̃

∂xµ
. (93)

The matrix g of the metric with respect to the new coordinates reads,

gµν(x) := g

(
∂

∂xµ
,

∂

∂xν

)∣∣∣∣
x

=
(J−1T (x)g̃(σ−1(x))J−1(x)

)
µν
, (94)

and the symmetric gauge for the new coordinates x is the new orthonormal frame

eb = e−1µ
b

∂

∂xµ
= g−1/2µ

bJ−1 µ̃
µ

∂

∂x̃µ̃
=
(
J−1

√
J g̃−1J T

)µ̃
b

∂

∂x̃µ̃
. (95)

New and old orthonormal frames are related by a Lorentz transformation Λ,
eb = Λ−1 a

bẽa, with

Λ(σ)|x̃ =
√
J−1T g̃J−1

∣∣∣
σ(x̃)

J |x̃
√
g̃−1

∣∣∣
x̃

=
√
gJ

√
g̃−1. (96)

If M is flat and x̃µ̃ are ‘inertial’ coordinates, i.e. g̃µ̃ν̃ = δµ̃ν̃ , and σ is a local
isometry then J (x̃) ∈ SO(4) for all x̃ and Λ(σ) = J . In special relativity, there-
fore, the symmetric gauge ties together Lorentz transformations in spacetime
with Lorentz transformations in the tangent spaces.

In general, if the coordinate transformation σ is close to the identity, so is
its Lorentz transformation Λ(σ) and it can be lifted to the spin group,

S : SO(4) −→ Spin(4)
Λ = expω �−→ exp

[ 1
4ωabγ

ab
]

(97)

with ω = −ωT ∈ so(4) and γab := 1
2 [γa, γb]. With our choice (81) for the γ

matrices, we have

γ0j = i

(−σj 0
0 σj

)
, γjk = iεjk�

(
σ� 0
0 σ�

)
, j, k = 1, 2, 3, ε123 = 1. (98)

We can write the local expression [24] of the lift L : Diff(M) → Diff(M) �
MSpin(4),

(L(σ)ψ) (x) = S (Λ(σ))|σ−1(x) ψ(σ−1(x)). (99)

L is a double-valued group homomorphism. For any σ close to the identity,
L(σ) is unitary, commutes with charge conjugation and chirality, satisfies the
covariance property, and p(L(σ)) = σ. Therefore, we have locally

L(Diff(M)) ⊂ Diff(M) �
MSpin(4) = AutL2(S)(C∞(M)). (100)
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The symmetric gauge is a complete gauge fixing and this reduction follows Ein-
stein’s spirit in the sense that the only arbitrary choice is the one of the initial
coordinate system x̃µ̃ as will be illustrated in the next section. Our computations
are deliberately local. The global picture can be found in reference [25].

5 The Spectral Action

5.1 Repeating Einstein’s Derivation in the Commutative Case

We are ready to parallel Einstein’s derivation of general relativity in Connes’
language of spectral triples. The associative algebra C∞(M) is commutative,
but this property will never be used. As a by-product, the lift L will reconcile
Einstein’s and Cartan’s formulations of general relativity and it will yield a self
contained introduction to Dirac’s equation in a gravitational field accessible to
particle physicists. For a comparison of Einstein’s and Cartan’s formulations of
general relativity see for example [6].

First Stroke: Kinematics. Instead of a point-particle, Connes takes as matter
a field, the free, massless Dirac particle ψ(x̃) in the flat spacetime of special
relativity. In inertial coordinates x̃µ̃, its dynamics is given by the Dirac equation,

∂̃/ψ = iδµ̃aγ
a ∂

∂x̃µ̃
ψ = 0. (101)

We have written δµ̃aγ
a instead of γµ̃ to stress that the γ matrices are x̃-

independent. This Dirac equation is covariant under Lorentz transformations.
Indeed if σ is a local isometry then

L(σ) ∂̃/L(σ)−1 = ∂/ = iδµaγ
a ∂

∂xµ
. (102)

To prove this special relativistic covariance, one needs the identity S(Λ)γaS(Λ)−1

= Λ−1 a
bγ
b for Lorentz transformations Λ ∈ SO(4) close to the identity. Take

a general coordinate transformation σ close to the identity. Now comes a long,
but straightforward calculation. It is a useful exercise requiring only matrix
multiplication and standard calculus, Leibniz and chain rules. Its result is the
Dirac operator in curved coordinates,

L(σ) ∂̃/L(σ)−1 = ∂/ = ie−1µ
aγ

a

[
∂

∂xµ
+ s(ωµ)

]
, (103)

where e−1 =
√JJ T is a symmetric matrix,

s : so(4) −→ spin(4)
ω �−→ 1

4ωabγ
ab (104)

is the Lie algebra isomorphism corresponding to the lift (97) and

ωµ(x) = Λ|σ−1(x) ∂µ Λ
−1
∣∣
x
. (105)
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The ‘spin connection’ ω is the gauge transform of the Levi–Civita connection
Γ , the latter is expressed with respect to the holonomic frame ∂µ, the former
is written with respect to the orthonormal frame ea = e−1µ

a∂µ. The gauge
transformation passing between them is e ∈ MGL4,

ω = eΓe−1 + ede−1. (106)

We recover the well known explicit expression

ωabµ(e) = 1
2

[
(∂βeaµ)− (∂µeaβ) + emµ(∂βemα)e−1α

a

]
e−1 β

b − [a↔ b] (107)

of the spin connection in terms of the first derivatives of eaµ =
√
ga
µ
. Again

the spin connection has zero curvature and the equivalence principle relaxes
this constraint. But now equation (103) has an advantage over its analogue (2).
Thanks to Connes’ distance formula (86), the metric can be read explicitly in
(103) from the matrix of functions e−1µ

a, while in (2) first derivatives of the
metric are present. We are used to this nuance from electro–magnetism, where
the classical particle feels the force while the quantum particle feels the potential.
In Einstein’s approach, the zero connection fluctuates, in Connes’ approach, the
flat metric fluctuates. This means that the constraint e−1 =

√JJ T is relaxed
and e−1 now is an arbitrary symmetric matrix depending smoothly on x.

Let us mention two experiments with neutrons confirming the ‘Minimal cou-
pling’ of the Dirac operator to curved coordinates, equation (103). The first
takes place in flat spacetime. The neutron interferometer is mounted on a loud
speaker and shaken periodically [26]. The resulting pseudo forces coded in the
spin connection do shift the interference patterns observed. The second experi-
ment takes place in a true gravitational field in which the neutron interferometer
is placed [27]. Here shifts of the interference patterns are observed that do depend
on the gravitational potential, eaµ in equation (103).

Second Stroke: Dynamics. The second stroke, the covariant dynamics for
the new class of Dirac operators ∂/ is due to Chamseddine & Connes [28]. It is
the celebrated spectral action. The beauty of their approach to general relativity
is that it works precisely because the Dirac operator ∂/ plays two roles simulta-
neously, it defines the dynamics of matter and the kinematics of gravity. For a
discussion of the transformation passing from the metric to the Dirac operator
I recommend the article [29] by Landi & Rovelli.

The starting point of Chamseddine & Connes is the simple remark that the
spectrum of the Dirac operator is invariant under diffeomorphisms interpreted as
general coordinate transformations. From ∂/χ = −χ∂/ we know that the spectrum
of ∂/ is even. Indeed, for every eigenvector ψ of ∂/ with eigenvalue E, χψ is
eigenvector with eigenvalue −E. We may therefore consider only the spectrum of
the positive operator ∂/

2
/Λ2 where we have divided by a fixed arbitrary energy

scale to make the spectrum dimensionless. If it was not divergent the trace
tr ∂/2

/Λ2 would be a general relativistic action functional. To make it convergent,
take a differentiable function f : R+ → R+ of sufficiently fast decrease such that
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the action

SCC := tr f( ∂/2
/Λ2) (108)

converges. It is still a diffeomorphism invariant action. The following theorem,
also known as heat kernel expansion, is a local version of an index theorem [30],
that as explained in Jean Zinn-Justin’s lectures [12] is intimately related to
Feynman graphs with one fermionic loop.
Theorem: Asymptotically for high energies, the spectral action is

SCC = (109)∫
M

[ 2Λc

16πG − 1
16πGR+ a(5R2 − 8 Ricci2 − 7 Riemann2)] dV + O(Λ−2),

where the cosmological constant is Λc = 6f0
f2
Λ2, Newton’s constant is G = 3π

f2
Λ−2

and a = f4
5760π2 . On the right-hand side of the theorem we have omitted surface

terms, that is terms that do not contribute to the Euler–Lagrange equations.
The Chamseddine–Connes action is universal in the sense that the ‘cut off’
function f only enters through its first three ‘moments’, f0 :=

∫∞
0 uf(u)du,

f2 :=
∫∞
0 f(u)du and f4 = f(0).

If we take for f a differentiable approximation of the characteristic function
of the unit interval, f0 = 1/2, f2 = f4 = 1, then the spectral action just counts
the number of eigenvalues of the Dirac operator whose absolute values are below
the ‘cut off’ Λ. In four dimensions, the minimax example is the flat 4-torus
with all circumferences measuring 2π. Denote by ψB(x), B = 1, 2, 3, 4, the four
components of the spinor. The Dirac operator is

∂/ =




0 0 −i∂0 + ∂3 ∂1 − i∂2
0 0 ∂1 + i∂2 −i∂0 − ∂3

−i∂0 − ∂3 −∂1 + i∂2 0 0
−∂1 − i∂2 −i∂0 + ∂3 0 0


 . (110)

After a Fourier transform

ψB(x) =:
∑

j0,...,j3∈Z

ψ̂B(j0, ..., j3) exp(−ijµxµ), B = 1, 2, 3, 4 (111)

the eigenvalue equation ∂/ψ = λψ reads




0 0 −j0 − ij3 −ij1 − j2
0 0 −ij1 + j2 −j0 + ij3

−j0 + ij3 ij1 + j2 0 0
ij1 − j2 −j0 − ij3 0 0





ψ̂1
ψ̂2
ψ̂3
ψ̂4


 = λ



ψ̂1
ψ̂2
ψ̂3
ψ̂4


 . (112)

Its characteristic equation is
[
λ2 − (j20 + j21 + j22 + j23)

]2 = 0 and for fixed jµ,
each eigenvalue λ = ±

√
j20 + j21 + j22 + j23 has multiplicity two. Therefore asymp-

totically for large Λ there are 4B4Λ
4 eigenvalues (counted with their multiplicity)
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whose absolute values are smaller than Λ. B4 = π2/2 denotes the volume of the
unit ball in R

4. En passant, we check . Let us arrange the absolute values of the
eigenvalues in an increasing sequence and number them by naturals n, taking
due account of their multiplicities. For large n, we have

|λn| ≈
( n

2π2

)1/4
. (113)

The exponent is indeed the inverse dimension. To check the heat kernel expan-
sion, we compute the right-hand side of equation (110):

SCC =
∫
M

Λc
8πG

dV = (2π)4 f0
4π2Λ

4 = 2π2Λ4, (114)

which agrees with the asymptotic count of eigenvalues, 4B4Λ
4. This example was

the flat torus. Curvature will modify the spectrum and this modification can be
used to measure the curvature = gravitational field, exactly as the Zeemann or
Stark effect measures the electro–magnetic field by observing how it modifies
the spectral lines of an atom.

In the spectral action, we find the Einstein–Hilbert action, which is linear
in curvature. In addition, the spectral action contains terms quadratic in the
curvature. These terms can safely be neglected in weak gravitational fields like
in our solar system. In homogeneous, isotropic cosmologies, these terms are a
surface term and do not modify Einstein’s equation. Nevertheless the quadratic
terms render the (Euclidean) Chamseddine–Connes action positive. Therefore
this action has minima. For instance, the 4-sphere with a radius of the order of
the Planck length

√
G is a minimum, a ‘ground state’. This minimum breaks the

diffeomorphism group spontaneously [23] down to the isometry group SO(5).
The little group is the isometry group, consisting of those lifted automorphisms
that commute with the Dirac operator ∂/. Let us anticipate that the spontaneous
symmetry breaking via the Higgs mechanism will be a mirage of this gravita-
tional break down. Physically this ground state seems to regularize the initial
cosmological singularity with its ultra strong gravitational field in the same way
in which quantum mechanics regularizes the Coulomb singularity of the hydro-
gen atom.

We close this subsection with a technical remark. We noticed that the matrix
e−1µ

a in equation (103) is symmetric. A general, not necessarily symmetric ma-
trix ê−1µ

a can be obtained from a general Lorentz transformation Λ ∈ MSO(4):

e−1µ
aΛ

a
b = ê−1µ

b, (115)

which is nothing but the polar decomposition of the matrix ê−1. These trans-
formations are the gauge transformations of general relativity in Cartan’s for-
mulation. They are invisible in Einstein’s formulation because of the complete
(symmetric) gauge fixing coming from the initial coordinate system x̃µ̃.

5.2 Almost Commutative Geometry

We are eager to see the spectral action in a noncommutative example. Technically
the simplest noncommutative examples are almost commutative. To construct
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the latter, we need a natural property of spectral triples, commutative or not:
The tensor product of two even spectral triples is an even spectral triple. If both
are commutative, i.e. describing two manifolds, then their tensor product simply
describes the direct product of the two manifolds.

Let (Ai,Hi,Di, Ji, χi), i = 1, 2 be two even, real spectral triples of even
dimensions d1 and d2. Their tensor product is the triple (At,Ht,Dt, Jt, χt) of
dimension d1 + d2 defined by

At = A1 ⊗A2, Ht = H1 ⊗H2,
Dt = D1 ⊗ 12 + χ1 ⊗D2,
Jt = J1 ⊗ J2, χt = χ1 ⊗ χ2.

The other obvious choice for the Dirac operator, D1 ⊗ χ2 + 11 ⊗D2, is unitar-
ily equivalent to the first one. By definition, an almost commutative geometry
is a tensor product of two spectral triples, the first triple is a 4-dimensional
spacetime, the calibrating example,

(C∞(M),L2(S), ∂/, C, γ5
)
, (116)

and the second is 0-dimensional. In accordance with , a 0-dimensional spectral
triple has a finite dimensional algebra and a finite dimensional Hilbert space.
We will label the second triple by the subscript ·f (for finite) rather than by ·2.
The origin of the word almost commutative is clear: we have a tensor product of
an infinite dimensional commutative algebra with a finite dimensional, possibly
noncommutative algebra.

This tensor product is, in fact, already familiar to you from the quantum
mechanics of spin, whose Hilbert space is the infinite dimensional Hilbert space
of square integrable functions on configuration space tensorized with the 2-
dimensional Hilbert space C

2 on which acts the noncommutative algebra of spin
observables. It is the algebra H of quaternions, 2 × 2 complex matrices of the

form
(
x −ȳ
y x̄

)
x, y ∈ C. A basis of H is given by {12, iσ1, iσ2, iσ3}, the identity

matrix and the three Pauli matrices (82) times i. The group of unitaries of H is
SU(2), the spin cover of the rotation group, the group of automorphisms of H

is SU(2)/Z2, the rotation group.
A commutative 0-dimensional or finite spectral triple is just a collection of

points, for examples see [31]. The simplest example is the two-point space,

Af = CL ⊕ CR � (aL, aR), Hf = C
4,

ρf (aL, aR) =



aL 0 0 0
0 aR 0 0
0 0 āR 0
0 0 0 āR


 , Df =




0 m 0 0
m̄ 0 0 0
0 0 0 m̄
0 0 m 0


 , m ∈ C,

Jf =
(

0 12
12 0

)
◦ c c, χf =



−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1


 . (117)
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The algebra has two points = pure states, δL and δR, δL(aL, aR) = aL. By
Connes’ formula (86), the distance between the two points is 1/|m|. On the
other hand Dt = ∂/⊗14 + γ5⊗Df is precisely the free massive Euclidean Dirac
operator. It describes one Dirac spinor of mass |m| together with its antiparticle.
The tensor product of the calibrating example and the two point space is the
two-sheeted universe, two identical spacetimes at constant distance. It was the
first example in noncommutative geometry to exhibit spontaneous symmetry
breaking [32,33].

One of the major advantages of the algebraic description of space in terms
of a spectral triple, commutative or not, is that continuous and discrete spaces
are included in the same picture. We can view almost commutative geometries
as Kaluza–Klein models [34] whose fifth dimension is discrete. Therefore we will
also call the finite spectral triple ‘internal space’. In noncommutative geome-
try, 1-forms are naturally defined on discrete spaces where they play the role of
connections. In almost commutative geometry, these discrete, internal connec-
tions will turn out to be the Higgs scalars responsible for spontaneous symmetry
breaking.

Almost commutative geometry is an ideal playground for the physicist with
low culture in mathematics that I am. Indeed Connes’ reconstruction theorem
immediately reduces the infinite dimensional, commutative part to Riemannian
geometry and we are left with the internal space, which is accessible to anybody
mastering matrix multiplication. In particular, we can easily make precise the
last three axioms of spectral triples: orientability, Poincaré duality and regularity.
In the finite dimensional case – let us drop the ·f from now on – orientability
means that the chirality can be written as a finite sum,

χ =
∑
j

ρ(aj)Jρ(ãj)J−1, aj , ãj ∈ A. (118)

The Poincaré duality says that the intersection form

∩ij := tr
[
χρ(pi) Jρ(pj)J−1] (119)

must be non-degenerate, where the pj are a set of minimal projectors of A.
Finally, there is the regularity condition. In the calibrating example, it ensures
that the algebra elements, the functions on spacetime M , are not only continuous
but differentiable. This condition is of course empty for finite spectral triples.

Let us come back to our finite, commutative example. The two-point space
is orientable, χ = ρ(−1, 1)Jρ(−1, 1)J−1. It also satisfies Poincaré duality, there
are two minimal projectors, p1 = (1, 0), p2 = (0, 1), and the intersection form is

∩ =
(

0 −1
−1 2

)
.
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5.3 The Minimax Example

It is time for a noncommutative internal space, a mild variation of the two point
space:

A = H⊕ C � (a, b), H = C
6, ρ(a, b) =



a 0 0 0
0 b̄ 0 0
0 0 b12 0
0 0 0 b


 , (120)

D̃ =




0 M 0 0
M∗ 0 0 0
0 0 0 M̄
0 0 M̄∗ 0


 , M =

(
0
m

)
, m ∈ C, (121)

J =
(

0 13
13 0

)
◦ c c, χ =



−12 0 0 0
0 1 0 0
0 0 −12 0
0 0 0 1


 . (122)

The unit is (12, 1) and the involution is (a, b)∗ = (a∗, b̄), where a∗ is the Her-
mitean conjugate of the quaternion a. The Hilbert space now contains one
massless, left-handed Weyl spinor and one Dirac spinor of mass |m| and M
is the fermionic mass matrix. We denote the canonical basis of C

6 symboli-
cally by (ν, e)L, eR, (νc, ec)L, ecR. The spectral triple still describes two points,
δL(a, b) = 1

2 tr a and δR(a, b) = b separated by a distance 1/|m|. There are
still two minimal projectors, p1 = (12, 0), p2 = (0, 1) and the intersection form

∩ =
(

0 −2
−2 2

)
is invertible.

Our next task is to lift the automorphisms to the Hilbert space and fluctuate
the ‘flat’ metric D̃. All automorphisms of the quaternions are inner, the complex
numbers considered as 2-dimensional real algebra only have one non-trivial au-
tomorphism, the complex conjugation. It is disconnected from the identity and
we may neglect it. Then

Aut(A) = SU(2)/Z2 � σ±u, σ±u(a, b) = (uau−1, b). (123)

The receptacle group, subgroup of U(6) is readily calculated,

AutH(A) = U(2)× U(1) � U =



U2 0 0 0
0 U1 0 0
0 0 Ū2 0
0 0 0 Ū1


 ,

U2 ∈ U(2), U1 ∈ U(1). (124)

The covariance property is fulfilled, iUρ(a, b) = ρ(iU2a, b) and the projection,
p(U) = ±(detU2)−1/2 U2, has kernel Z2. The lift,
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L(±u) = ρ(±u, 1)Jρ(±u, 1)J−1 =



±u 0 0 0
0 1 0 0
0 0 ±ū 0
0 0 0 1


 , (125)

is double-valued. The spin group is the image of the lift, L(Aut(A)) = SU(2),
a proper subgroup of the receptacle AutH(A) = U(2) × U(1). The fluctuated
Dirac operator is

D := L(±u)D̃L(±u)−1 =




0 ±uM 0 0
(±uM)∗ 0 0 0

0 0 0 ±uM
0 0 (±uM)∗ 0


 . (126)

An absolutely remarkable property of the fluctuated Dirac operator in internal
space is that it can be written as the flat Dirac operator plus a 1-form:

D = D̃ + ρ(±u, 1) [D, ρ(±u−1, 1)] + J ρ(±u, 1) [D, ρ(±u−1, 1)]J−1. (127)

The anti-Hermitean 1-form

(−i)ρ(±u, 1) [D, ρ(±u−1, 1)] = (−i)




0 h 0 0
h∗ 0 0 0
0 0 0 0
0 0 0 0


 ,

h := ±uM−M (128)

is the internal connection. The fluctuated Dirac operator is the covariant one with
respect to this connection. Of course, this connection is flat, its field strength =
curvature 2-form vanishes, a constraint that is relaxed by the equivalence princi-
ple. The result can be stated without going into the details of the reconstruction
of 2-forms from the spectral triple: h becomes a general complex doublet, not
necessarily of the form ±uM−M.

Now we are ready to tensorize the spectral triple of spacetime with the inter-
nal one and compute the spectral action. The algebra At = C∞(M)⊗A describes
a two-sheeted universe. Let us call again its sheets ‘left’ and ‘right’. The Hilbert
space Ht = L2(S)⊗H describes the neutrino and the electron as genuine fields,
that is spacetime dependent. The Dirac operator D̃t = ∂̃/ ⊗ 16 + γ5 ⊗ D̃ is the
flat, free, massive Dirac operator and it is impatient to fluctuate.

The automorphism group close to the identity,

Aut(At) = [Diff(M) �
MSU(2)/Z2] × Diff(M) � ((σL, σ±u), σR), (129)

now contains two independent coordinate transformations σL and σR on each
sheet and a gauged, that is spacetime dependent, internal transformation σ±u.
The gauge transformations are inner, they act by conjugation i±u. The receptacle
group is

AutHt
(At) = Diff(M) �

M (Spin(4)× U(2)× U(1)). (130)
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It only contains one coordinate transformation, a point on the left sheet trav-
els together with its right shadow. Indeed the covariance property forbids to
lift an automorphism with σL �= σR. Since the mass term multiplies left- and
right-handed electron fields, the covariance property saves the locality of field
theory, which postulates that only fields at the same spacetime point can be
multiplied. We have seen examples where the receptacle has more elements than
the automorphism group, e.g. six-dimensional spacetime or the present internal
space. Now we have an example of automorphisms that do not fit into the re-
ceptacle. In any case the spin group is the image of the combined, now 4-valued
lift Lt(σ, σ±u),

Lt(Aut(At)) = Diff(M) �
M (Spin(4)× SU(2)). (131)

The fluctuating Dirac operator is

Dt = Lt(σ, σ±u)D̃tLt(σ, σ±u)−1 =




∂/L γ5ϕ 0 0
γ5ϕ

∗ ∂/R 0 0
0 0 C ∂/LC

−1 γ5ϕ̄
0 0 γ5ϕ̄

∗ C ∂/RC
−1


 ,(132)

with

e−1 =
√
JJ T , ∂/L = ie−1µ

aγ
a[∂µ + s(ω(e)µ) +Aµ], (133)

Aµ = −± u ∂µ(±u−1), ∂/R = ie−1µ
aγ

a[∂µ + s(ω(e)µ)], (134)
ϕ = ±uM. (135)

Note that the sign ambiguity in ±u drops out from the su(2)-valued 1-form A =
Aµdxµ on spacetime. This is not the case for the ambiguity in the ‘Higgs’ doublet
ϕ yet, but this ambiguity does drop out from the spectral action. The variable ϕ
is the homogeneous variable corresponding to the affine variable h = ϕ−M in
the connection 1-form on internal space. The fluctuating Dirac operatorDt is still
flat. This constraint has now three parts, e−1 =

√J (σ)J (σ)T , A = −ud(u−1),
and ϕ = ±uM. According to the equivalence principle, we will take e to be
any symmetric, invertible matrix depending differentiably on spacetime, A to
be any su(2)-valued 1-form on spacetime and ϕ any complex doublet depending
differentiably on spacetime. This defines the new kinematics. The dynamics of
the spinors = matter is given by the fluctuating Dirac operator Dt, which is
covariant with respect to i.e. minimally coupled to gravity, the gauge bosons
and the Higgs boson. This dynamics is equivalently given by the Dirac action
(ψ,Dtψ) and this action delivers the awkward Yukawa couplings for free. The
Higgs boson ϕ enjoys two geometric interpretations, first as connection in the
discrete direction. The second derives from Connes’ distance formula: 1/|ϕ(x)|
is the – now x-dependent – distance between the two sheets. The calculation
behind the second interpretation makes explicit use of the Kaluza–Klein nature
of almost commutative geometries [35].

As in pure gravity, the dynamics of the new kinematics derives from the
Chamseddine–Connes action,
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SCC[e,A, ϕ] = tr f(D2
t /Λ

2)

=
∫
M

[ 2Λc

16πG − 1
16πGR+ a(5R2 − 8 Ricci2 − 7 Riemann2)

1
2g22

trF ∗µνF
µν + 1

2 (Dµϕ)∗Dµϕ

λ|ϕ|4 − 1
2µ

2|ϕ|2 + 1
12 |ϕ|2R ] dV + O(Λ−2), (136)

where the coupling constants are

Λc =
6f0
f2

Λ2, G =
π

2f2
Λ−2, a =

f4
960π2 ,

g2
2 =

6π2

f4
, λ =

π2

2f4
, µ2 =

2f2
f4

Λ2. (137)

Note the presence of the conformal coupling of the scalar to the curvature scalar,
+ 1

12 |ϕ|2R. From the fluctuation of the Dirac operator, we have derived the scalar
representation, a complex doublet ϕ. Geometrically, it is a connection on the fi-
nite space and as such unified with the Yang–Mills bosons, which are connections
on spacetime. As a consequence, the Higgs self coupling λ is related to the gauge
coupling g2 in the spectral action, g2

2 = 12λ. Furthermore the spectral action
contains a negative mass square term for the Higgs − 1

2µ
2|ϕ|2 implying a non-

trivial ground state or vacuum expectation value |ϕ| = v = µ(4λ)−1/2 in flat
spacetime. Reshifting to the inhomogeneous scalar variable h = ϕ − v, which
vanishes in the ground state, modifies the cosmological constant by V (v) and
Newton’s constant from the term 1

12v
2R:

Λc = 6
(
3 f0f2 −

f2
f4

)
Λ2, G =

3π
2f2

Λ−2. (138)

Now the cosmological constant can have either sign, in particular it can be zero.
This is welcome because experimentally the cosmological constant is very close
to zero, Λc < 10−119/G. On the other hand, in spacetimes of large curvature,
like for example the ground state, the positive conformal coupling of the scalar to
the curvature dominates the negative mass square term − 1

2µ
2|ϕ|2. Therefore the

vacuum expectation value of the Higgs vanishes, the gauge symmetry is unbroken
and all particles are massless. It is only after the big bang, when spacetime loses
its strong curvature that the gauge symmetry breaks down spontaneously and
particles acquire masses.

The computation of the spectral action is long, let us set some waypoints.
The square of the fluctuating Dirac operator is D2

t = −∆ + E, where ∆ is the
covariant Laplacian, in coordinates:

∆ = gµν̃
[( ∂

∂xµ
14 ⊗ 1H + 1

4ωabµγ
ab ⊗ 1H + 14 ⊗ [ρ(Aµ) + Jρ(Aµ)J−1]

)
δν ν̃

−Γ ν ν̃µ14 ⊗ 1H
]

×
[
∂

∂xν
14 ⊗ 1H + 1

4ωabνγ
ab ⊗ 1H + 14 ⊗ [ρ(Aν) + Jρ(Aν)J−1]

]
, (139)
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and where E, for endomorphism, is a zero order operator, that is a matrix of
size 4 dimH whose entries are functions constructed from the bosonic fields and
their first and second derivatives,

E = 1
2 [γµγν ⊗ 1H] Rµν (140)

+




14 ⊗ ϕϕ∗ −iγ5γ
µ ⊗Dµϕ 0 0

−iγ5γ
µ ⊗ (Dµϕ)∗ 14 ⊗ ϕ∗ϕ 0 0

0 0 14 ⊗ ϕϕ∗ −iγ5γ
µ ⊗Dµϕ

0 0 −iγ5γ
µ ⊗ (Dµϕ)∗ 14 ⊗ ϕ∗ϕ


 .

R is the total curvature, a 2-form with values in the (Lorentz ⊕ internal) Lie
algebra represented on (spinors ⊗ H). It contains the curvature 2-form R =
dω + ω2 and the field strength 2-form F = dA+A2, in components

Rµν = 1
4Rabµνγ

aγb ⊗ 1H + 14 ⊗ [ρ(Fµν) + Jρ(Fµν)J−1]. (141)

The first term in equation (141) produces the curvature scalar, which we also (!)
denote by R,

1
2

[
e−1µ

c e
−1 ν

d γ
cγd

] 1
4Rabµνγ

aγb = 1
4R14. (142)

We have also used the possibly dangerous notation γµ = e−1µ
aγ

a. Finally D is
the covariant derivative appropriate for the representation of the scalars. The
above formula for the square of the Dirac operator is also known as Lichérowicz
formula. The Lichérowicz formula with arbitrary torsion can be found in [36].

Let f : R+ → R+ be a positive, smooth function with finite moments,

f0 =
∫∞
0 uf(u) du, f2 =

∫∞
0 f(u) du, f4 = f(0), (143)

f6 = −f ′(0), f8 = f ′′(0), ... (144)

Asymptotically, for large Λ, the distribution function of the spectrum is given
in terms of the heat kernel expansion [37]:

S = tr f(D2
t /Λ

2) =
1

16π2

∫
M

[Λ4f0a0 +Λ2f2a2 +f4a4 +Λ−2f6a6 + ...] dV, (145)

where the aj are the coefficients of the heat kernel expansion of the Dirac oper-
ator squared [30],

a0 = tr (14 ⊗ 1H), (146)
a2 = 1

6R tr (14 ⊗ 1H)− trE, (147)

a4 = 1
72R

2tr (14 ⊗ 1H)− 1
180RµνR

µνtr (14 ⊗ 1H) + 1
180RµνρσR

µνρσtr (14 ⊗ 1H)
+ 1

12 tr (RµνRµν)− 1
6R trE + 1

2 trE2 + surface terms. (148)

As already noted, for large Λ the positive function f is universal, only the first
three moments, f0, f2 and f4 appear with non-negative powers of Λ. For the
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minimax model, we get (more details can be found in [38]):

a0 = 4 dimH = 4× 6, (149)
trE = dimHR+ 16|ϕ|2, (150)
a2 = 2

3 dimHR− dimHR− 16|ϕ|2
= − 1

3 dimHR− 16|ϕ|2, (151)

tr
( 1

2 [γa, γb] 12 [γc, γd]
)

= 4
[
δadδbc − δacδbd

]
, (152)

tr {RµνRµν} = − 1
2 dimHRµνρσR

µνρσ

−4 tr {[ρ(Fµν) + Jρ(Fµν)J−1]∗

×[ρ(Fµν) + Jρ(Fµν)J−1]}
= − 1

2 dimHRµνρσR
µνρσ

−8 tr {ρ(Fµν)∗ρ(Fµν)}, (153)
trE2 = 1

4 dimHR2 + 4 tr {ρ(Fµν)∗ρ(Fµν)}
+16|ϕ|4 + 16(Dµϕ)∗(Dµϕ) + 8|ϕ|2R, (154)

Finally we have up to surface terms,

a4 = 1
360 dimH (5R2 − 8 Ricci2 − 7 Riemann2) + 4

3 tr ρ(Fµν)∗ρ(Fµν)
+8|ϕ|4 + 8(Dµϕ)∗(Dµϕ) + 4

3 |ϕ|2R. (155)

We arrive at the spectral action with its conventional normalization, equation
(136), after a finite renormalization |ϕ|2 → π2

f4
|ϕ|2.

Our first timid excursion into gravity on a noncommutative geometry pro-
duced a rather unexpected discovery. We stumbled over a , which is precisely the
electro–weak model for one family of leptons but with the U(1) of hypercharge
amputated. The sceptical reader suspecting a sleight of hand is encouraged to
try and find a simpler, noncommutative finite spectral triple.

5.4 A Central Extension

We will see in the next section the technical reason for the absence of U(1)s as au-
tomorphisms: all automorphisms of finite spectral triples connected to the iden-
tity are inner, i.e. conjugation by unitaries. But conjugation by central unitaries
is trivial. This explains that in the minimax example, A = H⊕C, the component
of the automorphism group connected to the identity was SU(2)/Z2 � (±u, 1).
It is the domain of definition of the lift, equation (125),

L(±u, 1) = ρ(±u, 1)Jρ(±u, 1)J−1 =



±u 0 0 0
0 1 0 0
0 0 ±ū 0
0 0 0 1


 . (156)

It is tempting to centrally extend the lift to all unitaries of the algebra:

L(w, v) = ρ(w, v)Jρ(w, v)J−1 =



v̄w 0 0 0
0 v̄2 0 0
0 0 vw̄ 0
0 0 0 v2


 ,
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(w, v) ∈ SU(2)× U(1). (157)

An immediate consequence of this extension is encouraging: the extended lift is
single-valued and after tensorization with the one from Riemannian geometry,
the multi-valuedness will remain two.

Then redoing the fluctuation of the Dirac operator and recomputing the
spectral action yields gravity coupled to the complete electro–weak model of the
electron and its neutrino with a weak mixing angle of sin2 θw = 1/4.

6 Connes’ Do-It-Yourself Kit

Our first example of gravity on an almost commutative space leaves us wondering
what other examples will look like. To play on the Yang–Mills–Higgs machine,
one must know the classification of all real, compact Lie groups and their unitary
representations. To play on the new machine, we must know all finite spectral
triples. The first good news is that the list of algebras and their representations is
infinitely shorter than the one for groups. The other good news is that the rules of
Connes’ machine are not made up opportunistically to suit the phenomenology of
electro–weak and strong forces as in the case of the Yang–Mills–Higgs machine.
On the contrary, as developed in the last section, these rules derive naturally
from geometry.

6.1 Input

Our first input item is a finite dimensional, real, associative involution algebra
with unit and that admits a finite dimensional faithful representation. Any such
algebra is a direct sum of simple algebras with the same properties. Every such
simple algebra is an algebra of n×n matrices with real, complex or quaternionic
entries, A = Mn(R), Mn(C) or Mn(H). Their unitary groups U(A) := {u ∈
A, uu∗ = u∗u = 1} are O(n), U(n) and USp(n). Note that USp(1) = SU(2).
The centre Z of an algebra A is the set of elements z ∈ A that commute with all
elements a ∈ A. The central unitaries form an abelian subgroup of U(A). Let us
denote this subgroup by U c(A) := U(A)∩Z. We have U c(Mn(R)) = Z2 � ±1n,
U c(Mn(C)) = U(1) � exp(iθ)1n, θ ∈ [0, 2π), U c(Mn(H)) = Z2 � ±12n. All
automorphisms of the real, complex and quaternionic matrix algebras are in-
ner with one exception, Mn(C) has one outer automorphism, complex conju-
gation, which is disconnected from the identity automorphism. An inner au-
tomorphism σ is of the form σ(a) = uau−1 for some u ∈ U(A) and for all
a ∈ A. We will denote this inner automorphism by σ = iu and we will write
Int(A) for the group of inner automorphisms. Of course a commutative algebra,
e.g. A = C, has no inner automorphism. We have Int(A) = U(A)/U c(A), in
particular Int(Mn(R)) = O(n)/Z2, n = 2, 3, ..., Int(Mn(C)) = U(n)/U(1) =
SU(n)/Zn, n = 2, 3, ..., Int(Mn(H)) = USp(n)/Z2, n = 1, 2, ... Note the ap-
parent injustice: the commutative algebra C∞(M) has the nonAbelian automor-
phism group Diff(M) while the noncommutative algebra M2(R) has the Abelian



324 T. Schücker

automorphism group O(2)/Z2. All exceptional groups are missing from our list
of groups. Indeed they are automorphism groups of non-associative algebras, e.g.
G2 is the automorphism group of the octonions.

The second input item is a faithful representation ρ of the algebra A on
a finite dimensional, complex Hilbert space H. Any such representation is a
direct sum of irreducible representations. Mn(R) has only one irreducible rep-
resentation, the fundamental one on R

n, Mn(C) has two, the fundamental one
and its complex conjugate. Both are defined on H = C

n � ψ by ρ(a)ψ = aψ
and by ρ(a)ψ = āψ. Mn(H) has only one irreducible representation, the fun-
damental one defined on C

2n. For example, while U(1) has an infinite number
of inequivalent irreducible representations, characterized by an integer ‘charge’,
its algebra C has only two with charge plus and minus one. While SU(2) has
an infinite number of inequivalent irreducible representations characterized by
its spin, 0, 1

2 , 1, ..., its algebra H has only one, spin 1
2 . The main reason behind

this multitude of group representation is that the tensor product of two repre-
sentations of one group is another representation of this group, characterized by
the sum of charges for U(1) and by the sum of spins for SU(2). The same is
not true for two representations of one associative algebra whose tensor product
fails to be linear. (Attention, the tensor product of two representations of two
algebras does define a representation of the tensor product of the two algebras.
We have used this tensor product of Hilbert spaces to define almost commutative
geometries.)

The third input item is the finite Dirac operator D or equivalently the
fermionic mass matrix, a matrix of size dimHL×dimHR.

These three items can however not be chosen freely, they must still satisfy
all axioms of the spectral triple [39]. I do hope you have convinced yourself of
the nontriviality of this requirement for the case of the minimax example.

The minimax example has taught us something else. If we want abelian
gauge fields from the fluctuating metric, we must centrally extend the spin lift,
an operation, that at the same time may reduce the multivaluedness of the
original lift. Central extensions are by no means unique, its choice is our last
input item [40].

To simplify notations, we concentrate on complex matrix algebras Mn(C) in
the following part. Indeed the others, Mn(R) and Mn(H), do not have central
unitaries close to the identity. We have already seen that it is important to
separate the commutative and noncommutative parts of the algebra:

A = C
M ⊕

N⊕
k=1

Mnk
(C) � a = (b1, ...bM , c1, ..., cN ), nk ≥ 2. (158)

Its group of unitaries is

U(A) = U(1)M ×
N
×

k = 1
U(nk) � u = (v1, ..., vM , w1, ..., wN ) (159)
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and its group of central unitaries

U c(A) = U(1)M+N � uc = (vc1, ..., vcM , wc11n1 , ..., wcN1nN
). (160)

All automorphisms connected to the identity are inner, there are outer automor-
phisms, the complex conjugation and, if there are identical summands in A, their
permutations. In compliance with the minimax principle, we disregard the dis-
crete automorphisms. Multiplying a unitary u with a central unitary uc of course
does not affect its inner automorphism iucu = iu. This ambiguity distinguishes
between ‘harmless’ central unitaries vc1, ..., vcM and the others, wc1, ..., wcN , in
the sense that

Int(A) = Un(A)/Unc(A), (161)

where we have defined the group of noncommutative unitaries

Un(A) :=
N
×

k = 1
U(nk) � w (162)

and Unc(A) := Un(A) ∩ U c(A) � wc. The map

i : Un(A) −→ Int(A)
w �−→ iw (163)

has kernel Ker i = Unc(A).
The lift of an inner automorphism to the Hilbert space has a simple closed

form [19], L = L̂ ◦ i−1 with

L̂(w) = ρ(1, w)Jρ(1, w)J−1. (164)

It satisfies p(L̂(w)) = i(w). If the kernel of i is contained in the kernel of L̂, then
the lift is well defined, as e.g. for A = H, Unc(H) = Z2.

AutH(A)
p

� �
�
��� �
L

�
�

���

L̂ �������	
� (165)

Int(A) i←− Un(A) ←↩�
det

Unc(A)

For more complicated real or quaternionic algebras, Unc(A) is finite and the lift
L is multi-valued with a finite number of values. For noncommutative, complex
algebras, their continuous family of central unitaries cannot be eliminated except
for very special representations and we face a continuous infinity of values. The
solution of this problem follows an old strategy: ‘If you can’t beat them, adjoin
them’. Who is them? The harmful central unitaries wc ∈ Unc(A) and adjoining
means central extending. The central extension (157), only concerned a discrete
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group and a harmless U(1). Nevertheless it generalizes naturally to the present
setting:

L : Int(A)× Unc(A) −→ AutH(A)
(wσ, wc) �−→ (L̂ ◦ i−1)(wσ) �(wc) (166)

with

�(wc) := ρ


 N∏
j1=1

(wcj1)
q1,j1 , ...,

N∏
jM=1

(wcjM )qM,jM , (167)

N∏
jM+1=1

(wcjM+1)
qM+1,jM+1 1n1 , ...,

N∏
jM+N=1

(wcjM+N
)qM+N,jM+N 1nN


 Jρ(...) J−1

with the (M + N) × N matrix of charges qkj . The extension satisfies indeed
p(�(wc)) = 1 ∈ Int(A) for all wc ∈ Unc(A).

Having adjoined the harmful, continuous central unitaries, we may now stream
line our notations and write the group of inner automorphisms as

Int(A) =


 N

×
k = 1

SU(nk)


 /Γ � [wσ] = [(wσ1, ..., wσN )] mod γ, (168)

where Γ is the discrete group

Γ =
N
×

k = 1
Znk

� (z11n1 , ..., zN1nN
),

zk = exp[−mk2πi/nk], mk = 0, ..., nk − 1 (169)

and the quotient is factor by factor. This way to write inner automorphisms
is convenient for complex matrices, but not available for real and quaternionic
matrices. Equation (161) remains the general characterization of inner automor-
phisms.

The lift L(wσ) = (L̂ ◦ i−1)(wσ), wσ = w mod Unc(A), is multi-valued with,
depending on the representation, up to |Γ | = ∏N

j=1 nj values. More precisely the
multi-valuedness of L is indexed by the elements of the kernel of the projection
p restricted to the image L(Int(A)). Depending on the choice of the charge
matrix q, the central extension � may reduce this multi-valuedness. Extending
harmless central unitaries is useless for any reduction. With the multi-valued
group homomorphism

(hσ, hc) : Un(A) −→ Int(A)× Unc(A)
(wj) �−→ ((wσj , wcj)) = ((wj(detwj)−1/nj , (detwj)1/nj )),(170)

we can write the two lifts L and � together in closed form L : Un(A) → AutH(A):
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L(w) = L(hσ(w)) �(hc(w))

= ρ


 N∏
j1=1

(detwj1)
q̃1,j1 , ...,

N∏
jM=1

(detwjM )q̃M,jM ,

w1

N∏
jM+1=1

(detwjM+1)
q̃M+1,jM+1 , ..., wN

N∏
jN+M=1

(detwjN+M
)q̃N+M,jN+M




×Jρ(...)J−1. (171)

We have set

q̃ :=


q −


 0M×N

1N×N







n1

. . .
nN



−1

. (172)

Due to the phase ambiguities in the roots of the determinants, the extended
lift L is multi-valued in general. It is single-valued if the matrix q̃ has integer

entries, e.g. q =
(

0
1N

)
, then q̃ = 0 and L(w) = L̂(w). On the other hand, q = 0

gives L(w) = L̂(i−1(hσ(w))), not always well defined as already noted. Unlike the
extension (157), and unlike the map i, the extended lift L is not necessarily even.
We do impose this symmetry L(−w) = L(w), which translates into conditions
on the charges, conditions that depend on the details of the representation ρ.

Let us note that the lift L is simply a representation up to a phase and
as such it is not the most general lift. We could have added harmless central
unitaries if any present, and, if the representation ρ is reducible, we could have
chosen different charge matrices in different irreducible components. If you are
not happy with central extensions, then this is a sign of good taste. Indeed
commutative algebras like the calibrating example have no inner automorphisms
and a huge centre. Truly noncommutative algebras have few outer automorphism
and a small centre. We believe that almost commutative geometries with their
central extensions are only low energy approximations of a truly noncommutative
geometry where central extensions are not an issue.

6.2 Output

From the input data of a finite spectral triple, the central charges and the three
moments of the spectral function, noncommutative geometry produces a coupled
to gravity. Its entire Higgs sector is computed from the input data, Fig. 6. The
Higgs representation derives from the fluctuating metric and the Higgs potential
from the spectral action.

To see how the Higgs representation derives in general from the fluctuating
Dirac operator D, we must write it as ‘flat’ Dirac operator D̃ plus internal 1-
form H like we have done in equation (127) for the minimax example without
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jf

S

f

ff , q

Fig. 6. Connes’ slot machine

extension. Take the extended lift L(w) = ρ(w)Jρ(w)J−1 with the unitary

w =
N∏
j1=1

(detwj1)
q̃1j1 , ...,

N∏
jM=1

(detwjM )q̃MjM , (173)

w1

N∏
jM+1=1

(detwjM+1)
q̃M+1,jM+1 , ..., wN

N∏
jN+M=1

(detwjN+M
)q̃N+M,jN+M .

Then

D = LD̃L
−1

=
(
ρ(w) Jρ(w)J−1) D̃ (

ρ(w) Jρ(w)J−1)−1

= ρ(w) Jρ(w)J−1D̃ ρ(w−1) Jρ(w−1)J−1

= ρ(w)Jρ(w)J−1(ρ(w−1)D̃ + [D̃, ρ(w−1)])Jρ(w−1)J−1

= Jρ(w)J−1D̃Jρ(w−1)J−1 + ρ(w)[D̃, ρ(w−1)]
= Jρ(w)D̃ρ(w−1)J−1 + ρ(w)[D̃, ρ(w−1)]
= J(ρ(w)[D̃, ρ(w−1)] + D̃)J−1 + ρ(w)[D̃, ρ(w−1)]
= D̃ + H + JHJ−1, (174)

with the internal 1-form, the Higgs scalar, H = ρ(w)[D̃, ρ(w−1)]. In the chain
(174) we have used successively the following three axioms of spectral triples,
[ρ(a), Jρ(ã)J−1] = 0, the first order condition [[D̃, ρ(a)], Jρ(ã)J−1] = 0 and
[D̃, J ] = 0. Note that the unitaries, whose representation commutes with the
internal Dirac operator, drop out from the Higgs, it transforms as a singlet
under their subgroup.

The constraints from the axioms of noncommutative geometry are so tight
that only very few s can be derived from noncommutative geometry as pseudo
forces. No left-right symmetric model can [41], no Grand Unified Theory can [42],
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Yang-Mills-Higgs

left-right symm.

GUT

supersymm.

NCG

standard model

Fig. 7. Pseudo forces from noncommutative geometry

for instance the SU(5) model needs 10-dimensional fermion representations,
SO(10) 16-dimensional ones, E6 is not the group of an associative algebra.
Moreover the last two models are left-right symmetric. Much effort has gone
into the construction of a supersymmetric model from noncommutative geome-
try, in vain [43]. The standard model on the other hand fits perfectly into Connes’
picture, Fig. 7.

6.3 The Standard Model

The first noncommutative formulation of the standard model was published by
Connes & Lott [33] in 1990. Since then it has evolved into its present form [18–
20,28] and triggered quite an amount of literature [44].

Spectral Triple. The internal algebra A is chosen as to reproduce SU(2) ×
U(1)× SU(3) as subgroup of U(A),

A = H⊕ C⊕M3(C) � (a, b, c). (175)

The internal Hilbert space is copied from the Particle Physics Booklet [13],

HL =
(
C

2 ⊗ C
N ⊗ C

3) ⊕ (
C

2 ⊗ C
N ⊗ C

)
, (176)

HR =
(
C⊗ C

N ⊗ C
3) ⊕ (

C⊗ C
N ⊗ C

3) ⊕ (
C⊗ C

N ⊗ C
)
. (177)

In each summand, the first factor denotes weak isospin doublets or singlets, the
second denotes N generations, N = 3, and the third denotes colour triplets or
singlets. Let us choose the following basis of the internal Hilbert space, counting
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fermions and antifermions (indicated by the superscript ·c for ‘charge conju-
gated’) independently, H = HL ⊕HR ⊕HcL ⊕HcR = C

90:
(
u
d

)
L

,

(
c
s

)
L

,

(
t
b

)
L

,

(
νe
e

)
L

,

(
νµ
µ

)
L

,

(
ντ
τ

)
L

;

uR,
dR,

cR,
sR,

tR,
bR,

eR, µR, τR;
(
u
d

)c
L

,

(
c
s

)c
L

,

(
t
b

)c
L

,

(
νe
e

)c
L

,

(
νµ
µ

)c
L

,

(
ντ
τ

)c
L

;

ucR,
dcR,

ccR,
scR,

tcR,
bcR,

ecR, µcR, τ cR.

This is the current eigenstate basis, the representation ρ acting on H by

ρ(a, b, c) :=



ρL 0 0 0
0 ρR 0 0
0 0 ρ̄cL 0
0 0 0 ρ̄cR


 (178)

with

ρL(a) :=
(
a⊗ 1N ⊗ 13 0

0 a⊗ 1N

)
, ρR(b) :=


 b1N ⊗ 13 0 0

0 b̄1N ⊗ 13 0
0 0 b̄1N


,

ρcL(b, c) :=
(

12 ⊗ 1N ⊗ c 0
0 b̄12 ⊗ 1N

)
, ρcR(b, c) :=


 1N ⊗ c 0 0

0 1N ⊗ c 0
0 0 b̄1N


.

The apparent asymmetry between particles and antiparticles – the former are
subject to weak, the latter to strong interactions – will disappear after applica-
tion of the lift L with

J =
(

0 115N
115N 0

)
◦ complex conjugation. (179)

For the sake of completeness, we record the chirality as matrix

χ =



−18N 0 0 0

0 17N 0 0
0 0 −18N 0
0 0 0 17N


 . (180)

The internal Dirac operator

D̃ =




0 M 0 0
M∗ 0 0 0
0 0 0 M̄
0 0 M̄∗ 0


 (181)
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is made of the fermionic mass matrix of the standard model,

M =




(
1 0
0 0

)
⊗Mu ⊗ 13 +

(
0 0
0 1

)
⊗Md ⊗ 13 0

0
(

0
1

)
⊗Me


 , (182)

with

Mu :=


mu 0 0

0 mc 0
0 0 mt


 , Md := CKM


md 0 0

0 ms 0
0 0 mb


 , (183)

Me :=


me 0 0

0 mµ 0
0 0 mτ


 . (184)

From the booklet we know that all indicated fermion masses are different from
each other and that the Cabibbo–Kobayashi–Maskawa matrix CKM is non-de-
generate in the sense that no quark is simultaneously mass and weak current
eigenstate.

We must acknowledge the fact – and this is far from trivial – that the finite
spectral triple of the standard model satisfies all of Connes’ axioms:
• It is orientable, χ = ρ(−12, 1, 13)Jρ(−12, 1, 13)J−1.
• Poincaré duality holds. The standard model has three minimal projectors,

p1 = (12, 0, 0), p2 = (0, 1, 0), p3 =


0, 0,


 1 0 0

0 0 0
0 0 0




 (185)

and the intersection form

∩ = −2N


 0 1 1

1 −1 −1
1 −1 0


 , (186)

is non-degenerate. We note that Majorana masses are forbidden because of the
axiom D̃χ = −χD̃. On the other hand if we wanted to give Dirac masses to
all three neutrinos we would have to add three right-handed neutrinos to the
standard model. Then the intersection form,

∩ = −2N


 0 1 1

1 −2 −1
1 −1 0


 , (187)

would become degenerate and Poincaré duality would fail.
• The first order axiom is satisfied precisely because of the first two of the
six ad hoc properties of the standard model recalled in Sect. 3.3, colour couples
vectorially and commutes with the fermionic mass matrix, [D, ρ(12, 1, c)] = 0. As
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an immediate consequence the Higgs scalar = internal 1-form will be a colour
singlet and the gluons will remain massless, the third ad hoc property of the
standard model in its conventional formulation.
• There seems to be some arbitrariness in the choice of the representation under
C � b. In fact this is not true, any choice different from the one in equations
(179,179) is either incompatible with the axioms of spectral triples or it leads to
charged massless particles incompatible with the Lorentz force or to a symmetry
breaking with equal top and bottom masses. Therefore, the only flexibility in
the fermionic charges is from the choice of the central charges [40].

Central Charges. The standard model has the following groups,

U(A) = SU(2)× U(1)× U(3) � u = (u0, v, w), (188)
U c(A) = Z2 × U(1)× U(1) � uc = (uc0, vc, wc13),
Un(A) = SU(2) × U(3) � (u0, w),
Unc(A) = Z2 × U(1) � (uc0, wc13),
Int(A) = [SU(2) × SU(3)]/Γ � uσ = (uσ0, wσ),
Γ = Z2 × Z3 � γ = (exp[−m02πi/2], exp[−m22πi/3]),

with m0 = 0, 1 and m2 = 0, 1, 2. Let us compute the receptacle of the lifted
automorphisms,

AutH(A) (189)
= [U(2)L×U(3)c×U(N)qL×U(N)�L×U(N)uR×U(N)dR]/[U(1)×U(1)]

×U(N)eR.

The subscripts indicate on which multiplet the U(N)s act. The kernel of the
projection down to the automorphism group Aut(A) is

ker p = [U(1)×U(1)×U(N)qL×U(N)�L×U(N)uR×U(N)dR]/[U(1)×U(1)]
×U(N)eR, (190)

and its restrictions to the images of the lifts are

ker p ∩ L(Int(A)) = Z2 × Z3, ker p ∩ L(Un(A)) = Z2 × U(1). (191)

The kernel of i is Z2×U(1) in sharp contrast to the kernel of L̂, which is trivial.
The isospin SU(2)L and the colour SU(3)c are the image of the lift L̂. If q �= 0,
the image of � consists of one U(1) � wc = exp[iθ] contained in the five flavour
U(N)s. Its embedding depends on q:

L(12, 1, wc13) = �(wc) (192)
= diag (uqL12 ⊗ 1N ⊗ 13, u�L12 ⊗ 1N , uuR1N ⊗ 13, udR1N ⊗ 13, ueR1N ;

ūqL12 ⊗ 1N ⊗ 13, ū�L12 ⊗ 1N , ūuR1N ⊗ 13, ūdR1N ⊗ 13, ūeR1N )
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with uj = exp[iyjθ] and

yqL = q2, y�L = −q1, yuR = q1 + q2, ydR = −q1 + q2, yeR = −2q1.(193)

Independently of the embedding, we have indeed derived the three fermionic con-
ditions of the hypercharge fine tuning (57). In other words, in noncommutative
geometry the massless electro–weak gauge boson necessarily couples vectorially.

Our goal is now to find the minimal extension � that renders the extended
lift symmetric, L(−u0,−w) = L(u0, w), and that renders L(12, w) single-valued.
The first requirement means { q̃1 = 1 and q̃2 = 0 } modulo 2, with

(
q̃1
q̃2

)
= 1

3

((
q1
q2

)
−
(

0
1

))
. (194)

The second requirement means that q̃ has integer coefficients.

The first extension which comes to mind has q = 0, q̃ =
(

0
−1/3

)
. With

respect to the interpretation (168) of the inner automorphisms, one might object
that this is not an extension at all. With respect to the generic characterization
(161), it certainly is a non-trivial extension. Anyhow it fails both tests. The most
general extension that passes both tests has the form

q̃ =
(

2z1 + 1
2z2

)
, q =

(
6z1 + 3
6z2 + 1

)
, z1, z2 ∈ Z. (195)

Consequently, y�L = −q1 cannot vanish, the neutrino comes out electrically neu-
tral in compliance with the Lorentz force. As common practise, we normalize the
hypercharges to y�L = −1/2 and compute the last remaining hypercharge yqL

,

yqL
=

q2
2q1

=
1
6 + z2

1 + 2z1
. (196)

We can change the sign of yqL
by permuting u with dc and d with uc. Therefore

it is sufficient to take z1 = 0, 1, 2, ... The minimal such extension, z1 = z2 = 0,
recovers nature’s choice yqL

= 1
6 . Its lift,

L(u0, w) = ρ(u0,detw,w)Jρ(u0,detw,w)J−1, (197)

is the anomaly free fermionic representation of the standard model considered
as SU(2) × U(3) . The double-valuedness of L comes from the discrete group
Z2 of central quaternionic unitaries (±12, 13) ∈ Z2 ⊂ Γ ⊂ Unc(A). On
the other hand, O’Raifeartaigh’s [5] Z2 in the group of the standard model (45),
±(12, 13) ∈ Z2 ⊂ Unc(A), is not a subgroup of Γ . It reflects the symmetry
of L.

Fluctuating Metric. The stage is set now for fluctuating the metric by means
of the extended lift. This algorithm answers en passant a long standing question
in Yang–Mills theories: To gauge or not to gauge? Given a fermionic Lagrangian,
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e.g. the one of the standard model, our first reflex is to compute its symmetry
group. In noncommutative geometry, this group is simply the internal receptacle
(190). The painful question in Yang–Mills theory is what subgroup of this sym-
metry group should be gauged? For us, this question is answered by the choices
of the spectral triple and of the spin lift. Indeed the image of the extended lift
is the gauge group. The fluctuating metric promotes its generators to gauge
bosons, the W±, the Z, the photon and the gluons. At the same time, the Higgs
representation is derived, equation (174):

H = ρ(u0,detw,w)[D̃, ρ(u0,detw,w)−1] =




0 Ĥ 0 0
Ĥ∗ 0 0 0
0 0 0 0
0 0 0 0


 (198)

with

Ĥ =




(
h1Mu −h̄2Md

h2Mu h̄1Md

)
⊗ 13 0

0
(−h̄2Me

h̄1Me

)

 (199)

and (
h1 −h̄2
h2 h̄1

)
= ±u0

(
detw 0

0 det w̄

)
− 12. (200)

The Higgs is characterized by one complex doublet, (h1, h2)T . Again it will be
convenient to pass to the homogeneous Higgs variable,

D = LD̃L
−1 = D̃ +H + JHJ−1

= Φ+ JΦJ−1 =




0 Φ̂ 0 0
Φ̂∗ 0 0 0
0 0 0 ¯̂

Φ
0 0 ¯̂

Φ
∗

0


 (201)

with

Φ̂ =




(
ϕ1Mu −ϕ̄2Md

ϕ2Mu ϕ̄1Md

)
⊗ 13 0

0
(−ϕ̄2Me

ϕ̄1Me

)

 = ρL(φ)M (202)

and

φ =
(
ϕ1 −ϕ̄2
ϕ2 ϕ̄1

)
= ±u0

(
detw 0

0 det w̄

)
. (203)

In order to satisfy the first order condition, the representation of M3(C) � c
had to commute with the Dirac operator. Therefore the Higgs is a colour singlet
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and the gluons will remain massless. The first two of the six intriguing properties
of the standard model listed in Sect. 3.3 have a geometric raison d’être, the first
order condition. In turn, they imply the third property: we have just shown that
the Higgs ϕ = (ϕ1, ϕ2)T is a colour singlet. At the same time the fifth property
follows from the fourth: the Higgs of the standard model is an isospin doublet
because of the parity violating couplings of the quaternions H. Furthermore, this
Higgs has hypercharge yϕ = − 1

2 and the last fine tuning of the sixth property (57)
also derives from Connes’ algorithm: the Higgs has a component with vanishing
electric charge, the physical Higgs, and the photon will remain massless.

In conclusion, in Connes version of the standard model there is only one
intriguing input property, the fourth: explicit parity violation in the algebra
representation HL ⊕HR, the five others are mathematical consequences.

Spectral Action. Computing the spectral action SCC = f(D2
t /Λ

2) in the stan-
dard model is not more difficult than in the minimax example, only the matrices
are a little bigger,

Dt = LtD̃tL−1
t =




∂/L γ5Φ̂ 0 0
γ5Φ̂

∗ ∂/R 0 0
0 0 C ∂/LC

−1 γ5
¯̂
Φ

0 0 γ5
¯̂
Φ
∗

C ∂/RC
−1


 . (204)

The trace of the powers of Φ̂ are computed from the identities Φ̂ = ρL(φ)M and
φ∗φ = φφ∗ = (|ϕ1|2 + |ϕ2|2)12 = |ϕ|212 by using that ρL as a representation
respects multiplication and involution.

The spectral action produces the complete action of the standard model
coupled to gravity with the following relations for coupling constants:

g2
3 = g2

2 = 9
N λ. (205)

Our choice of central charges, q̃ = (1, 0)T , entails a further relation, g2
1 = 3

5g
2
2 , i.e.

sin2 θw = 3/8. However only products of the Abelian gauge coupling g1 and the
hypercharges yj appear in the Lagrangian. By rescaling the central charges, we
can rescale the hypercharges and consequently the Abelian coupling g1. It seems
quite moral that noncommutative geometry has nothing to say about Abelian
gauge couplings.

Experiment tells us that the weak and strong couplings are unequal, equation
(49) at energies corresponding to the Z mass, g2 = 0.6518±0.0003, g3 = 1.218±
0.01. Experiment also tells us that the coupling constants are not constant, but
that they evolve with energy. This evolution can be understood theoretically
in terms of renormalization: one can get rid of short distance divergencies in
perturbative quantum field theory by allowing energy depending gauge, Higgs,
and Yukawa couplings where the theoretical evolution depends on the particle
content of the model. In the standard model, g2 and g3 come together with
increasing energy, see Fig. 8. They would become equal at astronomical energies,
Λ = 1017 GeV, if one believed that between presently explored energies, 102 GeV,
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Fig. 8. Running coupling constants

and the ‘unification scale’ Λ, no new particles exist. This hypothesis has become
popular under the name ‘big desert’ since Grand Unified Theories. It was believed
that new gauge bosons, ‘lepto-quarks’ with masses of order Λ existed. The lepto-
quarks together with the W±, the Z, the photon and the gluons generate the
simple group SU(5), with only one gauge coupling, g2

5 := g2
3 = g2

2 = 5
3g

2
1 at Λ. In

the minimal SU(5) model, these lepto-quarks would mediate proton decay with
a half life that today is excluded experimentally.

If we believe in the big desert, we can imagine that – while almost commuta-
tive at present energies – our geometry becomes truly noncommutative at time
scales of �/Λ ∼ 10−41 s. Since in such a geometry smaller time intervals cannot
be resolved, we expect the coupling constants to become energy independent
at the corresponding energy scale Λ. We remark that the first motivation for
noncommutative geometry in spacetime goes back to Heisenberg and was pre-
cisely the regularization of short distance divergencies in quantum field theory,
see e.g. [45]. The big desert is an opportunistic hypothesis and remains so in
the context of noncommutative geometry. But in this context, it has at least the
merit of being consistent with three other physical ideas:

Planck time: There is an old hand waving argument combining of phase space
with the Schwarzschild horizon to find an uncertainty relation in space-
time with a scale Λ smaller than the Planck energy (�c5/G)1/2 ∼ 1019

GeV: To measure a position with a precision ∆x we need, following Heisen-
berg, at least a momentum �/∆x or, by special relativity, an energy �c/∆x.
According to general relativity, such an energy creates an horizon of size
G�c−3/∆x. If this horizon exceeds ∆x all information on the position is
lost. We can only resolve positions with ∆x larger than the Planck length,
∆x > (�G/c3)1/2 ∼ 10−35 m. Or we can only resolve time with ∆t larger
than the Planck time, ∆t > (�G/c5)1/2 ∼ 10−43 s. This is compatible with
the above time uncertainty of �/Λ ∼ 10−41 s.
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Stability: We want the Higgs self coupling λ to remain positive [46] during its
perturbative evolution for all energies up to Λ. A negative Higgs self coupling
would mean that no ground state exists, the Higgs potential is unstable.
This requirement is met for the self coupling given by the constraint (205)
at energy Λ, see Fig. 8.

Triviality: We want the Higgs self coupling λ to remain perturbatively small [46]
during its evolution for all energies up to Λ because its evolution is computed
from a perturbative expansion. This requirement as well is met for the self
coupling given by the constraint (205), see Fig. 8. If the top mass was larger
than 231 GeV or if there were N = 8 or more generations this criterion
would fail.

Since the big desert gives a minimal and consistent picture we are curious to know
its numerical implication. If we accept the constraint (205) with g2 = 0.5170 at
the energy Λ = 0.968 1017 GeV and evolve it down to lower energies using
the perturbative renormalization flow of the standard model, see Fig. 8, we
retrieve the experimental nonAbelian gauge couplings g2 and g3 at the Z mass
by construction of Λ. For the Higgs coupling, we obtain

λ = 0.06050 ± 0.0037 at E = mZ . (206)

The indicated error comes from the experimental error in the top mass, mt =
174.3 ± 5.1 GeV, which affects the evolution of the Higgs coupling. From the
Higgs coupling at low energies we compute the Higgs mass,

mH = 4
√

2

√
λ

g2
mW = 171.6 ± 5 GeV. (207)

For details of this calculation see [47].

6.4 Beyond the Standard Model

A social reason, that made the Yang–Mills–Higgs machine popular, is that it is an
inexhaustible source of employment. Even after the standard model, physicists
continue to play on the machine and try out extensions of the standard model by
adding new particles, ‘let the desert bloom’. These particles can be gauge bosons
coupling only to right-handed fermions in order to restore left-right symmetry.
The added particles can be lepto-quarks for grand unification or supersymmetric
particles. These models are carefully tuned not to upset the phenomenological
success of the standard model. This means in practice to choose Higgs represen-
tations and potentials that give masses to the added particles, large enough to
make them undetectable in present day experiments, but not too large so that ex-
perimentalists can propose bigger machines to test these models. Independently
there are always short lived deviations from the standard model predictions in
new experiments. They never miss to trigger new, short lived models with new
particles to fit the ‘anomalies’. For instance, the literature contains hundreds of
superstring inspired s, each of them with hundreds of parameters, coins, waiting
for the standard model to fail.



338 T. Schücker

Of course, we are trying the same game in Connes’ do–it–yourself kit. So far,
we have not been able to find one single consistent extension of the standard
model [41–43,48]. The reason is clear, we have no handle on the Higgs repre-
sentation and potential, which are on the output side, and, in general, we meet
two problems: light physical scalars and degenerate fermion masses in irreducible
multiplets. The extended standard model with arbitrary numbers of quark gen-
erations, Nq ≥ 0, of lepton generations, N� ≥ 1, and of colours Nc, somehow
manages to avoid both problems and we are trying to prove that it is unique as
such. The minimax model has Nq = 0, N� = 1, Nc = 0. The standard model has
Nq = N� =: N and Nc = 3 to avoid Yang–Mills anomalies [12]. It also has N = 3
generations. So far, the only realistic extension of the standard model that we
know of in noncommutative geometry, is the addition of right-handed neutrinos
and of Dirac masses in one or two generations. These might be necessary to
account for observed neutrino oscillations [13].

7 Outlook and Conclusion

Noncommutative geometry reconciles Riemannian geometry and uncertainty and
we expect it to reconcile general relativity with quantum field theory. We also
expect it to improve our still incomplete understanding of quantum field theory.
On the perturbative level such an improvement is happening right now: Connes,
Moscovici, and Kreimer discovered a subtle link between a noncommutative
generalization of the index theorem and perturbative quantum field theory. This
link is a Hopf algebra relevant to both theories [49].

In general, Hopf algebras play the same role in noncommutative geometry
as Lie groups play in Riemannian geometry and we expect new examples of
noncommutative geometry from its merging with the theory of Hopf algebras.
Reference [50] contains a simple example where quantum group techniques can
be applied to noncommutative particle models.

The running of coupling constants from perturbative quantum field theory
must be taken into account in order to perform the high precision test of the
standard model at present day energies. We have invoked an extrapolation of
this running to astronomical energies to make the constraint g2 = g3 from the
spectral action compatible with experiment. This extrapolation is still based on
quantum loops in flat Minkowski space. While acceptable at energies below the
scale Λ where gravity and the noncommutativity of space seem negligible, this
approximation is unsatisfactory from a conceptual point of view and one would
like to see quantum fields constructed on a noncommutative space. At the end of
the nineties first examples of quantum fields on the (flat) noncommutative torus
or its non-compact version, the Moyal plane, were published [51]. These examples
came straight from the spectral action. The noncommutative torus is motivated
from quantum mechanical phase space and was the first example of a noncom-
mutative spectral triple [52]. Bellissard [53] has shown that the noncommutative
torus is relevant in solid state physics: one can understand the quantum Hall
effect by taking the Brillouin zone to be noncommutative. Only recently other
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examples of noncommutative spaces like noncommutative spheres where uncov-
ered [54]. Since 1999, quantum fields on the noncommutative torus are being
studied extensively including the fields of the standard model [55]. So far, its
internal part is not treated as a noncommutative geometry and Higgs bosons
and potentials are added opportunistically. This problem is avoided naturally
by considering the tensor product of the noncommutative torus with a finite
spectral triple, but I am sure that the axioms of noncommutative geometry can
be rediscovered by playing long enough with model building.

In quantum mechanics and in general relativity, time and space play radically
different roles. Spatial position is an observable in quantum mechanics, time is
not. In general relativity, spacial position loses all meaning and only proper time
can be measured. Distances are then measured by a particular observer as (his
proper) time of flight of photons going back and forth multiplied by the speed
of light, which is supposed to be universal. This definition of distances is oper-
ational thanks to the high precision of present day atomic clocks, for example
in the GPS. The ‘Riemannian’ definition of the meter, the forty millionth part
of a complete geodesic on earth, had to be abandoned in favour of a quantum
mechanical definition of the second via the spectrum of an atom. Connes’ defi-
nition of geometry via the spectrum of the Dirac operator is the precise counter
part of today’s experimental situation. Note that the meter stick is an extended
(rigid ?) object. On the other hand an atomic clock is a pointlike object and
experiment tells us that the atom is sensitive to the potentials at the location
of the clock, the potentials of all forces, gravitational, electro–magnetic, ... The
special role of time remains to be understood in noncommutative geometry [56]
as well as the notion of spectral triples with Lorentzian signature and their 1+3
split [57].

Let us come back to our initial claim: Connes derives the standard model of
electro–magnetic, weak, and strong forces from noncommutative geometry and,
at the same time, unifies them with gravity. If we say that the Balmer–Rydberg
formula is derived from quantum mechanics, then this claim has three levels:
Explain the nature of the variables: The choice of the discrete variables
nj , contains already a – at the time revolutionary – piece of physics, energy
quantization. Where does it come from?
Explain the ansatz: Why should one take the power law (11)?
Explain the experimental fit: The ansatz comes with discrete parameters,
the ‘bills’ qj , and continuous parameters, the ‘coins’ gj , which are determined
by an experimental fit. Where do the fitted values, ‘the winner’, come from?

How about deriving gravity from Riemannian geometry? Riemannian geom-
etry has only one possible variable, the metric g. The minimax principle dictates
the Lagrangian ansatz:

S[g] =
∫
M

[Λc − 1
16πGR

q] dV. (208)

Experiment rules on the parameters: q = 1, G = 6.670 · 10−11 m3s−2kg, New-
ton’s constant, and Λc ∼ 0. Riemannian geometry remains silent on the third
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Table 3. Deriving some YMH forces from gravity

Riemannian
geometry �

Einstein

gravity

� �

�

noncommutative
geometry �

Connes

gravity + Yang–Mills–Higgs

Connes

level. Nevertheless, there is general agreement, gravity derives from Riemannian
geometry.

Noncommutative geometry has only one possible variable, the Dirac operator,
which in the commutative case coincides with the metric. Its fluctuations explain
the variables of the additional forces, gauge and Higgs bosons. The minimax
principle dictates the Lagrangian ansatz: the spectral action. It reproduces the
Einstein–Hilbert action and the ansatz of Yang, Mills and Higgs, see Table 3.
On the third level, noncommutative geometry is not silent, it produces lots of
constraints, all compatible with the experimental fit. And their exploration is
not finished yet.

I hope to have convinced one or the other reader that noncommutative geom-
etry contains elegant solutions of long standing problems in fundamental physics
and that it proposes concrete strategies to tackle the remaining ones. I would like
to conclude our outlook with a sentence by Planck who tells us how important
the opinion of our young, unbiased colleagues is. Planck said, a new theory is
accepted, not because the others are convinced, because they die.
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Appendix

A.1 Groups

Groups are an extremely powerful tool in physics. Most symmetry transforma-
tions form a group. Invariance under continuous transformation groups entails
conserved quantities, like energy, angular momentum or electric charge.
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A group G is a set equipped with an associative, not necessarily commutative
(or ‘Abelian’) multiplication law that has a neutral element 1. Every group
element g is supposed to have an inverse g−1.

We denote by Zn the cyclic group of n elements. You can either think of
Zn as the set {0, 1, ..., n − 1} with multiplication law being addition modulo
n and neutral element 0. Or equivalently, you can take the set {1, exp(2πi/n),
exp(4πi/n), ..., exp((n−1)2πi/n)} with multiplication and neutral element 1. Zn

is an Abelian subgroup of the permutation group on n objects.
Other immediate examples are matrix groups: The general linear groups

GL(n,C) and GL(n,R) are the sets of complex (real), invertible n×n matrices.
The multiplication law is matrix multiplication and the neutral element is the
n×n unit matrix 1n. There are many important subgroups of the general linear
groups: SL(n, ·), · = R or C, consist only of matrices with unit determinant.
S stands for special and will always indicate that we add the condition of unit
determinant. The orthogonal group O(n) is the group of real n × n matrices g
satisfying ggT = 1n. The special orthogonal group SO(n) describes the rotations
in the Euclidean space R

n. The Lorentz group O(1, 3) is the set of real 4 × 4
matrices g satisfying gηgT = η, with η =diag{1,−1,−1,−1}. The unitary group
U(n) is the set of complex n × n matrices g satisfying gg∗ = 1n. The unitary
symplectic group USp(n) is the group of complex 2n× 2n matrices g satisfying
gg∗ = 12n and gIgT = I with

I :=




(
0 1
−1 0

)
· · · 0

...
. . .

...

0 · · ·
(

0 1
−1 0

)


 . (A.1)

The center Z(G) of a group G consists of those elements in G that commute
with all elements in G, Z(G) = {z ∈ G, zg = gz for all g ∈ G}. For example,
Z(U(n)) = U(1) � exp(iθ) 1n, Z(SU(n)) = Zn � exp(2πik/n) 1n.

All matrix groups are subsets of R
2n2

and therefore we can talk about com-
pactness of these groups. Recall that a subset of R

N is compact if and only
if it is closed and bounded. For instance, U(1) is a circle in R

2 and therefore
compact. The Lorentz group on the other hand is unbounded because of the
boosts.

The matrix groups are Lie groups which means that they contain infinitesimal
elements X close to the neutral element: expX = 1 + X + O(X2) ∈ G. For
instance,

X =


 0 ε 0
−ε 0 0
0 0 0


 , ε small, (A.2)
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describes an infinitesimal rotation around the z-axis by an infinitesimal angle ε.
Indeed

expX =


 cos ε sin ε 0
− sin ε cos ε 0

0 0 1


 ∈ SO(3), 0 ≤ ε < 2π, (A.3)

is a rotation around the z-axis by an arbitrary angle ε. The infinitesimal trans-
formations X of a Lie group G form its Lie algebra g. It is closed under the
commutator [X,Y ] = XY − Y X. For the above matrix groups the Lie algebras
are denoted by lower case letters. For example, the Lie algebra of the special uni-
tary group SU(n) is written as su(n). It is the set of complex n× n matrices X
satisfying X+X∗ = 0 and trX = 0. Indeed, 1n = (1n+X+ ...)(1n+X+ ...)∗ =
1n+X+X∗+O(X2) and 1 = det expX = exp trX. Attention, although defined
in terms of complex matrices, su(n) is a real vector space. Indeed, if a matrix
X is anti-Hermitean, X + X∗ = 0, then in general, its complex scalar multiple
iX is no longer anti-Hermitean.

However, in real vector spaces, eigenvectors do not always exist and we will
have to complexify the real vector space g: Take a basis of g. Then g consists of
linear combinations of these basis vectors with real coefficients. The complexi-
fication gC of g consits of linear combinations with complex coefficients.

The translation group of R
n is R

n itself. The multiplication law now is vector
addition and the neutral element is the zero vector. As the vector addition is
commutative, the translation group is Abelian.

The diffeomorphism group Diff(M) of an open subset M of R
n (or of a mani-

fold) is the set of differentiable maps σ from M into itself that are invertible (for
the composition ◦) and such that its inverse is differentiable. (Attention, the last
condition is not automatic, as you see by taking M = R � x and σ(x) = x3.)
By virtue of the chain rule we can take the composition as multiplication law.
The neutral element is the identity map on M , σ = 1M with 1M (x) = x for all
x ∈M .

A.2 Group Representations

We said that SO(3) is the rotation group. This needs a little explanation. A
rotation is given by an axis, that is a unit eigenvector with unit eigenvalue,
and an angle. Two rotations can be carried out one after the other, we say
‘composed’. Note that the order is important, we say that the 3-dimensional
rotation group is nonAbelian. If we say that the rotations form a group, we
mean that the composition of two rotations is a third rotation. However, it is
not easy to compute the multiplication law, i.e., compute the axis and angle of
the third rotation as a function of the axes and angles of the two initial rotations.
The equivalent ‘representation’ of the rotation group as 3× 3 matrices is much
more convenient because the multiplication law is simply matrix multiplication.
There are several ‘representations’ of the 3-dimensional rotation group in terms
of matrices of different sizes, say N ×N . It is sometimes useful to know all these
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representations. TheN×N matrices are linear maps, ‘endomorphisms’, of theN -
dimensional vector space R

N into itself. Let us denote by End(RN ) the set of all
these matrices. By definition, a representation of the group G on the vector space
R
N is a map ρ : G → End(RN ) reproducing the multiplication law as matrix

multiplication or in nobler terms as composition of endomorphisms. This means
ρ(g1g2) = ρ(g1) ρ(g2) and ρ(1) = 1N . The representation is called faithful if the
map ρ is injective. By the minimax principle we are interested in the faithful
representations of lowest dimension. Although not always unique, physicists call
them fundamental representations. The fundamental representation of the 3-
dimensional rotation group is defined on the vector space R

3. TwoN -dimensional
representations ρ1 and ρ2 of a group G are equivalent if there is an invertible
N × N matrix C such that ρ2(g) = Cρ1(g)C−1 for all g ∈ G. C is interpreted
as describing a change of basis in R

N . A representation is called irreducible if
its vector space has no proper invariant subspace, i.e. a subspace W ⊂ R

N , with
W �= R

N , {0} and ρ(g)W ⊂W for all g ∈ G.
Representations can be defined in the same manner on complex vector spaces,

C
N . Then every ρ(g) is a complex, invertible matrix. It is often useful, e.g. in

quantum mechanics, to represent a group on a Hilbert space, we put a scalar
product on the vector space, e.g. the standard scalar product on C

N � v, w,
(v, w) := v∗w. A unitary representation is a representation whose matrices
ρ(g) all respect the scalar product, which means that they are all unitary. In
quantum mechanics, unitary representations are important because they pre-
serve probability. For example, take the adjoint representation of SU(n) � g.
Its Hilbert space is the complexification of its Lie algebra su(n)C � X,Y with
scalar product (X,Y ) := tr (X∗Y ). The representation is defined by conjugation,
ρ(g)X := gXg−1, and it is unitary, (ρ(g)X, ρ(g)Y ) = (X,Y ). In Yang–Mills the-
ories, the gauge bosons live in the adjoint representation. In the Abelian case,
G = U(1), this representation is 1-dimensional, there is one gauge boson, the
photon, A ∈ u(1)C = C. The photon has no electric charge, which means that it
transforms trivially, ρ(g)A = A for all g ∈ U(1).

Unitary equivalence of representations is defined by change of orthonormal
bases. Then C is a unitary matrix. A key theorem for particle physics states that
all irreducible unitary representations of any compact group are finite dimen-
sional. If we accept the definition of elementary particles as orthonormal basis
vectors of unitary representations, then we understand why Yang and Mills only
take compact groups. They only want a finite number of elementary particles.
Unitary equivalence expresses the quantum mechanical superposition principle
observed for instance in the K0−K̄0 system. The unitary matrix C is sometimes
referred to as mixing matrix.

Bound states of elementary particles are described by tensor products: the
tensor product of two unitary representations ρ1 and ρ2 of one group defined on
two Hilbert spaces H1 and H2 is the unitary representation ρ1 ⊗ ρ2 defined on
H1 ⊗H2 � ψ1 ⊗ ψ2 by (ρ1 ⊗ ρ2)(g) (ψ1 ⊗ ψ2) := ρ1(g)ψ1 ⊗ ρ2(g)ψ2. In the case
of electro–magnetism, G = U(1) � exp(iθ) we know that all irreducible unitary
representations are 1-dimensional, H = C � ψ and characterized by the electric
charge q, ρ(exp(iθ))ψ = exp(iqψ)ψ. Under tensorization the electric charges are
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added. For G = SU(2), the irreducible unitary representations are characterized
by the spin, � = 0, 1

2 , 1, ... The addition of spin from quantum mechanics is
precisely tensorization of these representations.

Let ρ be a representation of a Lie group G on a vector space and let g be
the Lie algebra of G. We denote by ρ̃ the Lie algebra representation of the
group representation ρ. It is defined on the same vector space by ρ(expX) =
exp(ρ̃(X)). The ρ̃(X)s are not necessarily invertible endomorphisms. They sat-
isfy ρ̃([X,Y ]) = [ρ̃(X), ρ̃(Y )] := ρ̃(X)ρ̃(Y )− ρ̃(Y )ρ̃(X).

An affine representation is the same construction as above, but we allow the
ρ(g)s to be invertible affine maps, i.e. linear maps plus constants.

A.3 Semi-Direct Product and Poincaré Group

The direct product G × H of two groups G and H is again a group with
multiplication law: (g1, h1)(g2, h2) := (g1g2, h1h2). In the direct product, all
elements of the first factor commute with all elements of the second factor:
(g, 1H)(1G, h) = (1G, h)(g, 1H). We write 1H for the neutral element of H. Warn-
ing, you sometimes see the misleading notation G⊗H for the direct product.

To be able to define the semi-direct product G�H we must have an action
of G on H, that is a map ρ : G → Diff(H) satisfying ρg(h1h2) = ρg(h1) ρg(h2),
ρg(1H) = 1H , ρg1g2 = ρg1 ◦ ρg2 and ρ1G = 1H . If H is a vector space carrying
a representation or an affine representation ρ of the group G, we can view ρ as
an action by considering H as translation group. Indeed, invertible linear maps
and affine maps are diffeomorphisms on H. As a set, the semi-direct product
G � H is the direct product, but the multiplication law is modified by help of
the action:

(g1, h1)(g2, h2) := (g1g2, h1 ρg1(h2)). (A.4)

We retrieve the direct product if the action is trivial, ρg = 1H for all g ∈ G. Our
first example is the invariance group of electro–magnetism coupled to gravity
Diff(M) �

MU(1). A diffeomorphism σ(x) acts on a gauge function g(x) by
ρσ(g) := g ◦ σ−1 or more explicitly (ρσ(g))(x) := g(σ−1(x)). Other examples
come with other gauge groups like SU(n) or spin groups.

Our second example is the Poincaré group, O(1, 3)�R
4, which is the isometry

group of Minkowski space. The semi-direct product is important because Lorentz
transformations do not commute with translations. Since we are talking about
the Poincaré group, let us mention the theorem behind the definition of particles
as orthonormal basis vectors of unitary representations: The irreducible, unitary
representations of the Poincaré group are characterized by mass and spin. For
fixed mass M ≥ 0 and spin �, an orthonormal basis is labelled by the momentum
p with E2/c2 − p2 = c2M2, ψ = exp(i(Et − p · x)/�) and the z-component m
of the spin with |m| ≤ �, ψ = Y�,m(θ, ϕ).

A.4 Algebras

Observables can be added, multiplied and multiplied by scalars. They form nat-
urally an associative algebra A, i.e. a vector space equipped with an associative
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product and neutral elements 0 and 1. Note that the multiplication does not al-
ways admit inverses, a−1, e.g. the neutral element of addition, 0, is not invertible.
In quantum mechanics, observables are self adjoint. Therefore, we need an invo-
lution ·∗ in our algebra. This is an anti-linear map from the algebra into itself,
(λa+ b)∗ = λ̄a∗ + b∗, λ ∈ C, a, b ∈ A, that reverses the product, (ab)∗ = b∗a∗,
respects the unit, 1∗ = 1, and is such that a∗∗ = a. The set of n × n matrices
with complex coefficients, Mn(C), is an example of such an algebra, and more
generally, the set of endomorphisms or operators on a given Hilbert space H.
The multiplication is matrix multiplication or more generally composition of op-
erators, the involution is Hermitean conjugation or more generally the adjoint
of operators.

A representation ρ of an abstract algebra A on a Hilbert space H is a way to
write A concretely as operators as in the last example, ρ : A → End(H). In the
group case, the representation had to reproduce the multiplication law. Now it
has to reproduce, the linear structure: ρ(λa + b) = λρ(a) + ρ(b), ρ(0) = 0, the
multiplication: ρ(ab) = ρ(a)ρ(b), ρ(1) = 1, and the involution: ρ(a∗) = ρ(a)∗.
Therefore the tensor product of two representations ρ1 and ρ2 of A on Hilbert
spaces H1 � ψ1 and H2 � ψ2 is not a representation: ((ρ1⊗ρ2)(λa)) (ψ1⊗ψ2) =
(ρ1(λa)ψ1)⊗ (ρ2(λa)ψ2) = λ2(ρ1 ⊗ ρ2)(a) (ψ1 ⊗ ψ2).

The group of unitaries U(A) := {u ∈ A, uu∗ = u∗u = 1} is a subset of
the algebra A. Every algebra representation induces a unitary representation of
its group of unitaries. On the other hand, only few unitary representations of
the group of unitaries extend to an algebra representation. These representa-
tions describe elementary particles. Composite particles are described by tensor
products, which are not algebra representations.

An anti-linear operator J on a Hilbert space H � ψ, ψ̃ is a map from H into
itself satisfying J(λψ + ψ̃) = λ̄J(ψ) + J(ψ̃). An anti-linear operator J is anti-
unitary if it is invertible and preserves the scalar product, (Jψ, Jψ̃) = (ψ̃, ψ).
For example, on H = C

n � ψ we can define an anti-unitary operator J in the
following way. The image of the column vector ψ under J is obtained by taking
the complex conjugate of ψ and then multiplying it with a unitary n×n matrix
U , Jψ = Uψ̄ or J = U ◦ complex conjugation. In fact, on a finite dimensional
Hilbert space, every anti-unitary operator is of this form.
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X. Calmet, B. Jurčo, P. Schupp, J. Wess and M. Wohlgenannt, The standard model
on non-commutative space-time, hep-ph/0111115

56. A. Connes and C. Rovelli, Von Neumann algebra Automorphisms and time-
thermodynamics relation in general covariant quantum theories, gr-qc/9406019,
Class. Quant. Grav. 11 (1994) 1899
C. Rovelli, Spectral noncommutative geometry and quantization: a simple example,
gr-qc/9904029, Phys. Rev. Lett. 83 (1999) 1079
M. Reisenberger and C. Rovelli, Spacetime states and covariant quantum theory,
gr-qc/0111016

57. W. Kalau, Hamiltonian formalism in non-commutative geometry, hep-th/9409193,
J. Geom. Phys. 18 (1996) 349
E. Hawkins, Hamiltonian gravity and noncommutative geometry, gr-qc/9605068,
Comm. Math. Phys. 187 (1997) 471
T. Kopf and M. Paschke, A spectral quadruple for the De Sitter space, math-
ph/0012012
A. Strohmaier, On noncommutative and semi-Riemannian geometry, math-
ph/0110001



Index

E6 215, 329
Z2 252–254, 257
γ matrices 180, 293, 302
θ-vacuum 199, 205
’t Hooft symbol 58
’t Hooft–Polyakov monopole 43, 55, 73,

88, 264
1+1 dimensions 238

Abelian gauge theory 174
Abelian Higgs model 9, 10, 12–14, 19,

22, 29, 44, 45, 67, 68, 86
Abrikosov-Vortices 9
Action principle 101, 102, 105
Adjoint representations 343
Affine representations 292, 344
Aharonov–Bohm flux 81, 83–86
Alexandroff compactification 27
Algebras 344
Anharmonic oscillators 277
Anomalies 158, 169, 180, 184, 191,

194, 198, 199, 210, 215, 216, 218, 220,
233–235, 243, 248, 250–253, 260, 266,
267

Anomalies, Yang–Mills 338
Anomaly, global 253
Anomaly, Jacobian 220
Anomaly, lattice 220
Anomaly, non-abelian 212
Anticommuting variables 127
Antiparticles 293, 303, 306, 330
Automorphism 309, 314, 315, 317–319,

322–327, 332, 333, 350
Axial current 169, 170, 184–188,

190–192, 194–198, 211–213
Axial gauge 53, 76–79, 86, 87, 89–91, 93
Axion 210

Balmer–Rydberg formula 285, 286, 289,
299, 339

Berezin integral 144
Bianchi identity 162–164
Biaxial nematic phase 37
Big desert 336
Bogomol’nyi bound 18, 49, 50, 57
Bogomol’nyi completion 259, 269
Bogomol’nyi–Prasad–Sommerfield

construction 237, 238, 242
Bogomolnyi inequality 202, 207, 235
Bose–Fermi cancelation 245
Boson determinant 177
BPS equations 243, 244, 258, 259, 261
BPS-saturated 238, 242, 254
BRS transformations 215
BRST charge 131–135, 146, 147, 152
BRST cohomology 133, 135, 138, 139,

145, 146, 152, 156, 158, 159
BRST harmonic states 139
BRST invariance 142, 146, 154, 155, 157
BRST operator 127, 136–145, 156–158
BRST operator cohomology 142
BRST-Hodge decomposition theorem

141
BRST-laplacian 141
BRST-multiplets 141
BRST-singlets 141

C conjugation 275, 293, 306, 309, 310
Cabibbo–Kobayashi–Maskawa matrix

298, 331
Caloron 89
Canonical formalism 11, 42, 65, 109
Canonical operator formalism 113
Casimir effect 65, 84, 85
Center 31, 69, 73, 87
Center of a group 341



352 Index

Center reflection 70, 74, 78
Center symmetric ensemble 89
Center symmetry 47, 61, 64, 69, 79
Center vortex 71
Center-symmetric phase 74, 79, 81, 83
Central charge 111–113, 136, 238, 241,

243, 250–252, 259, 260, 271, 272
Central extension 241, 259, 260, 322
Central unitaries 324–327
Chamseddine–Connes action 312–314,

319
Charge fractionalization 254
Charge irrationalization 264
Charge, topological 170, 200, 201, 203,

205–207, 209, 238, 241, 242, 259
Charged component 46
Chern character 162–164
Chern–Simons action 63
Chiral charge 176, 194
Chiral fermions 159
Chiral superfield 256, 257
Chiral symmetry 173–177, 183–185,

188, 191, 194, 195, 211, 212, 217, 218,
221, 228, 235

Chiral transformations 169, 174, 177,
185, 191, 198, 211, 213, 217, 220

Chirality 219, 223, 224, 227, 293, 303,
306, 309, 310, 316, 330

Christoffel symbols 302
Classical BRST transformations 130
Clifford algebra 128
Co-BRST operator 139, 140, 145
Coherence length 17, 18
Commutator algebra 116
Compactness of a group 341
Complexification 342
Confinement 18, 46, 61, 62, 64, 69–71,

73–75, 79, 81, 83, 89, 205
confinement–deconfinement transition

76
Confining phase 64, 74
Conformal coupling 320
Conformal invariance 204
Conservation laws 107, 108, 114, 115,

117
Constants of motion 107, 110, 113
Contractible loop 35
Contractible space 20

Cooper pair 13, 16
Coordinates, collective 226, 245, 247,

249
Coordinates, harmonic 301
Coset 31, 44
Coset space 31, 48, 51, 92
Cosmological constant 313, 320
Cosmological term 281
Coulomb gauge 53, 62, 67
Coulomb phase 14
Counter terms 152
Covariant derivative 10, 38, 58, 125
CP(1) 263, 264, 266, 267, 270, 274, 275,

277
CP(N-1) 201
Critical coupling 18
Critical points 239, 243–245
Critical temperature 75
Crossed helicity 63
Current conservation 185, 188–190, 194,

197, 213
Curvature scalar 288, 302, 321
Curvature tensor 177, 198
Cyclic groups 341

Debye screening 68, 75, 86
Defect 34, 72, 92
Degree 28
Derivative, covariant 175, 177, 178, 202,

294, 295, 321
Diagonalization gauge 91
Diffeomorphism group 309, 314, 342
Dirac action 293, 294, 296, 300, 305, 319
Dirac equation 295, 304, 311
Dirac matrices 128
Dirac monopole 8, 54, 88
Dirac operator, eigenvalues 218
Dirac string 88, 91
Direct product 344
Director 27, 35
Disclination 34
Displacement vector 67
Divergences, UV 167, 177, 180, 184
Domain wall 34, 237, 238, 254, 258,

260–262
Domain wall fermions 169, 170, 184,

222, 225, 227, 228, 235, 236
Domain walls, supersymmetric 260
Dual field strength 10



Index 353

Duality transformation 18
Dyons 270

Effective action 81
Effective potential 68
Einbein 101, 105, 115, 118, 119, 150
Einstein–Hilbert action 288, 301, 314,

340
Endomorphisms 343
Energy density 43, 47
Energy-momentum tensor 124, 241,

251, 252, 266, 288
Equations, descent 162, 163
Equivalence class 15, 22, 44, 51, 57, 58
Equivalence relation 25
Euclidean geometry 285
Euclidean space 170
Euclidean time 170–172, 205
Euler–Lagrange equations 106
Evolution operator 114, 135, 154, 155

Faddeev–Popov determinant 52
Faithful representations 343
Fermi–Bose doubling 247, 248
Fermion determinant 176
Fermion doubling problem 169, 182,

184, 216, 222, 234
Fermion number 252, 254
Fermions, euclidean 217
Field theories, bosonic 181
Field-strength tensor 104
First class constraints 112
Flux tubes 237, 238
Fokker–Planck equations 222
Formula, the Russian 162
Fundamental group 21, 23, 66
Fundamental representations 343

Gauß law 42, 43, 205
Gauge condition 69
Gauge background 167–169, 175, 177,

217, 218, 222, 234
Gauge condition 12, 51, 52, 54, 67, 70,

92
Gauge copy 34, 51
Gauge couplings 291, 296, 297, 335, 337
Gauge fixing 51, 76, 118
Gauge group 45

Gauge invariance 175, 185–188, 190,
191, 193, 194, 196, 204, 212, 214, 292,
294–296, 299–301

Gauge orbit 34, 51, 52, 54, 57, 70, 71
Gauge string 41, 68, 75
Gauge symmetries 167, 172
Gauge theories, chiral 158
Gauge theories, non-abelian 178, 181,

201, 206, 211
Gauge transformation 11–13, 40, 55, 72,

76, 88
Gauge transformations of electro-

dynamics 103
Gauge, covariant 174, 177, 178
Gauge, Lorentz 302, 310
Gauge, symmetric 310, 311
Gauge, temporal 148, 204, 205, 210
Gauss–Stokes theorem 129
Gaussian Grassmann integrals 129
General linar groups 341
General relativity 285–289, 300, 308,

311, 312, 314, 336, 338, 339
Generating functional 52–54, 77, 78, 92
Generators of groups 136, 142, 143, 145,

156, 159
Geodesic equation 287
Georgi–Glashow model 39, 43, 45, 47, 93
Ghost field action 178
Ghost fields 176, 178
Ghost permutation operator 144
Ghost terms 177
Ghost-number operator 137
Ghosts 130, 132, 133, 137, 143, 144, 146,

148, 149, 157, 159, 161
Ginsparg–Wilson relation 169, 170, 184,

216, 217, 221, 235
Ginzburg–Landau model 9, 16
Ginzburg–Landau parameter 17
Glueball mass 75
Gluons 297–299, 332, 334–336
Goldstone bosons 211
Goldstone fields 263
Golfand–Likhtman superalgebra 257,

259
Grand Unified Theory 328
Grassmann algebra 127, 128
Grassmann differentiation 129
Grassmann integration 129



354 Index

Grassmann sources 175
Grassmann variables 127–129, 143
Graviton 302
Green’s functions 154
Gribov horizon 53, 80
Group representations 342

Haar measure 78, 81, 83
Hamilton’s equations of motion 109
Hamiltonian density 12, 42, 58
Hamiltonian formalism 13
Heat kernel expansion 313, 314, 321
Hedgehog 36, 48, 55
Heisenberg’s uncertainty relation 304,

336
Helical flow 63
Hierarchy problem 281
Higgs boson 281, 295, 319, 339, 340
Higgs couplings 291, 296, 297, 301
Higgs field 9
Higgs mass 46
Higgs mechanism 314
Higgs phase 13, 45
Higgs potential 9, 10, 15, 19, 46, 49, 68,

92, 291, 295, 301, 327, 337
Higher homotopy group 23
Hodge ∗-operator 144, 292
Hodge duality 144
Holomorphic vectors 204
Homogeneous space 33, 44
Homotopic equivalence 20, 23
Homotopic map 20
Homotopy 20
Homotopy classes 20, 28, 203, 208, 210
Homotopy group 48, 51, 203, 208
Hopf algebra 338, 349
Hopf invariant 25, 92
Hyperbolic defect 37
Hypercharge 297, 299, 322, 333, 335

Index of the Dirac operator 197
Instanton gas 60
Instantons 55, 58, 87, 88, 198, 199, 201,

204–207, 210, 226, 234, 235, 273
Internal connection 318
Invariant subgroup 31
Inverse melting 75
Inverse Noether theorem 110
Involution 304–306, 317, 323, 335, 345

Irreducibility 343
Isometries 266
Isotopic invariance 278
Isotropy group 33, 44, 46, 50, 68, 71

Jackiw–Rebbi phenomenon 254
Jacobi identity 10, 40, 111, 113, 131,

133, 134, 136, 143, 145
Jacobian, graded 155
Jones–Witten invariant 64
Julia–Zee dyon 49

Kaluza–Klein model 316
Killing metric 143, 145
Kink mass 243, 247, 250, 269–272
Kink, classical 239, 245–247
Kinks 237, 238, 242, 244, 254, 258, 263,

264, 270
Kinks, critical 242
Klein–Gordon action 295

Lagrange multipliers 115, 116, 119, 124,
150, 151

Landau orbit 84
Landau–Ginzburg models 268
Langevin equations 222
Large gauge transformation 55, 67
Legendre transformation 115, 116, 124,

149
Lepto-quarks 336
Levi–Civita connection 287, 312
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