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ABSTRACT 
This paper proposes an efficient solution for the cold start problem 
in recommender systems. This problem occurs with new users who 
do not have sufficient information in their records. This would 
cause the recommender system to fail in providing 
recommendations to these users. This problem is one of the 
common and important problems in recommender systems. 
Although some solutions have been proposed to solve it in the 
literature, these solutions would not work properly in some 
scenarios because they do not concentrate on finding the actual 
interests of the users and the hidden motives behind their behavior. 
Our proposed solution uses the hidden interests of the group to 
which the target user belongs to provide recommendations for that 
user. The experiments show that our proposed solution is efficient 
in terms of searching time and space consumption. 

CCS Concepts 
• Artificial Intelligence, Machine Learning, Natural Language 
Processing, Feature Selection. 
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1. INTRODUCTION 
Recommender Systems are used to suggest items to users based 

on their interests. They have been used in various domains such as 
research papers recommenders, book recommenders, product 
recommenders, and many more. In this paper, our concentration is 
on movie recommenders, whereas the items are movies and the 
users are online store clients. In this paper, the terms movie and 
item are used interchangeably. 

In order to provide recommendations, user-item rates are used. 
When a user buys an item, the recommender system asks the user 
to rate the item on a scale, commonly from one to five, one if the 
user found the item not interesting at all and five if the user found 
the item very interesting. Later, the recommender system predicts 
the user rates on non-rated items using existing rates and/or other 
supporting information. Finally, when a user login to the store, the 
recommender system would recommend the items whose predicted 
rates are the highest for that user. 

One example of recommender systems can be found in Amazon 
website. The recommender system would ask the user who already 
bought an item to rate that item. Based on these rates, the 
recommender system provides suggestions to the user whenever he 
visits any page. These recommendations are given under the 
following statements: “Customers who bought this bought also”, 
“Recommended for you”, “Frequently bought together”, and so on. 
Figure1 depicts an example of such recommendations. 

One of the commonly known problems in recommender 
systems is the cold start problem, which occurs with new users who 
do not have sufficient rating history.  In this case, the widely used 
user-user similarity would fail. While many solutions have been 
proposed to solve this issue [13][15][20][29], these solutions did 
not concentrate on extracting the actual user interests and the 
hidden motives behind their actions. For example, suppose that our 
target user X is a young female user. Assume that most similar user 
to X is user Y , who highly rated the movie “Mission Impossible”. 
Using the widely used Item-Item similarity method would falsely 
assume that the user Y is interested in action movies. However, the 
user Y could have highly rated the movie not because of its genre 
but because of his main actor Mill Gibson. Such factor, although 
important, would be ignored in the commonly used item-item 
similarity when other factors such as movie genre and movie plot 
exist. This would lead to the false recommendation of action 
movies to our target user X. From this example, we can conclude 
that it is necessary to find the real interests and the actual 
motivations behind the user rates.    

On the other hand, many existing solutions concentrate on 
finding the most similar users to the target user. This would not 
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provide correct recommendations in some cases. For example, 
suppose that the most similar user to the target user highly rated 
animation movies, while the majority of the other similar users 
highly rated action movies. In this case, the most similar user does 
not represent the general interest of the user group. This user would 
contribute more in the final recommendations even though it could 
be a noisy user. Therefore, it would be more appropriate to consider 
the general interest of the group to which the user belongs instead 
of placing high importance on the interests of certain individuals.  

 
In this paper, the authors propose a solution to the cold start 

problem that uses the actual interests of the group to which the 
target user belongs. First, it finds the users that belong to the same 
group like the target user. Next, it extracts the interests of this 
group. As the rating history of the target user could be insufficient, 
contextual data is used instead to find similar users. It should be 
noted that the proposed solution is based on extracting the hidden 
interests of users, which is done using the User Interest 
Extractor[10]. In order to evaluate this method, the authors used an 
extended subset of MovieLens. Unfortunately, the current version 
of the MovieLens does not provide actor/acress names, director 
name, country, and other important information. Therefore, the 
authors extended the item descriptions of a subset of items. To 
evaluate the method, the authors used the searching time and space 
consumption. This work is a preliminary work that insists on the 
importance of considering the actual user interests to increase the 
recommender system accuracy. The contributions of this work are 
as follows. 

· Proposing an efficient solution to the cold start problem. 

· Insisting on the importance of considering the hidden 
user interests and group interests in recommender 
systems. 

The advantage of using this method lies in the increase in the 
recommendation accuracy by concentrating on the hidden user 
interests and behavior instead of merely concentrating on item-item 
or user-user similarity, which could be misleading. Furthermore, 
the accuracy is increased by concentrating on the group instead of 
individuals, which would prevent noisy users from affecting the 
results.   

The rest of this paper is organized as follows. Section 2 is a 
literature review of the related works in this field. Section 3 
describes our proposed method. Section 4 is the experimental part. 
Section 5 is the discussion, and Section 6 provides the conclusions 
and the future work. 

2. LITERATURE REVIEW 
Many works have studied recommender systems. Content based 

filters[18], [19], [23]  recommend items based on its description 
similarity to the previously highly rated items by the user. In details, 
[18], [19] used Bayesian classifiers to estimate the probability that 
a user likes an item based on its content, while [23] used a threshold 
to decide whether the description match that of the highly rated 
items or not. Collaborative filtering  [5], [17], [22], [24] on the other 
hand, recommend items that were highly rated by similar users. In 
details, Memory based methods [22], [24] in collaborative filtering 
use the previously rated items in finding similar users, in contrast 
with model based algorithms[5], [17] that learn a model from the 
previous rates, such as Baysian model [5] and maximum entropy 

model [17]. Hybrid methods [26], [27] combine both content and 
collaborative features together. Context aware recommender 
systems [1], [6], [28] are those that consider context information 
such as location [28] and time [6] in their recommendations.  [10] 
proposed the extract of user interests from their rates, while [11] 
proposed a method to extract the interests of a group of users.  

As for the cold start problem, many solutions in the literature 
have been proposed to solve it. Examples include [29] which 
proposed bi-clustering and fusion (BiFu) under cloud computing 
setting. They also used popular items and frequent users in their 
attempt to identify the rating sources for recommendations. [20] 
used three social factors, mainly personal interest, interpersonal 
interest similarity, and interpersonal influence in order to create a 
recommendation model based on probabilistic matrix factorization. 
Both interpersonal interest similarity and interpersonal influence 
were used for cold start users. [15] used collaborative-filtering 
recommender system using interest expansion via personalized 
ranking named iExpand. [13] proposed a Bayesian model that links 
collaborative filtering with topic model. They used the review text 
information to solve the cold start problem. [25] was among the 
early works who tried to propose a solution for this problem. They 
proposed to use the ascpect model latent variable method for cold 
start recommending. This model combines both collaborative and 
content information. Furthermore, they proposed the use of CROC 
curve as an evaluation measurement. They suggested to use 
heuristic recommenders with CROC curves. [8] stated that many 
previously proposed solutions did not concentrate on the privacy 
issue in their proposed solutions, and they proposed a privacy 
protected cold start solution. In their work, they suggested two 
types of recommendations; node recommendations and batch 
recommendations, and they compared their work with three 
existing methods.; Triadic Aspect Method, Naïve Filterbot Method, 
and MediaScout Stereotype Method. Other recommender methods 
include [2][4][7][9][12][14][16][21] 
Clearly, while many solutions have been proposed to solve the cold 
start problem, they did not take into consideration the hidden user 
interests, and they placed more importance on the interests of the 
individuals instead of the group interests, which would affect the 
accuracy of the recommendations.   

3. THE PROPOSED COLD START 
SOLUTION 

Our solution to the cold start problem is the following. First, the 
domain needs to specify the set of factors that affect the user 
interests. For example, for the domain of movies, user interests 
could be affected by the user age, gender, time of the year, marital 
status, country, job, and so on. These factors are domain dependent 
and we leave the specification of these factors to the domain. Such 
factors would provide one layer of abstraction and eliminate some 
noisy similarities. For example, the user of age 14 is not that 
different from the user of age 16. They should be considered similar 
as they belong to the same age group, even though they are 
considered different using the traditional similarities.  After 
specifying these factors, and upon creating an account, each user 
needs to enter his information. Next, the algorithm finds similar 
users to this user based on these factors. As previously mentioned, 
each domain can use its own factors and its own values for each 
factor. In this work, the authors used the following set of factors 
and values for an online movie store. 



· Age: Children, Young, Adult, and Senior. 
· Gender: Male or Female 
· Time of the year: Each month is a value. 
· Marital Status: Single, Married. 
 

As an implementation, the authors used a bitmap matrix, which 
proved its efficiency in the literature in many fields. The bitmap 
description is explained as follows. When a user creates an account, 
and after providing his personal information, (s)he will be 
represented as a vector of n digits, where n is the number of values 
in all the previously mentioned factors. Therefore, if the total 
number of values in all factors is 10, each user vector would contain 
10 digits. In each user vector, the value of the digit would be 1 if 
the user belongs to this value, otherwise, it would be 0. Later, when 
the user rates an item, the vector of the user, the item vector, and 
the rate are inserted in a table, Enhanced_R. It should be noted that 
the item vector has the frequencies of terms in that item.    

Finally, when a new user creates an account, and after filling his 
information, the vector of that user is used to search for identical or 
similar users, as depicted in Figure 1, and both item vectors and 
rates of these users are extracted and passed to the User Interest 
Extractor, explained in [10], to extract the top interests of these 
users as a group. Finally, the top interests are used to search for 
items, and these items are suggested to the new user. In this work, 
the authors concentrate on extracting identical users. Extracting 
similar users is left to future work. Our proposed solution to the 
cold start problem is presented in Algorithm 1. 

4. EXPERIMENTS AND RESULTS 
4.1 Dataset 

One of the widely used datasets to evaluate recommender 
systems is MovieLens, which includes the rates of online customers 
to a set of movies. This dataset has been used extensively in the 
literature, and therefore, we adopted this dataset for our 
experiments. Unfortunately, MovieLens does not include many 
important data in the movie description that could reflect the real 
user interests. In order to evaluate the recommender system using 
the new method, the authors used an expanded subset of items. A 
detailed description of the dataset is given next. 

The Expanded1 MovieLens dataset has the same domain of 
MovieLens dataset, i.e. movies. It is composed of 1000 ratings of 
10 users and 100 movies, as illustrated in Table 1. Item description 
file has the descriptions of movies. Each description contains the 
movie title, the year, the genre(multiple), the main actor, the main 
actress, the director, and the country of production. As an example, 
the description of the movie Toy Story is the following. " Toy Story 
, 1995, Jan , animation , children, comedy, TomHanks, TimAllen, 
JohnLasseter, USA". 

 

 

 

 

 

Figure 1: Finding similar users to a new user based on profile 
similarity. 

 

 

 

 

 

 

 

 

 

Table 1. Datasets 

Dataset 
Number 
of 
Ratings 

Number 
of Users 

Number 
of Items 

Expanded1 1000 10 100 

4.2 Experimental Settings 
For our experiments, we used an Intel® Xeon® server of  

3.16GHz CPU and 8GB RAM, with Microsoft Windows Server 
Operating System. Also, we used Microsoft Visual Studio 6.0 to 
read the dataset and execute the methods. 

4.3 Evaluation Metrics 
In order to evaluate the recommender system, we used 

Searching Time and Space consumption. They are defined as 
follows. 

· Searching Time: it is the time used to find  
                users who are identical/similar to the target  
                user. 
 
· Space Consumption: The space needed to 
                represent the users using the bitmap  
                method. 

4.4 Experimental Results 
As for the searching time, the authors used various lengths of 

bitmap vectors per user and various number of users.  The searching 
time was negligible and less than one second in the worst case. 
Apparently, the time required to find identical/similar users to the 
new user is O(n), were n is the number of users. Table 2 gives the 
search time using various number of users and bitmap sizes. 

 
 
 
  

 Child Young Adult ... Single Married 
User1 0 1 0  1 0 
User2 0 0 1  0 1 
User3 1 0 0  1 0 
       
 
 
 
 Child Young Adult ... Single Married 
New Usr 0 0 1  0 1 
 

Algorithm 1: COLD START SOLUTION 
Input: The vector V representing a new user U. 
            Desired Number of recommendations K. 
Output: The top K recommendations for user U.  
Algorithm: 
01    Find records of identical/similar users to user U using the  
02             table Enhanced_R.  
03    For each record, extract both the item vector and the label for          
04             each rate and add them to S.   
05    Pass S and K to User Interest Extractor to  
06             find top  interests. 



 
 

Table 2. The searching time using various number of users 
and bitmap sizes. 

Number of 
Users Bitmap Size(Bit) Searching 

Time(Second) 
3000 20 2 
3000 40 2 
6000 15 4 
6000 30 4 

12000 10 8 
12000 20 8 

 
As for the space consumption, it was an issue when both the 

bitmap length and the number of users were large. Table 3 
illustrates the maximum number of values allowed for various 
number of users using our system settings. It should be noted that 
many domains do not need large bitmap size. For example, 20 bit 
bitmap size is sufficient for many domains, and such bitmap size 
can handle relatively large number of users. 

 

Table 3. The maximum number of Bitmap values allowed 
using various number of users using our system settings. 

Bitmap Size Max Users Allowed 

20 12900 
30 8700 
40 6000 

 

5. DISCUSSION 
From the previous experiments, it was clear that the proposed 

solution is efficient in term of time. As for the space, such solution 
would be efficient for many domains. The domains that need larger 
bitmap size and larger number of users can adopt various hardware 
and software solutions. As for the hardware solutions, increasing 
the main memory would provide more capability to the system with 
relatively low cost. As for the software solutions, many space-
efficient data structures can be used. For example, in many 
scenarios, only one value in the factor is applicable to the user. A 
user can be a male or a female, a child, a young, an adult, or a 
senior, and so on. Therefore, there is no need to reserve space for 
all the values. A linked-list can be used for this sake instead of a 
bitmap array, whereas only the applicable values are stored in the 
nodes. This software solution would increase the maximum number 
of users handled by the system.  

The experiments can be extended in the future to include the 
accuracy. The accuracy is commonly measured using the Mean 
Absolute Error, which is the average difference between the 
predicted rate and the actual rate of all user-item testing records. 
Mean Absolute Error is given in Equation 1. 

 

MAE = |"#$%"&_("$)(+,-)/0()12#$)1_("$)(+,-)|
3

3
4)5$23678  ,              (1) 

  
Whereas U represents the target user, I represents an item, and n is 
the number of testing records. 

Another interesting research direction is to propose new 
similarity methods for recommender systems using the hidden user 
interests. Such similarities could contribute in further increasing the 
accuracy of the recommender systems. Unfortunately, most of the 
existing similarities do not consider these hidden interests. Instead, 
they consider the user rates, the item plot similarity, and so on. Such 
similarities can be delusive. The similarity in the user rates does not 
always guarantee the similarity in user behavior. Two users can 
have the same rates but different interests and behaviors. Therefore, 
it is important to concentrate on the meaning of the rate, not on the 
rate itself. This part is left for the future work as well.  

 

6. CONCLUSIONS AND FUTURE WORK 
 

This paper proposes a new solution to the cold start problem. 
This solution considers the hidden user interests and the behavior 
of the user. Furthermore, it considers the interests of the group to 
which the user belongs instead of considering the interests of 
similar individuals. Upon conducting the experiments, the 
searching time to find similar users proved to be very fast, basically 
few seconds, even with large number of users and large number of 
used factors. Space consumption was relatively efficient for many 
domains and it could be further improved using hardware and 
software solutions. 

This work is a preliminary work that can be extended in many 
directions. One proposed extension is to compare the accuracy of 
the proposed method with the other methods. Another research 
direction is to propose new similarity methods for recommender 
systems using hidden user interests. Such similarities could 
contribute in further increasing the accuracy of the recommender 
systems.  
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