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 ABSTRACT .The structured populations in genetic algorithms are found to be proven to be more 

superior in their performances in comparison with the simple genetic algorithm (SGA) since they 

can control two opposite processes, that is, the exploration and exploitation in the search space. 

Previous studies do not use the genes information of the individuals. Hence, the structure of the 

sub-populations that are based on this information might help in achieving better performances 

and more efficient searching strategies. The Human Community-based Genetic Algorithm 

(HCBGA) is considered an improved genetic algorithm, which is mainly based on social 

constraints. While using the knapsack as a maximizing test bed, a study on the behavior of the 

Simple Genetic Algorithm (SGA), the Cellular Genetic Algorithm (CGA) and the Human 

Community-based Genetic Algorithm (HCBGA) models is performed in terms of the quality of the 

solutions being found. Tests show that the HCBGA outperforms the SGA and the CGA in terms of 

finding the maximum optimal solution. Further, the HCBGA produces stable results after 

performing an approximate number of 100 generations under improved constraints. Finally, it can 

be inferred from the obtained results that the mean values of the HCBGA converge toward either 

the global maxima or the global minima. 

Keywords: Simple genetic algorithm (SGA), Knapsack problem, Cellular genetic algorithm 

(CGA), Structured Population, convergence. 
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1. Introduction. The Simple Genetic Algorithm (SGA) is considered to be the basis for the 

genetic algorithm. In fact, it is the standard of the entire algorithms for which they are 

improved based on it, and for which they are compared with it. Besides, SGAs form the best 

choice that can be frequently used in many difficult optimization problems such as NP-Hard 

Problems [1]. Since SGAs work on a population of solutions, these solutions consist of a 

sequence of genes, which are so-called individuals or chromosomes. In practice, this is 

performed via some operators, such as selection, crossover (recombination), and mutation. 

New individuals replace existing individuals with some laid out policies [2]. 
The general idea of the Simple Genetic Algorithm (SGA) is best elaborated by the 

following scheme as shown below in Figure 1. 
 

 

 
FIGURE 1. The general idea of the Simple Genetic Algorithm (SGA) [3] 

 

 

Nonetheless, the SGAs could fall in local solutions by the crossover, the mutation operations, 

and the undesired population diversity loss based on the selection operations, which 

constantly decrease the variety of its specimens [3]. 

The SGAs are usually used to solve many scientific and engineering areas, as such the 

Graph Coloring Problem [4]; the Multi-objective Optimization of Systems: the 0/1 multiple 

Knapsack problem [5], the assembly line balancing problem [6], and others. 
 

2. The Knapsack Problem. One of the most popular problems that are solved by the genetic 

algorithms is the Knapsack problem [7], [8]. In fact, it is a combination of the maximization 

discontinuous non-permutation NP-hard problem [8]. Among many algorithms, the genetic 

algorithm is considered to be the most successful in finding an optimal solution for the 

Knapsack problem [7]. In addition, the genetic algorithm is considered to be the fastest 

algorithm, which solves this problem. 



 

 
 
 

The Knapsack problem is similar to a huge space full of solutions of a particular problem. 

Accordingly, it needs a long searching time in order to find the best possible solution. 

Therefore, a solution that gives an optimal solution is needed in a short time so that it can 

tackle this problem. Each object or solution has a weight and a value [9], and the total weight 

of the object should not exceed the total capacity of the knapsack [7], [8], [9]. In particular, 

this total capacity of the knapsack is a fixed number W, which is the maximum weight a 

knapsack can carry. The main aim of the knapsack problem is to fill it with different objects 

or solutions, and to simultaneously maximize the total profit of the included objects [7], [8], 

[9]. 

The knapsack problem is referred to as the 0-1 problem due to the fact that it accepts or 

rejects an object or a solution [9]. If the object is accepted, a value '1' is given to it. Otherwise, 

a value '0' is given. 

Holland proposes the genetic algorithms, which are applied in many different areas. For 

instance, in [11], the researcher attempts to solve the unbounded Knapsack problem based on 

the use of the genetic algorithms. During his research, he uses the problem-specific 

knowledge, and incorporates a preprocessing procedure, which is however affected by the 

knowledge. Meanwhile, it is demonstrated that the genetic algorithms have a stumbling block 

that can be increased by using it with a large space, which could not give good results. 

Accordingly, the researcher is attempting to improve this problem based on the use of genetic 

algorithms [9], [11]. Last, in [12], a study of the Fuzzy Logic Controller (FLC) is introduced 

in order to make use of the crossover as a function of the chromosomes’ ages for the purpose 

of reducing their rate of premature convergence. A hybrid optimization algorithm that is 

based on a combination of the neural network, and on the genetic algorithm is presented in 

[13]. In fact, the researcher uses the back-propagation neural network in order to improve the 

convergence of the genetic algorithm in large searching spaces for the global optimum 

solution. 

As for the large population sizes and the low mutation rates, it is shown that a small 

population size, and a relatively high mutation rate are superior [14], [15]. Studies in [15] 

and [16] use a selection probability based on the ranking of fitness values by varying the 

values of the crossover and mutation processes. The reason behind this usage is to improve 

the searching capacity. 

 

3. The Cellular Genetic Algorithm. The Cellular genetic algorithm has a high capacity. In 

fact, it is a structured population algorithm, which represents a subclass of the genetic 

algorithm [17]. It is an extremely efficient tool for a complex computation [18]. It is a 

probabilistic algorithm that is initiated by Gorges-Schleuter in 1989 and by Manderick and 

Spiessen [19]. This cellular genetic algorithm is so-called the diffusion model that has a 

spatial topology. Further, it consists of a two-dimensional grid and individuals that have 

direct neighbors of about four to eight individuals, which interact with each other [19], [21], 

[23]. Thus, the concept of the cellular algorithm is to arrange the population into a grid. In 

this context, the population is decentralized, where only the neighborhood individuals could 

interact with each other [19], [21], [23]. 

The researcher in [20] proposes a cellular automata in order to recognise the 

neighborhood in the population structure, as well as the locality of it. During the genetic 

search, the selected individuals are controlled in order to avoid fast population loss of 

diversity [3]. Accordingly, it could take several generations to diffuse individuals all over the 



 

 
 
 

grid. Hence, the slow diffusion of the individuals throughout the grid gives the opportunity 

for the Cellular Genetic Algorithm (CGA) to avoid the premature convergence [24], [25]. 

In [26] and [27], an algorithm for the Multi-objective Optimization Problem (MOP) is 

proposed. The individuals in each cell depend on its weight vector. Thus, the selection is 

controlled by each individuals' weight vector in that cell. The selected mates are taken from 

the neighborhood cells [26], [27]. 

In order to solve the multi-objective continuous problem, a new Cellular Genetic 

Algorithm (CGA) is presented in [27]. In particular, an external archive is used for the 

purpose of storing non-dominated individuals that arise from the searching process. At the 

end of each iteration, some of the solutions are returned back to the population from the 

archive randomly. These are exchanged with existing solutions from within the population. 

This algorithm is called the (MOCell) algorithm. Constrained and unconstrained problems 

are used to evaluate this algorithm. It can be found to be proven from tests that the algorithm 

shows a competitive results towards convergence [27]. 

 

4. Problem Statement and Preliminaries. 

 

4.1. The Structured Population Genetic Algorithm. The simple genetic algorithm has no 

restrictions in the selection part. Hence, it selects individuals randomly. Any individual could 

mate with any other. They only depend on the fitness that is best to be chosen. Premature 

convergence in finding better solutions is noticed due to the occurrence of this randomness. 

Further, the loss of diversity among the individuals of the population is considered as a high 

chromosome flow. In short, all these are causes of this randomness [22]. 
Many trials are being performed in order to overcome the premature convergence 

problem [28], [29]. Hence, a structured population that controls the individuals is introduced 

[28]. This structure could reduce the randomness of the selection method. The tests show that 

these kind of populations give better results. Subsequently, many genetic algorithms are 

presented. In fact, such examples of these algorithms comprise; the Island Genetic Algorithm 

(IGA) [31], [32], the Cellular Genetic Algorithm (CGA) [24], [27], [30], the Terrain-Based 

Genetic Algorithm (TBGA) [33], [34], the patchwork genetic algorithm [35], the religion 

based genetic algorithm (RBGA) [36], [37], and the sexual reproduction model [38], [39], 

[40].  

 

4.2 The Human Community-Based Genetic Algorithm (HCBGA) Model 

A new approach of the genetic algorithm structured population is introduced in [41]. 

Additional constraints are proved to control the randomness when selecting parents to mate 

in the simple genetic algorithm (SGA). 

Referring to the extended enhancement of [41], a new enhancement of the structured 

population approach for genetic algorithm, based on the custom, behavior and pattern of 

human community is proposed in [22]. This includes gender, age, generation, marriage, birth 

and death. As such, this model is named the Human Community Based Genetic Algorithm 

(HCBGA) model. It is an evolution of the simple Genetic Algorithm (SGA). It is based on 

the selection part. There are restrictions when selecting individuals to mate. This is similar to 

the marriage in the human community [21], [29] as shown in Figure 2 below.  

 



 

 
 
 

 
FIGURE 2. The Human Community Based Genetic Algorithm (HCBGA) model design  

"The Simple Standard GA (SGA) modified by new operators" [22] 

 

5. Main Results. Here are the main results in this paper. 

Series of experiments were carried out on the Knapsack problem. This test problem 

covers together discontinuous and non-permutation problem, hence give better results. The 

performance of the HCBGA is found to be far better than the SGA and an advanced model 

named the cellular genetic algorithm model (CGA), as this enhanced HCBGA model obtains 

better optimal maxima or minima, besides maintaining the diversity.  

5.1. SGA and HCBGA.  Based on the analysis of the results, the HCBGA outperforms the 

SGA in finding the best fit values, and the mean of the entire fitness values. This could be 

seen in Figures 3 and 4. 

The population is divided up into two different groups, in such a way they are equal in 

the sizes of males and females. Besides, the increase of mechanisms occurs in the HCBGA. 

In fact, this increase gives this model a better performance other than the SGA. Subsequently, 

the rest of the constraints of rules of marriage will be added to the selection and crossover 

parts. The rules of marriage of selecting partners in the HCBGA ensure that the mates are not 

close to each other. Hence, the population will have different offspring. Subsequently, this 

guarantees good diversity, which keeps the population heterogeneous. Figures 3 and 4 show 

how the HCBGA is diversified better than the SGA. These surly results require a better 

solution for the maximization problem. 

 



 

 
 
 

               
FIGURE 3. Best solutions of SGA and HCBGA using the Knapsack Problem 

 
FIGURE 4.  Average solutions of SGA and HCBGA using the Knapsack Problem 

 

 

5.2. CGA and HCBGA. By delivering the comparisons between the HCBGA and the 

CGA, and by applying the knapsack as a test problem, the HCBGA proves to be better in 

finding the best fit values in comparison with the CGA as depicted in Figure 5. 

The HCBGA converges to a best fit value in the population with a value of 61.8, whereas 

the CGA converges to a best fit value of 58.9 in the same generation. 

In its selection phase, the CGA is mainly based on the neighboring individuals. 

Accordingly, the CGA falls into a slow convergence. Nonetheless, the HCBGA individuals 

are being randomly distributed.  In practice, these individuals are more flexible in the 

HCBGA. This gives the algorithm a better search for other optimal solutions. The diversity 

of the HCBGA, though, increases over the CGA as can be seen in Figure 5. 
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FIGURE 5.  Average solutions of CGA and HCBGA using the Knapsack Problem 

 

 

 

The statistical tests in Table 1 below show that the HCBGA is the best model in terms of the 

highest mean, standard deviation, and variance. In any maximization problem, it is known 

that the higher the mean value is, the better the model is. Thus, it can be observed that the 

mean value of the HCBGA is 61.084. Besides, the highest value of the standard deviation is 

0.5898 as found in the HCBGA model. In fact, this explains the spread of individuals towards 

the maximization, and indicates that individuals in the population are spreading around the 

mean in a balanced distribution. In addition, the variance value of the HCBGA is 0.354 is 

also higher compared to the other two models. This indicates that a variation in the data 

meaning is that the HCBGA model achieves more diversity between its individuals compared 

to the other two models. Consequently, the HCBGA model could reach a better fitness value 

where this indicates to achieving better performance than other models. 
 

 

 

TABLE 1. Statistical analysis of the population for SGA, CGA and HCBGA models using 

the Knapsack problem  

Models 

No. of 

Generations    

Statistic Mean 

Std. 

Error 

Std. 

Deviation 

Varian

ce 

SGA             100  58.26    0.056   0.567  0.333 

HCBGA             100 61.084    0.0598   0.5898  0.354 

CGA             100 58.358    0.0354   0.3545  0.116 
 

 

The Friedman test is a “non-parametric test (distribution-free) which is used to compare 

between observations repeated on same subjects. Also referred to as a non-parametric 

randomized block analysis of variance” (NIST, 2004). The rank is a statistical method that 

ranks the model according to the mean, the highest the best in a maximization problem. 
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Table 2 shows the mean ranks of the three models; the HCBGA, the SGA, and the CGA. 

In fact, it is indicated that the HCBGA model clearly outperforms both other models, as it 

achieves the highest rank. Since the HCBGA yields to the best rank in comparison with the 

other two models, better fitness values are achieved by the HCBGA based on its populations 

along the 100 generations. 

 

TABLE 2. The Friedman test shows ranks between the SGA, GSGA, BGSGA, HCBGA, 

CGA, and IGA models 
Models                                  Mean Rank 

CGA                      2.01 

SGA                     3.06 

HCBGA                     5.84 

 

 

 

 

TABLE 3: Kendall’s W Test shows significant differences between SGA, CGA and HCBGA 

models 

Parameters                                            Values 

N 100 

Kendall's W .887 

Chi-Square 430.022 

Df        2 

Asymp. Sig. .000 

Monte Carlo 

Sig 

 
.000 

 
In Table 3, the Kendall’s W test is conducted on the three models. N is the number of 

generations. The chi-square indicates a test of independence, whereas its value is very high 

meaning that the HCBGA model is independent from other models. The Df is the degree of 

freedom its value is k-1 where k is the number of models tested and in this test there are 6 

models so the Df value is 2. In addition, the Kendall’s W value is .887 which is a high value 

near to 1, this indicates a full agreement that the HCBGA model performs significantly better 

in exploring the search space for best solutions than other models. Finally, for a model, if the 

Monte Carlo significant level is less than 5% then the model is considered significantly 

different than other models. As such, in Table 3 it shows a Monte Carlo significant value 

of .000 which means the HCBGA model has a 100% effect and it has a high significant 

difference over the other models with a level of confidence of 99% due to .000 is less than 

5%. 

6. Conclusion. As shown in the previous section, a comparison between the best fit values 

of the Human Community Based Genetic Algorithm (HCBGA), the Simple Genetic 

Algorithm (SGA), and the Cellular Genetic Algorithm (CGA) is performed by using the 

Knapsack Problem is conducted. As a result, it can be inferred from the obtained results that 

the HCBGA achieves better results in terms of finding best fit values in a comparison with 

the other two models, SGA, CGA, and the CGA. This implies that the HCBGA outperforms 



 

 
 
 

the SGA and the CGA in finding the optimal maximum solution. Further, the HCBGA 

produces stable results after approximately 100 generations according to improved 

constraints. In addition, the mean values of the HCBGA converge towards the global 

maxima, or the global minima. 
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