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Preface 
 

 
 
 

During the last five years, Illinois Institute of Technology in Chicago 
has been offering a master’s degree program in electricity markets which is 
a joint venture between the College of Engineering and the School of 
Business. The subject of this book is currently offered as a required course 
for students majoring in the master of electricity markets.  

We believe that the subject of this book will be of interest to power 
engineering faculty and students, consultants, vendors, manufacturers, 
researchers, designers, and electricity marketer, who will find a detailed 
discussion of electricity market tools throughout the book with numerous 
examples. We assume that the readers have a fundamental knowledge of 
power system operation and control.    

Much of the topics in this book are based on the presumption that 
there are two major objectives in establishing an electricity market: 
ensuring a secure operation and facilitating an economical operation. 
Security is the most important aspect of the power system operation be it a 
regulated operation or a restructured power market. In a restructured power 
system, security could be ensured by utilizing the diverse services available 
to the market. The economical operation facilitated by the electricity 
market is believed to help reduce the cost of electricity utilization, which is 
a primary motive for restructuring and a way to enhance the security of a 
power system through its economics. To accomplish these objectives, 
proper market tools must be devised and efficient market strategies must be 
employed by participants based on power system requirements.  

The topics covered by this book discuss certain tools and procedures 
that are utilized by the ISO as well as GENCOs and TRANSCOs. These 
topics include electricity load and price forecasting, security-constrained 
unit commitment and price-based unit commitment, market power and 
monitoring, arbitrage in electricity markets, generation asset valuation and 
risk analysis, auction market design for energy and ancillary services, as 
well as transmission congestion management and pricing. For instance, 
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chapters that discuss price forecasting, price-based unit commitment, 
market power, arbitrage, and asset valuation and risk analysis, present 
market tools that can be utilized by GENCOs for analyzing electricity 
market risks, valuation of GENCO’s assets and formulation of their 
strategies for maximizing profits. The chapters that discuss load 
forecasting, gaming methods, security-constrained unit commitment, 
ancillary services auction, and transmission congestion management and 
pricing present market tools that can be utilized by certain market 
coordinators (such as the ISOs). In addition, the chapter that discusses 
transmission congestion management and pricing present the role of 
TRANSCOs in restructured electric power systems.    

We have intended to preserve the generality in discussing the 
structure and the operation of electricity markets so that the proposed tools 
can be applied to various alternatives in analyzing the electricity markets.  

We take this opportunity to acknowledge the important contributions 
of Professor Muwaffaq Alomoush of the Yarmouk University to our book. 
He provided much of the presentation in Chapter 10 on transmission 
congestion management and pricing. We thank Dr. Ebrahim Vaahedi 
(Perot Systems) and Professor Noel Schulz (Mississippi State University) 
who reviewed an earlier version of this book and provided several 
constructive comments. This book could not have been completed without 
the unconditional support of our respective families. We thank them for 
their sacrifice and understanding.  

 

Mohammad Shahidehpour 
Hatim Yamin 

Zuyi Li 
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Chapter 1 
 

Market Overview in Electric Power Systems 
 
 
 
1.1 INTRODUCTION 
 
This book discusses the hierarchy, structure, and operation of electricity 
markets in a general sense. The generality will allow readers to apply the 
presented tools to various alternatives in analyzing electricity markets. 
These tools will help electricity market participants apply the market rules 
efficiently, and maximize their individual revenues by enhancing their 
position in competitive electricity markets.  

The electricity industry throughout the world, which has long been 
dominated by vertically integrated utilities, is undergoing enormous 
changes. The electricity industry is evolving into a distributed and 
competitive industry in which market forces drive the price of electricity 
and reduce the net cost through increased competition.   

Restructuring has necessitated the decomposition of the three 
components of electric power industry: generation, transmission, and 
distribution. Indeed, the separation of transmission ownership from 
transmission control is the best application of pro forma tariff. An 
independent operational control of transmission grid in a restructured 
industry would facilitate a competitive market for power generation and 
direct retail access. However, the independent operation of the grid cannot 
be guaranteed without an independent entity such as the independent 
system operator (ISO).  

The ISO is required to be independent of individual market 
participants, such as transmission owners, generators, distribution 
companies, and end-users. In order to operate the competitive market 
efficiently while ensuring the reliability of a power system, the ISO, as the 
market operator, must establish sound rules on energy and ancillary 
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services markets, manage the transmission system in a fair and non-
discriminatory fashion, facilitate hedging tools against market risks, and 
monitor the market to ensure that it is free from market power. The ISO 
must be equipped with powerful computational tools, involving market 
monitoring, ancillary services auctions, and congestion management, for 
example, in order to fulfill its responsibility. 

The Federal Energy Regulatory Commission (FERC) Order No. 888 
mandated the establishment of unbundled electricity markets in the newly 
restructured electricity industry. Energy and ancillary services were offered 
as unbundled services, and generating companies (GENCOs) could 
compete for selling energy to customers by submitting competitive bids to 
the electricity market. They could maximize their profits regardless of the 
systemwide profit. In this market, GENCOs would no longer be controlled 
by entities that control the transmission system and could choose to acquire 
computational tools, such as price forecasting, unit commitment, arbitrage 
and risk management to make sound decisions in this volatile market. 
Figure 1.1 depicts such a possible alternative electricity market. However, 
the design is general and could encompass other alternatives. The market 
components presented in this design are discussed throughout this book.   
 
 
1.2 MARKET STRUCTURE AND OPERATION 

 
1.2.1 Objectives of Market Operation 
 
There are two objectives for establishing an electricity market: ensuring a 
secure operation and facilitating an economical operation. 

 Security is the most important aspect of the power system operation 
be it a regulated operation or a restructured power market. In a restructured 
environment, security could be facilitated by utilizing the diverse services 
available to the market. The economical operation of the electricity market 
would reduce the cost of electricity utilization. This is a primary motive for 
restructuring, and a way to enhance the security of a power system through 
its economics. To do this, proper strategies must be designed in the markets 
based on power system requirements. For example, financial instruments 
such as contracts for differences (CFDs), transmission congestion contracts 
(TCCs) and firm transmission rights (FTRs) could be considered in 
hedging volatility risks. Besides, monitoring tools are being devised in 
several markets to avoid a possible market power. 
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1.2.2 Electricity Market Models 
 
In order to achieve electricity market goals, several models for the market 
structure have been considered. Three basic models are outlined as follows. 
 
PoolCo Model. A PoolCo is defined as a centralized marketplace that 
clears the market for buyers and sellers. Electric power sellers/buyers 
submit bids to the pool for the amounts of power that they are willing to 
trade in the market. Sellers in a power market would compete for the right 
to supply energy to the grid, and not for specific customers. If a market 
participant bids too high, it may not be able to sell. On the other hand, 
buyers compete for buying power, and if their bids are too low, they may 
not be able to purchase. In this market, low cost generators would 
essentially be rewarded. An ISO within a PoolCo would implement the 
economic dispatch and produce a single (spot) price for electricity, giving 
participants a clear signal for consumption and investment decisions. The 
market dynamics in the electricity market would drive the spot price to a 
competitive level that is equal to the marginal cost of most efficient 
bidders. In this market, winning bidders are paid the spot price that is equal 
to the highest bid of the winners. 
 
Bilateral Contracts Model. Bilateral contracts are negotiable agreements 
on delivery and receipt of power between two traders. These contracts set 
the terms and conditions of agreements independent of the ISO. However, 
in this model the ISO would verify that a sufficient transmission capacity 
exists to complete the transactions and maintain the transmission security. 
The bilateral contract model is very flexible as trading parties specify their 
desired contract terms. However, its disadvantages stem from the high cost 
of negotiating and writing contracts, and the risk of the creditworthiness of 
counterparties. 
 
Hybrid Model. The hybrid model combines various features of the 
previous two models. In the hybrid model, the utilization of a PoolCo is not 
obligatory, and any customer would be allowed to negotiate a power 
supply agreement directly with suppliers or choose to accept power at the 
spot market price. In this model, PoolCo would serve all participants 
(buyers and sellers) who choose not to sign bilateral contracts. However, 
allowing customers to negotiate power purchase arrangements with 
suppliers would offer a true customer choice and an impetus for the 
creation of a wide variety of services and pricing options to best meet 
individual customer needs. In our discussion of market structure, we 
assume the use of a hybrid model. 
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1.2.3 Market Structure 
 
In this section, we initiate a discussion on a possible market structure1 
encompassing market entities (i.e., entities that take part in a market) and 
market types (e.g., energy and ancillary services). In addition, we discuss 
issues related to market power. 
 
 
 1.2.3.1 Key Market Entities 
 
The restructuring of electricity has changed the role of traditional entities in 
a vertically integrated utility and created new entities that can function 
independently. Here, we categorize market entities into market operator 
(ISO) and market participants. The ISO is the leading entity in a power 
market and its functions determine market rules. The key market entities 
discussed here include GENCOs and TRANSCOs. Other market entities 
include DISCOs, RETAILCOs, aggregators, brokers, marketers, and 
customers. 
 

ISO. A competitive electricity market would necessitate an independent 
operational control of the grid. The control of the grid cannot be guaranteed 
without establishing the ISO. The ISO administers transmission tariffs, 
maintains the system security, coordinates maintenance scheduling, and 
has a role in coordinating long-term planning. The ISO should function 
independent of any market participants, such as transmission owners, 
generators, distribution companies, and end-users, and should provide non-
discriminatory open access to all transmission system users.  

 The ISO has the authority to commit and dispatch some or all system 
resources and to curtail loads for maintaining the system security (i.e., 
remove transmission violations, balance supply and demand, and maintain 
the acceptable system frequency). Also, the ISO ensures that proper 
economic signals are sent to all market participants, which in turn, should 
encourage efficient use and motivate investment in resources capable of 
alleviating constraints.  

 In general, there are two possible structures for an ISO, and the 
choice of structure depends on the ISO’s objectives and authority. The first 
structure (MinISO) is mainly concerned with maintaining transmission 
security in the operations of the power market to the extent that the ISO is 

                                                      
1 This is also referred to as  “market architecture”.   
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able to schedule transfers in a constrained transmission system. This 
structure of the ISO is based on the coordinated multilateral trade model 
[Var97], and the ISO has no market role. Its objective is restricted to 
security, and its authority is modest. The California ISO is an example of 
this structure in which the ISO has no jurisdiction over forward energy 
markets and very limited control over actual generating unit schedules. 

 The second structure for an ISO (MaxISO) includes a power 
exchange (PX) that is integral to the ISO’s operation. The PX is an 
independent, non-government and non-profit entity that ensures a 
competitive marketplace by running an auction for electricity trades. The 
PX calculates the market-clearing price (MCP) based on the highest price 
bid in the market. In some market structures, the ISO and the PX are 
separate entities, although the PX functions within the same organization as 
the ISO. This second structure for an ISO is based on an optimal power 
flow dispatch model. Market participants must provide extensive data, such 
as cost data for every generator, and daily demand for every consumer or 
load. With these extensive data, the ISO obtains the unit commitment and 
dispatch that maximizes social welfare, and sets transmission congestion 
prices (as the Lagrange or dual variables corresponding to the transmission 
capacity constraint in the optimal power flow program). The PJM ISO and 
the National Grid Company (NGC) in the United Kingdom are examples of 
this structure having a wide-ranging of authority and control.  

 In this book, we consider both structures. We assume that the ISO 
has the authority to operate an ancillary services market and manage a 
transmission network. We also discuss the tools needed for an ISO to 
operate a constrained electricity market. 

 

GENCOs.  A GENCO operates and maintains existing generating plants. 
GENCOs are formed once the generation of electric power is segregated 
from the existing utilities. A GENCO may own generating plants or 
interact on behalf of plant owners with the short-term market (power 
exchange, power pool, or spot market). GENCOs have the opportunity to 
sell electricity to entities with whom they have negotiated sales contracts. 
GENCOs may also opt to sell electricity to the PX from which large 
customers such as DISCOs and aggregators may purchase electricity to 
meet their needs. In addition to real power, GENCOs may trade reactive 
power and operating reserves. GENCOs are not affiliated with the ISO or 
TRANSCOs. A GENCO may offer electric power at several locations that 
will ultimately be delivered through TRANSCOs and DISCOs to 
customers.  
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 GENCOs include IPPs, QFs, exempt wholesale generators (EWGs) 
created under EPAct, foreign utilities, and others. Its generating assets 
include power-producing facilities and power purchase contracts. Since 
GENCOs are not in a vertically integrated structure, their prices are not 
regulated. In addition, GENCOs cannot discriminate against other market 
participants (e.g., DISCOs and RETAILCOs), fix prices, or use bilateral 
contracts to exercise market power. GENCOs may be entitled to funds 
collected for the stranded power costs recovery. GENCOs will 
communicate generating unit outages for maintenance to the ISO within a 
certain time (usually declared by the ISO) prior to the start of the outage. 
The ISO then informs the GENCOs of all approved outages.  

 In the restructured power market, the objective of GENCOs is to 
maximize profits. To do so, GENCOs may choose to take part in whatever 
markets (energy and ancillary services markets) and take whatever actions 
(arbitraging and gaming). It is a GENCO’s own responsibility to consider 
possible risks. 
 

TRANSCOs.  The transmission system is the most crucial element in 
electricity markets. The secure and efficient operation of the transmission 
system is the key to the efficiency in these markets.  

 A TRANSCO transmits electricity using a high-voltage, bulk 
transport system from GENCOs to DISCOs for delivery to customers. It is 
composed of an integrated network that is shared by all participants and 
radial connections that join generating units and large customers to the 
network. The use of TRANSCO assets will be under the control of the 
regional ISO, although the ownership continues to be held by original 
owners in the vertically integrated structure. TRANSCOs are regulated to 
provide non-discriminatory connections and comparable service for cost 
recovery.  

 A TRANSCO has the role of building, owning, maintaining, and 
operating the transmission system in a certain geographical region to 
provide services for maintaining the overall reliability of the electrical 
system. TRANSCOs provide the wholesale transmission of electricity, 
offer open access, and have no common ownership or affiliation with other 
market participants (e.g., GENCOs and RETAILCOs). Authorities at the 
state and federal levels regulate TRANSCOs, and they recover their 
investment and operating costs of transmission facilities using access 
charges (which are usually paid by every user within the area/region), 
transmission usage charges (based on line flows contributed by each user), 
and congestion revenues collected by the ISO. 
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 1.2.3.2 Other Market Entities 
 
DISCOs. A DISCO distributes the electricity, through its facilities, to 
customers in a certain geographical region. A DISCO is a regulated (by 
state regulatory agencies) electric utility that constructs and maintains 
distribution wires connecting the transmission grid to end-use customers. A 
DISCO is responsible for building and operating its electric system to 
maintain a certain degree of reliability and availability. DISCOs have the 
responsibility of responding to distribution network outages and power 
quality concerns. DISCOs are also responsible for maintenance and voltage 
support as well as ancillary services. 
 
RETAILCOs. A RETAILCO is a newly created entity in this competitive 
industry. It obtains legal approval to sell retail electricity. A RETAILCO 
takes title to the available electric power and re-sells it in the retail 
customer market. A retailer buys electric power and other services 
necessary to provide electricity to its customers and may combine 
electricity products and services in various packages for sale. A retailer 
may deal indirectly with end-use customers through aggregators. 
 
Aggregators. An aggregator is an entity or a firm that combines customers 
into a buying group. The group buys large blocks of electric power and 
other services at cheaper prices. The aggregator may act as an agent 
(broker) between customers and retailers. When an aggregator purchases 
power and re-sells it to customers, it acts as a retailer and should initially 
qualify as a retailer.  
 
Brokers. A broker of electric energy services is an entity or firm that acts 
as a middleman in a marketplace in which those services are priced, 
purchased, and traded. A broker does not take title on available 
transactions, and does not generate, purchase, or sell electric energy but 
facilitates transactions between buyers and sellers. If a broker is interested 
in acquiring a title on electric energy transactions, then it is classified as a 
generator or a marketer. A broker may act as an agent between a GENCO, 
or an aggregation of generating companies, and marketers.  
 
Marketers. A marketer is an entity or a firm that buys and re-sells electric 
power but does not own generating facilities. A marketer takes title, and is 
approved by FERC, to market electric energy services.  A marketer 
performs as a wholesaler and acquires transmission services. A marketer 
may handle both marketing and retailing functions.  
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Customers. A customer is the end-user of electricity with certain facilities 
connected to the distribution system, in the case of small customers, and 
connected to transmission system, in the case of bulk customers. In a 
vertically integrated structure, a user obtains electric energy services from a 
utility that has legal rights to provide those services in the service territory 
where the customer is located. In a restructured system, customers are no 
longer obligated to purchase any services from their local utility company. 
Customers would have direct access to generators or contracts with other 
providers of power, and choose packages of services (e.g., the level of 
reliability) with the best overall value that meets customers’ needs. For 
instance, customers may choose providers that would render the option of 
shifting customer loads to off-peak hours with lower rates.   
 
 
1.2.4 Power Market Types 
 
This book will cover the operation of a market from the ISO’s perspective, 
and discuss the algorithms for maximizing a GENCO’s profit. Based on 
trading, the market types include the energy market, ancillary services 
market, and transmission market. Furthermore, markets are classified as 
forward market (day-ahead or hour-ahead) and real-time market. It is 
important to note that markets are not independent but interrelated. In the 
following, we will learn how these market types are organized. 
 
 
 1.2.4.1 Energy, Ancillary Services, and Transmission Markets 
 
Energy Market. The energy market is where the competitive trading of 
electricity occurs. The energy market is a centralized mechanism that 
facilitates energy trading between buyers and sellers. The energy market’s 
prices are reliable prices indicators, not only for market participants but for 
other financial markets and consumers of electricity as well. The energy 
market has a neutral and independent clearing and settlement function. In 
general, the ISO or the PX operates the energy market. 

 In the MinISO model, the ISO (or PX) accepts demand and 
generation bids (a price and quantity pair) from the market participants, 
and determines the market-clearing price (MCP) at which energy is bought 
and sold. In general, the way to determine the MCP is as follows: 
Aggregate the supply bids into a supply curve and aggregate the demand 
bids into a demand curve. The intersection point of the supply curve and 
demand curve is the MCP. In time periods of congestion, a corresponding 
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adjustment would be made. In California, the adjustment is implemented in 
the form of congestion charge (or usage charge) for each congested 
transmission path. In the electricity markets of England and Wales, the 
MCP is adjusted in the form of a capacity charge, which includes the loss 
of load probability (LOLP) and the value of lost load (VOLL). In the 
MinISO model, it is not the ISO (or PX) but the GENCOs who are 
responsible for unit commitment. 

 In the MaxISO model, the market participants must submit extensive 
information similar to that required by a regulated industry, such as energy 
offer, start-up cost, no-load cost, ramp rates, and minimum ON/OFF time. 
From these data, the ISO implements security-constrained unit 
commitments that maximize social welfare. The ISO will either set 
transmission congestion prices as dual variables corresponding to the 
transmission capacity constraints or obtain locational marginal prices 
(LMPs) as the dual variables corresponding to the load balance constraints 
as in the PJM market. In this book, we will fully discuss the unit 
commitment problem in the MaxISO model. 

 
Ancillary Services Market. Ancillary services are needed for the power 
system to operate reliably. In the regulated industry, ancillary services are 
bundled with energy. In the restructured industry, ancillary services are 
mandated to be unbundled from energy. Ancillary services are procured 
through the market competitively. In the United States, competitive 
ancillary services markets are operated in California, New York, and New 
England. 

 In general, ancillary services bids submitted by market participants 
consist of two parts: a capacity bid and an energy bid. Usually, ancillary 
services bids are cleared in terms of capacity bids. The energy bid 
represents the participants’ willingness to be paid if the energy is actually 
delivered. 

 Different ancillary services in the market could be cleared 
sequentially or simultaneously. In the sequential approach, a market is 
cleared for the highest quality service first, then the next highest, and so on. 
For example, suppose that four types of ancillary services are traded, 
including regulation, spinning reserve, non-spinning reserve, and 
replacement reserve, which are from the highest quality to the lowest 
quality. The market would be cleared first for regulation, then spinning, 
non-spinning, and replacement reserves. In each round, market participants 
would be allowed to rebid their unfulfilled resources in the previous 
rounds. For example, if a participant’s regulation bid is not accepted in the 
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regulation clearing round, the participant could bid it again as spinning 
reserve. The participant could modify the bid in a new round before 
resubmitting it.  

 In the simultaneous approach, market participants would submit all 
bids for ancillary services at once, and the ISO (or PX) would clear the 
ancillary services market simultaneously by solving an optimization 
problem. The objective of the optimization problem would depend on the 
market and could include the minimization of social cost, the minimization 
of procurement cost, and so on. In the optimizing process, the ISO (or PX) 
could also consider the substitutability of ancillary services, which refers to 
substituting a higher quality reserve for a lower quality one. In this book, 
we will discuss an efficient ancillary services market operation that 
includes the substitutability of reserves. 

 
Transmission Market. In a restructured power system, the transmission 
network is where competition occurs among suppliers in meeting the 
demands of large users and distribution companies. The commodity traded 
in the transmission market is a transmission right. This may be the right to 
transfer power, the right to inject power into the network, or the right to 
extract power from the network. The holder of a transmission right can 
either physically exercise the right by transferring power or be 
compensated financially for transferring the right for using the transmission 
network to others. The importance of the transmission right is mostly 
observed when congestion occurs in the transmission market. In holding 
certain transmission rights, participants can hedge congestion charges 
through congestion credits.  

 The transmission right auction would represent a centralized auction 
in which market participants submit their bids for purchase and sale of 
transmission right. The auction is conducted by the ISO or an auctioneer 
appointed by the ISO, and its objective is to determine bids that would be 
feasible in terms of transmission constraints and that would maximize 
revenues for the transmission network use. A buyer of a transmission right 
is required to provide the maximum amount of transmission right that the 
buyer is willing to trade, in addition to buying price and points of injection 
and extraction. A seller of a transmission right is required to provide the 
maximum amount of transmission right that the seller is willing to trade, 
selling price and points of injection and extraction. Transmission rights 
could be obtained initially from an annual primary auction as in the CAISO 
case, through the purchase of network transmission services based on their 
anticipated peak loads for load serving entities (LSEs), or through the 
purchase of firm point-to-point transmission services as in the PJM case. 
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More significant is the secondary auction market for transmission rights, 
since it would facilitate a more robust and liquid market for transmission 
rights and facilitate energy trading markets. The secondary auction could 
be monthly, weekly or daily. 

 We will discuss the issue of transmission pricing in this book, and 
include issues like how to manage the transmission market efficiently. 
 
 
 1.2.4.2 Forward and Real-time Markets 
 
Forward Market. In most electricity markets, a day-ahead forward market 
is for scheduling resources at each hour of the following day. An hour-
ahead forward market is a market for deviations from the day-ahead 
schedule. Both energy and ancillary services can be traded in forward 
markets. 

 In general, the forward energy market is cleared first. Then, bids for 
ancillary services are submitted, which could be cleared sequentially or 
simultaneously as discussed before. Whenever energy schedules in a 
forward market can be accommodated without congestion management, the 
ISO would procure ancillary services through a systemwide auction. 
However, if a congestion exists somewhere in the system, the auction for 
ancillary services would be implemented on a zonal basis. 

 
Real-Time Market.  To ensure the reliability of power systems, the 
production and consumption of electric power must be balanced in real-
time. However, real-time values of load, generation, and transmission 
system can differ from forward market schedules. Therefore, the real-time 
market is established to meet the balancing requirement2. 

 The real-time market is usually operated by the ISO. Available 
resources for accommodating real-time energy imbalances can be classified 
according to their response time, including that of automatic generation 
control (AGC) which could respond within few seconds, and spinning, 
non-spinning, and supplemental reserves which could be available within 
minutes of the ISO’s dispatch instruction based on ramping considerations. 

 The ISO aggregates energy bids into a systemwide bid curve for 
incremental energy. However, if there are congestions in the real-time 
market, then prices are set on a zonal basis. The ISO would dispatch units 

                                                      
2 It is also called a balancing market. 
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in real-time starting from the unit with the lowest energy bid, subject to its 
prevailing constraints. If supply exceeds demand in real-time, decremental 
adjustment bids for generation can be utilized. When supply exceeds 
demand, the ISO would call on the highest priced decremental bid to 
restore the balanced price as the price of the last unit that was called upon 
to adjust its schedule. In the case of an undersupply, this would be the 
highest incremental bid taken. 

 The balancing energy price is usually calculated at 10-minute or 5-
minute intervals. Suppliers who have committed a capacity for supplying 
energy, except regulation, to one of the ancillary services markets receive 
payments for energy supply in addition to capacity payment.  

 In this book, we will see that AGC is essential to the operation of a 
real-time market. 
 
 
1.2.5 Market Power 
 
Non-competitive practices in the electric power industry, especially in the 
generation sector, mainly concerns market power. When an owner of a 
generation facility is able to exert a significant influence (monopoly) on 
pricing or on the availability of electricity, a market power is manifested. 
Market power could prevent the competition and the customer choice in a 
restructured power system.  

 Market power may be defined as owning the ability by a seller, or a 
group of sellers, to drive the spot price over a competitive level, control the 
total output, or exclude competitors from a relevant market for a significant 
period of time. A market power could hamper the competition in power 
production, service quality, and technological innovation. The net result of 
the existence of market power is a transfer of wealth from buyers to sellers 
through a misallocation of resources.  

 Market power may be exercised intentionally or accidentally. For 
example, in the generation sector, market power could arise from offering 
an excessive amount of generation to a market (intentional), by committing 
costly generating units for maintaining reliability while other units could 
have been less expensive (intentional), or by transmission constraints that 
could limit the transfer capability in a certain area (accidental). 
Transmission constraints could prohibit certain generating units from 
supplying power and persuade dominant providers to drive market prices 
up by offering more costly units to the market. Another example is when 
hourly metering is unavailable in customer sites. Hourly price information 



14                                                                                                CHAPTER 1 

could encourage customers to manage their loads (elastic loads) as prices 
go up in peak periods. The lack of hourly information could persuade 
generating companies to drive market prices up, when resources are scarce, 
to their own benefit. In the earlier restructuring era, transmission owners 
could exercise market power by offering pertinent transmission 
information to their affiliated generating companies and withholding it 
from other competitors. 

 Authorities in the electricity industry must identify and correct 
situations in which some companies possess market power. Some of the 
tools for identifying market power will be discussed later in this book.  
 
 
1.2.6 Key Components in Market Operation 
 
In this section, we identify the key components in market operation, as are 
discussed in this book. 

 The responsibilities of the ISO are to operate the market securely and 
efficiently, and to monitor the market free from market power. Thus, first, 
the ISO needs to forecast the system load accurately to guarantee that there 
is enough energy to satisfy the load and enough ancillary services to ensure 
the reliability of the physical power system. Second, the operational 
responsibilities of the ISO include the energy market, the ancillary services 
market, and the transmission market. The ISO must be equipped with 
powerful tools to fulfill those responsibilities, such as through security-
constrained unit commitment (SCUC), the ancillary services auction, and 
transmission pricing. Third, the ISO must be equipped to monitor the 
market to suppress the market power and protect the market participants. 

 GENCOs are key players in the power market. The sole objective of 
a GENCO is to maximize its profit. In order to do so, first, the GENCO 
must make an accurate forecast about the system, including its load and its 
price. In most situations, load forecasting is the basis for price forecasting 
since the load is the most important price driver. Price forecasting is most 
important for the GENCO in the restructured power industry, since the 
price reflects the market situation. Price is a signal that should lead every 
action the GENCO may take. Second, to achieve the maximum profit, the 
GENCO should have a good bidding strategy based on the forecasted 
system information. In the restructured power market, the price-based unit 
commitment (PBUC), replacing the traditional unit commitment, would be 
the basis for a good bidding strategy. In addition, identifying arbitrage 
opportunities in the market and exploiting those opportunities to achieve 
maximum profit should be one of the capabilities of the GENCO. In most 
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cases, the identification of arbitrage opportunities depends on PBUC. 
Because of the uncertainty and the competitiveness of the market, a game 
strategy would be an indispensable tool for the GENCO. Third, enough 
attention must be paid to risk management, and the various risk factors. 
Asset valuation is an important issue in risk management, and this would 
utilize PBUC, arbitrage, and gaming. The reader is referred to Figure 1.1, 
on Page 3, which shows the details of a market design discussed in this 
book.  

 
 
1.3 OVERVIEW OF THE BOOK 

 
1.3.1 Information Forecasting  
 
Two important sets of information that are forecasted in the restructured 
power market are the load and the electricity price.  
 
 
 1.3.1.1 Load Forecasting  (Chapter 2) 
 
In a restructured power system, a GENCO would have to forecast the 
system demand and the corresponding price in order to make an 
appropriate market decision. For the ISO, load forecasting has several 
applications, including generation scheduling, prediction of power system 
security, generation reserve of the system, providing information to the 
dispatcher, and market operation. In this chapter, we mainly discuss short-
term load forecasting (STLF). 

A proper non-linear mathematical model should take into account 
load and other data such as temperature, wind, and humidity. The lack of a 
mathematical model for the inclusion of all the prevailing factors was the 
main problem with the previous work on this subject. Another method to 
represent non-linear functions can be obtained in using artificial neural 
networks (ANNs). ANNs are capable of sufficiently representing any 
nonlinear functions. In this chapter, we use ANN architecture to design the 
STLF, which features a seasonal network, an adaptive weight update, and a 
multiple-day forecast. The considered scheme is compared with two 
alternative models and it shows better performance. 

One of the keys to a good architecture in ANN is choosing 
appropriate input variables. We apply a sensitivity analysis in our study of 
this issue. Possible input variables include historical load and weather 
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information. The sensitivity analysis in this chapter shows that the previous 
day’s load has the largest impact, and the consideration of weather factors 
can improve the performance of load forecasting. If humidity and wind 
weather information are included among the direct inputs to ANN, the 
performance is better than that with temperature alone, although it might 
take longer to train the ANN. To speed up the ANN training, we could add 
humidity and wind weather information indirectly by the introduction of an 
effective temperature. By doing so, we find that speed is significantly 
increased, but the forecasting performance is a bit compromised. 
 
 
 1.3.1.2 Price Forecasting (Chapter 3) 
 
In the restructuring of the power industry, the price of electricity has been 
the motive behind all activities. In this chapter, we mainly describe short-
term price forecasting (STPF) of electricity in restructured power markets. 
We consider a comprehensive framework for price forecasting, denoted as 
ForePrice, which has four functional modules: price simulation, price 
forecasting by ANN, performance analysis and volatility analysis. 

 In the price simulation module where the actual system dispatch 
includes the system’s operating requirements and constraints, ForePrice 
can provide insights on the price curve. Potential price drivers such as line 
limits, line outages, generator outages, load patterns, and bidding patterns 
can be identified in ForePrice through a sensitivity analysis. 

 In the price forecasting module, which is based on price simulation, 
ForePrice can select the significant price drivers and establish the 
relationship between these price drivers and electricity price using ANN. 
ForePrice uses an adaptive scheme to adjust the parameters of ANN with 
the latest available data. ForePrice employs different data pre-processing 
techniques to improve the quality of the available data for ANN. ForePrice 
automatically decides how much historical information is necessary to 
achieve the best forecasting accuracy.  

 In the performance analysis module, the results of the price 
forecasting module are compared based on ANN and alternative 
techniques. The alternative techniques involve linear interpolation and 
similar brute force methods for forecasting the electricity price. ForePrice 
allows for a more reasonable error analysis index to be used in evaluating 
the forecasting performance. 

 The volatility analysis module is the most distinctive feature of 
ForePrice.  The probability of price spikes is analyzed based on different 
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load levels and different price forecast levels. In addition, the volatility 
analysis module analyzes the probability distribution of electricity price 
using both statistical and ANN methods.  

 From the price forecasted by ForePrice, a GENCO can obtain its 
price-based unit commitment and optimize its generation resources for 
achieving the maximum profit. In utilizing the probability distribution of 
price and its spikes, engineers and marketers can perform generation asset 
valuation, risk management, and option valuation. 
 
 
1.3.2 Unit Commitment in Restructured Markets 
 
In the restructured power markets, different entities may be responsible for 
executing unit commitment (UC). In California and New England, 
GENCOs will run the unit commitment, which is called price-based unit 
commitment. In PJM and New York, the ISO runs the transmission 
security and the voltage-constrained unit commitment, which is called a 
security-constrained unit commitment.  
 

 1.3.2.1 Price-Based Unit Commitment (Chapter 4)  
 
In the restructured power markets, unit commitment is used by individual 
GENCOs for maximizing its profit in scheduling generation resources. 
This is referred to as price-based unit commitment to emphasize the 
importance of the price signal. The most distinctive feature of price-based 
unit commitment is that all market information is reflected in the market 
price. 

 In this chapter, we consider the formulation and the solution 
methodology for the PBUC problem in a restructured market structure. 
Distinct features of our scheme include handling different prices among 
buses, variable fuel prices as a function of fuel consumption, and bidding 
strategies based on PBUC. 
 

 1.3.2.2 Security-Constrained Unit Commitment (Chapter 8) 
 
In some restructured markets, including the PJM interconnection, the New 
York market, and the U.K. Power Pool, the ISO plans the day-ahead 
schedule using security-constrained unit commitment. The ISO collects 
detailed information on each generating unit including characteristics such 
as start-up and no-load costs, minimum start-up and shut-down times, 
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minimum and maximum unit outputs, and bids representing incremental 
heat rate. The ISO also obtains information from TRANSCOs via the 
OASIS on transmission line capability and availability. Then, the ISO uses 
the SCUC model to determine the optimal allocation of generation 
resources. 

An efficient algorithm is considered in this chapter for a network-
constrained unit commitment that takes into account unit generation, phase 
shifter and tap transformer controls. The methodology is based on Benders 
decomposition by which the network-constrained unit commitment is 
divided into a master problem and a subproblem. The master problem is 
formulated to solve unit commitment with all its prevailing constraints– 
except transmission security, voltage and reliability constraints–by an 
augmented Lagrangian relaxation method. Given the unit commitment 
schedule, the subproblem minimizes the network (i.e., transmission and 
voltage) violations or the expected unserved energy (EUE). A Benders cut 
is generated if any violation is detected after subproblems are solved. With 
Benders cuts, the unit commitment is solved iteratively to provide a 
minimum cost generation schedule while satisfying all constraints. Since 
the decomposed problem is easier to solve and requires less complicated 
and smaller computing capabilities, the generating scheduling is more 
accurate and faster.  
 
 
1.3.3 Arbitrage in Electricity Markets (Chapter 5) 
 
Arbitrage refers to making profit by a simultaneous purchase and sale of 
the same or equivalent commodity with net-zero-investment and without 
any risk. The usage of arbitrage also includes any activity that attempts to 
buy a relatively under-priced commodity and to sell a similar and relatively 
over-priced commodity for profit. In the restructured power industry, there 
exist many inconsistencies in electricity pricing, which could provide 
opportunities for arbitrage.  

 In this chapter, we consider applying PBUC to identify arbitrage 
opportunities in power markets, including arbitrage between energy and 
ancillary services, arbitrage of bilateral contracts, arbitrage between gas 
and energy, arbitrage of emission allowances, arbitrage between steam and 
energy, and arbitrage between leasing an existing plant and building a new 
plant. 
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1.3.4 Market Power and Gaming (Chapter 6) 
 
Power market authorities must identify and correct situations in which 
some companies possess market power. In this chapter, we consider 
methodologies based on game theory, which can be used to identify non-
competitive situations in the restructured energy marketplaces (transaction 
analysis from the market coordinator’s point of view) and to provide 
support for minimizing risks involved in price decisions (transaction 
analysis from a participant’s point of view). 
 
 
1.3.5 Asset Valuation and Risk Management (Chapter 7) 
 
Asset valuation for generating units is an important issue in the restructured 
power market. In this chapter, we consider two types of valuation for 
generating units. One is the valuation based on the daily scheduled 
generation, and the other is the valuation based on the available capacity of 
generating units. Since the value of generating units depends on market 
prices which could be very uncertain in restructured power market, in this 
chapter, we consider applying the concept of value at risk (VaR) to value 
generation assets and assess the risk of generation capacity profitability. 
Frameworks for application of VaR to both types of asset valuation are 
considered. 
 
 
1.3.6 Ancillary Services Auction (Chapter 9) 
 
Ancillary services are necessary to support the transmission of power from 
sellers to buyers given the obligation of control areas and transmission 
utilities to maintain a reliable operation of the interconnected transmission 
system. In the restructured power market, ancillary services should be 
procured competitively through market auctions. In this chapter, we discuss 
two different approaches that can be used to implement the ancillary 
services auction: sequential and simultaneous. We also discuss an AGC 
operation and its pricing as a major component of the ancillary services 
auction. 
 
 
1.3.7 Transmission Congestion Management and Pricing (Chapter 10) 
 
The transmission network plays a vital role in competitive electricity 
markets. In a restructured power system, the transmission network is the 
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key mechanism for generators to compete in supplying large users and 
distribution companies. A proper transmission pricing scheme that 
considers transmission congestion could motivate investors to build new 
transmission and/or generating capacity for improving the efficiency. In a 
competitive environment, proper transmission pricing could meet revenue 
expectations, promote an efficient operation of electricity markets, 
encourage investment in optimal locations of generation and transmission 
lines, and adequately reimburse owners of transmission assets.  

 In this chapter, we consider a comprehensive transmission pricing 
scheme. This scheme can be used by the ISO to modify preferred 
schedules, trace participants’ contributions and allocate transmission usage 
and congestion charges. By this scheme, the ISO would adjust preferred 
schedules on a non-discriminatory basis to keep the system within its limits 
and apply curtailment priority according to the participants’ willingness to 
avoid curtailing transactions. In this scheme, transmission congestion and 
losses are calculated based on LMPs. A flow-based tracing method is 
utilized to allocate transmission charges. FTR holders’ credits are 
calculated based on line flow calculations and LMPs.  
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Chapter 2 
 

Short-Term Load Forecasting  
 
 
 
 
2.1 INTRODUCTION  
 
The principal objective of short-term load forecasting (STLF) is to provide 
the load prediction for basic generation scheduling functions, for assessing 
the security of system operation, and for timely dispatcher information 
[Gro87]. It is well known that STLF plays an important role in the 
traditional monopolistic power systems. In a restructured power system, a 
GENCO would have to forecast the system demand and its corresponding 
price in order to make an appropriate market decision.  

 Different forecasting models have been employed in power systems 
for achieving forecasting accuracy. Among the models are regression, 
statistical and state-space methods. In addition, artificial intelligence-based 
algorithms have been introduced based on expert system, evolutionary 
programming, fuzzy system, artificial neural network (ANN), and a 
combination of these algorithms. Among these algorithms, ANN has 
received more attention because of its clear model, easy implementation, 
and good performance. 
 
 
2.1.1 Applications of Load Forecasting 
 
Short-term load forecasting in power systems operation has several 
functions, namely: 

Generation Scheduling. Scheduling is the main purpose of short-term 
load forecasting. For hydro generating systems, forecasting would 
determine the flow of water from reservoirs. For thermal systems, 
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forecasting is used for unit commitment, in calculating start-up and shut-
down of each plant. For hydrothermal systems, forecasting is required for 
balancing the amount of power produced by hydro and thermal plants to 
achieve an economical operation. 

Power System Security. STLF could lead to more secure operation of the 
system. Using load forecasting, the effect of scheduled operation on power 
system security can be predicted, and preventive and corrective actions can 
be prescribed, before the occurrence of contingencies.  

Generation Reserve of the System. Power generation reserves could 
overcome shortcomings caused by sudden load increases and plant failures. 
The appropriate amount of reserve can be determined based on load 
forecasting.  

Providing Information to Dispatchers. The dispatcher would need the 
real time information regarding very short-term loads in order to operate 
the system most economically. 

Market Operation. With deregulation of the power industry, load 
forecasting is becoming even more important, not only for system 
operators but also for market operators, transmission owners, and other 
market participants, so that adequate energy transactions can be scheduled, 
and appropriate operational plans and bidding strategies can be established 
[Che01]. 
 
 
2.1.2 Factors Affecting Load Patterns  
 
The first step to make a proper load forecasting is to identify factors that 
would affect load patterns. Some of these factors are: 

Economical Factors. An economical condition in one area could affect the 
load shape. This condition could cover issues like the type of customers, 
demographic conditions, industrial activities, and population. These 
conditions would mainly affect the long-term load forecasting. 

Time Factors. Time factors include seasonal, weekly, and holiday effects. 
Examples for the seasonal effect include the number of daylight hours in 
one season, which affects the load pattern. Industrial load on weekdays will 
be higher than that of weekends. Holidays will have much effect on the 
load pattern as loads decrease below normal. 

Weather Factors. Temperature is the most influential weather factor in 
load forecasting. The temperature change could impact the amount of 
power needed for heating in the winter and air conditioning in the summer. 
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Other weather factors that affect load forecasting include humidity 
especially in hot and humid areas, precipitation, thunderstorms, and the 
wind and light intensity of the day. 

Random Disturbances. Large industrial consumers, like steel mills, may 
cause sudden load changes. In addition, certain events and conditions can 
cause sudden load changes such as popular TV shows or the shutdown of 
an industrial operation. 

Price Factors. In electricity markets, electricity price, which is volatile and 
could present a complicated relationship with system load, is becoming an 
important factor in load forecasting.  

Other Factors. A load shape may be different due to geographical 
conditions. For example, the load shape for rural areas is different from 
that of urban areas. The load shape may also depend on the type of 
consumer. For instance, the residential load shape could be different from 
that of commercial and industrial consumers. 
 
 
2.1.3 Load Forecasting Categories 
 
There are two distinct categories of load forecasting for power systems 
planning and operation. The distinction is based on the forecasting 
duration.  

• In power systems planning, load forecasting is for a span of several 
months to one year. This type of forecasting is mainly for fuel 
scheduling. Longer terms in load forecasting could be from one to ten 
years, which is used for determining the economical location, type, and 
size of future power plants. 

• In power systems operation, load forecasting is mostly for a span of 
few minutes to 168 hours. There are two main categories of load 
forecasting in power systems operation: i.e., very short- and short-term 
load forecasting. Very short-term load forecasting is for minutes ahead 
and is used for automatic generation control (AGC). Short-term load 
forecasting is for one to 168 hours ahead. Short-term load forecasting 
results are mainly used for generation scheduling purposes. 

 In general, short-term load forecast ought to be available every 
morning before 7 o’clock for the next 40 hours. Friday’s forecast includes 
weekend and next Monday’s forecasts. But when the Monday forecast 
becomes crucial, the forecast could be made on Sunday. 
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 Load forecasting could also be categorized into peak load and load 
shape forecasting [Gro87]. This is based on the way loads are modeled. 
Different models of load would suggest different load forecasting 
techniques. In the peak load model, load is a function of weather and 
independent of time. A typical form of the peak load model is peak load = 
base load + weather-dependent component. The advantage of the peak load 
model lies in its simplicity, which would require a small amount of data. 
The disadvantage of this model stems from its time independence. 

 In the load shape model, load is a function of time. Load forecasting 
here is for 30 minutes to one hour while the measured quantity is the 
consumed energy in that period. There are two types of load shape model, 
time of day model and dynamic model. In the time of day model, the load 
is defined by a time series at each discrete sampling time of the forecasting 
period. The advantage of this model is its simple structure which can be 
updated rapidly. The disadvantage of this model is that it misrepresents the 
relation between load and weather.  The dynamic model recognizes the fact 
that the load is not only a function of the time of the day but also of its 
most recent behavior as well as the weather as a random input.  

 There are two basic types of dynamic models, autoregressive moving 
average (ARMA) model and state-space model. The ARMA model’s 
common form is 

 z(t) = yp(t) + y(t)             (2.1) 

where yp(t) is a component dependent on the time and weather for a 
particular day, and y(t) is an additive load residual term describing 
influences due to weather pattern deviations from normal and random 
correlation. The ARMA model would include weather as an explicit input. 
However, the model would have to adjust several parameters in areas with 
a lot of climatic changes. The most important weather input is based on the 
temperature deviation. This input is described as a non-linear function of 
the difference between normal and actual temperatures. 

 The state space model has a general form of 

 z(t) =  cT x(t)              (2.2) 

where 

 x(t+1) = A x(t) + B u(t) + w(t)            (2.3) 

x(t) is state vector at time t, u(t)  is a vector of base weather input, and w(t) 
is the vector of white noise input. Matrices A and B are considered 
constant. The main difference between ARMA and state space models is 
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that the state space model assumes that the parameters that define the 
periodic component of the load are random processes. 

 There are no certain advantages of the state-space model over the 
ARMA model. However, one possible area where the state-space model 
may be more advantageous is in the development of bus load forecasting 
where bus loads exhibit a high degree of correlation.  
 
 
2.2 SHORT-TERM LOAD FORECASTING WITH ANN 

The main problem with the previous works was to make proper non-linear 
mathematical models for load and other data such as temperature and 
humidity. Another method to represent non-linear functions is by using 
ANN. ANN is capable of sufficiently representing any non-linear 
functions. 
 
 
2.2.1 Introduction to ANN  
  
ANN is a computer information processing system that simulates the 
function of human brain. Human brain consists of billions of 
interconnected cells called neurons. Neurons have four different parts: 
soma or cell body, dendrite, axon and synapses, as shown in Figure 2.1.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.1 Illustration of Biological Neuron 
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          Dendrites receive electric potential from other neurons. These 
potentials were given weight by synapses. The weight given by synapses 
can be either excitatory or inhibitory. The excitatory weight increases the 
voltage of potential, and the inhibitory weight decreases the voltage of 
potential. The soma sums all potentials given by the dendrites. If the sum 
of all potentials exceeds a certain value (threshold), the soma will fire an 
action potential through an axon. The axon will deliver this action potential 
to another neuron. After firing the action potential, the soma will reset the 
voltage to the resting potential, and it has to wait some time until it can fire 
another potential (refractory period). 

 Biological form of a neuron can be modeled as shown in Figure 2.2. 
Dendrites are modeled as an input vector that gathers the information from 
an outside neuron. The weight vector represents synapses that put weight in 
the information. The adder is a representation of the soma that sums all of 
the incoming information. The transfer function represents a certain value 
that controls neuron fire, and finally the axon can be represented as an 
output vector. 

 

 

 

 

 

 

 

 

 
Figure 2.2 Mathematical Model for Neuron 

 

 

 Every ANN model can be classified by its architecture, processing, 
and training. The architecture describes the neural connections. Processing 
describes how networks produce output for every input and weight. The 
training algorithm describes how ANN adapts its weight for every training 
vector. 

 In general, the ANN architecture consists of three parts: input layer, 
hidden layer, and output layer, as shown in Figure 2.3. The input layer is a 
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layer with connection to the outside world. The input layer will receive 
information from the outside world. The hidden layer does not have 
connection to the outside world; it only connects to the input layer and the 
output layer. The output layer will give the ANN output to the outside 
world after the incoming information is processed by the network.  

 
 

 

 

 

 

 

 

 

 

Figure 2.3 General ANN Model 
 

 

 There are four kinds of ANN architecture that are commonly used, 
namely, a single layer network, a multi layer perceptron, a Hopfield 
network, and a Kohonen network.  The single-layer network is an ANN 
architecture that does not have hidden layer, as shown in Figure 2.4. Since 
the input layer sometimes is not counted as a layer, this architecture is 
called a single-layer network. This network can be categorized as a 
feedforward ANN, because information flows in one direction, that is, to 
the output layer. 

 The multi-layer perceptron is the most common architecture.  Unlike 
the single-layer perceptron, the multi-layer perceptron always has a hidden 
layer, as shown in Figure 2.4. The simplest form of the multi-layer 
perceptron will have three layers, an input layer, a hidden layer and an 
output layer. There is still no best method in determining the number of 
hidden layer and neurons for each hidden layer. This number is usually 
found by using heuristics. 

 The Hopfield network can be categorized as a feedback ANN, as 
shown in Figure 2.5, since in this network a layer not only receives 
information from previous layer but also from previous output and bias. 
Every neuron connected with each other will have two output values, -1 
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(OFF) or +1 (ON). Output for every neuron is dependent on the previous 
activation. 

 

 

 
 

 
 
 
 
 
 
 

Figure 2.4 Single- and Multi-Layer Network 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.5 Hopfield Network 
 
  
 The Kohonen network consists of feedforward input units and a 
lateral layer, as shown Figure 2.6. The lateral layer has several neurons, 
which are laterally connected to their neighbors. The Kohonen network can 
organize itself and can cause the neighboring unit to react the same way. 
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Figure 2.6 Kohonen Network 

 
 
2.2.2 Application of ANN to STLF 
 
The first ANN architecture for short-term load forecasting (STLF) was a 
simple feedforward multi-layered perceptron. The output produced by this 
ANN was an integrated load value, including peak, valley, and mean daily 
load values. The ANN input was the prospective hour and day. 

 The use of ANN on STLF can be broken down into two groups 
based on learning strategies: supervised and unsupervised learning. In 
supervised learning, the network produces output based on the given input 
and compares this output with pre-tested outputs. If the output produced by 
the network is not correct, the network will adjust its weights. In 
unsupervised learning, only the input has to be given to the network 
without a feedback from the corrected output. The network will adjust 
itself to satisfy the inputs. Most applications use a supervised learning 
ANN. In a supervised leaning ANN, a feedforward multi-layered 
perceptron ANN is widely used, and many enhancements have been 
explored.  

 The partitioning method is one of the enhancements. It was 
developed because of differences in the load shape for every season and 
every day. The partitioning method divides the network into several sub 
networks. For example, in [Els93] the network was divided into the 
following groups: Monday, Tuesday, Wednesday through Friday, Saturday, 
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and Sunday. In [Cha93] and [Kha93] one week was divided into three 
groups: Saturday, Sundays, and weekdays. In [Ker93] the network was 
divided into seven ANN, each with 24 outputs. However, [Bak95] pointed 
out that one ANN for every day of each week was better than the 
partitioning method. 

 Another way to implement partitioning is to divide the input based 
on hours or seasons. In  [Bac92], 24 networks were used to represent every 
hour in a day. In [Kha92], 2 models was used, one for summer and the 
other for winter. In [Kho95], a short-term load forecasting was divided into 
three modules to represent weekly, daily, and hourly modules. The modular 
outputs were combined using an adaptive linear element. Another method 
for partitioning [Moh95] divides a year into four seasons (summer, winter, 
and transitions), and every season divided into three different kinds of day  
(Monday, weekday and weekend), and each day divided into five periods 
(1am, 6 am, 11 am, 1 pm, 9pm). 

 Another supervised learning method that is used for STLF is the 
recurrent ANN [Dju93]. The difference between a recurrent ANN and a 
multi-layered perceptron is in the use of context layer. The function of the 
context layer is to preserve historical data. The output of hidden layers will 
propagate not only to the output layer but also to the context layer.  

 [Bau93] is an example of unsupervised learning in STLF. In this 
study, seven Kohonen maps are used to process data without the weather 
effect. Each map represents a day in the week. During the training process, 
every neuron will have a load profile. For one-year data, the neurons store 
the load profile in the form of 6 × 6 Kohonen map. For considering the 
weather effect, two layers of ANN are used. The basic idea is to relate 
errors produced by the Kohonen network to weather data. Other techniques 
are combined with ANN, such as fuzzy logic, machine learning, and a 
genetic algorithm, to improve the forecasting performance. 

 Many papers report the use of fuzzy logic with ANN on STLF. The 
first use of fuzzy logic in STLF was in a fuzzy-expert system algorithm 
subset as a pre-processing layer. The basic idea for the use of fuzzy logic is 
to divide the variables into subsets, defined as low, medium, and high. The 
membership degree for each subset is processed by ANN. In [Tor91] and 
[Kim95] fuzzy-expert system is used to improve the forecast done by 
ANN. 

 Another study uses fuzzy as a post-processor [Kim93]. In that study, 
multi-layered feedforward ANN is used to make a provisional forecast. The 
input data include load data from an hour before, two hours before and 
some load data from a week and two weeks before. By observing these 
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input data, the ANN would forecast the load without any weather data. The 
fuzzy-expert system is then used to capture the effect of weather. The final 
forecast is obtained by summing the ANN forecast and the effect of 
temperature changes introduced by the fuzzy system. 

 In [Sri95] a fuzzy system was used to overcome the ANN’s inability 
to forecast on weekends, because of the lack of historical data. Another 
interesting subject in that paper is a study made in Singapore, which has a 
tropical climate. So the effect of temperature was not as large as that in a 
four-season country. Despite this, the study uses maximum, minimum, and 
daily average temperatures. Rain forecasts were also used for this study 
since rain has a bigger effect than temperature. The input data further 
included special events to cover holiday patterns. A fuzzy system in the 
study was used as a front-end processor. Input data were fuzzified and 
supplied as input to the multi-layer perceptron ANN. The ANN output 
from this ANN was then defuzzified to produce the 24 hour load forecast. 

 Fuzzy was not the only system that was combined with ANN to 
make load forecasts. Another hybrid system is based on using a machine 
learning approach with ANN [Rah93]. The machine learning approach is 
developed to complement ANN for enhancing the reliability of forecast 
and improving the overall accuracy. In the case of maximum load forecast, 
the proposed method displays better accuracy and a smaller variance than 
ANN. 

 Genetic algorithm is also combined with ANN for load forecasting 
[Erk97]. In this method, STLF consists of three modules. The first module 
uses a modified Kohonen network to cluster the daily load curve. A genetic 
algorithm is used in the second module to determine the most appropriate 
supervised ANN topology and initial weights for each cluster. In the third 
module, a three-layer back propagation ANN is used for the hourly load 
forecast. 
 
 
2.2.3 STLF Using MATLAB’S ANN Toolbox  
 
MATLAB is a high-performance language for technical computing. It 
integrates computation, visualization, and programming in an easy-to-use 
environment [Mat99a]. MATLAB toolboxes are collections of m-files that 
extend MATLAB’s capabilities to a number of technical fields such as 
control system, signal processing, optimization, and ANN. In the ANN 
Toolbox version 3.0 [Mat99b], MATLAB provides 12 training functions, 
many of which are highly efficient. Also provided in the toolbox is the 
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modular network representation, which allows a great deal of flexibility for 
the design of one’s own custom network.  

 Since MATLAB has provided a variety of tools, it is natural to apply 
MATLAB’s ANN Toolbox to load forecasting. A commonly used 3-layer 
back propagation ANN is employed. Some discussion of input layer, 
hidden layer, and output layer follows. 

Input Layer. It is important to note that the input layer can accommodate 
any factors affecting the load pattern directly or implicitly, including types 
of day, load, temperature, humidity, and wind.  

Hidden Layer. The number of neurons in the hidden layer has to be 
determined by heuristics, since there is no general method available to 
determine the exact number of neurons in the hidden layer. If the number is 
too small, the network cannot find the complex relationship between input 
and output and may have difficulty in convergence during training. If the 
number is too large, the training process would take longer and could harm 
the capability of ANN.  

 The number of neurons in the hidden layer would vary for different 
applications and could usually depend on the size of the training set and the 
number of input variables. A few heuristic rules are given as follows:  

• The number of hidden layer neurons is equal to two times the number 
of input layer neurons plus one, or 

• The number of hidden layer neurons is equal to the number of input 
layer neurons plus number of output layer neurons, or 

• The number of hidden layer neurons is equal to sum of the number of 
input layer neurons and the number of output layer neurons divided by 
two. 

In practice, it would be better to make several tries before determining an 
appropriate number. Fortunately, using MATLAB, it would be a very easy 
and quick task to compare the impact of the number of hidden layer 
neurons on the performance of ANN. 

Output Layer. As for the output layer, it is relatively easy to set up as 
compared to the input and hidden layers. We would need to provide target 
loads for training at the training stage and produce forecasting results at the 
forecasting stage.  
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2.3 ANN ARCHITECTURE FOR STLF 
 
2.3.1 Proposed ANN Architecture 
 
One of the keys for designing a good architecture in ANN is choosing 
appropriate input variables. In the case of short-term load forecasting, these 
inputs can be divided into time, electrical load and weather information. 
The time information may include the type of season, days of a week, and 
hours of a day. The load information may include previous loads. The 
weather information may include previous and future temperatures, cloud 
cover, thunderstorm, humidity, and rain. 

 Until now, there have been no general regulations on input types in 
designing the ANN for STLF. However, as a matter of principle, historical 
load and temperature represent the most important inputs. For a normal 
climate area, these two inputs and other related inputs (e.g., time) would be 
enough to make a good short-time load forecasting. However, for extreme 
weather conditions in humid areas or in areas with many thunderstorms, 
additional weather factors should be included for forecasting. 

 In the proposed architecture, ANN is designed based on previous 
loads, type of season, type of day, hours of a day, previous day’s 
temperature and temperature forecast. Only two weather factors are used in 
this architecture, since the forecasted load is assumed to be a normal 
climate area. 

 A block diagram for the proposed ANN architecture is shown in 
Figure 2.7. There are a total of 73 neurons in the input layer. The first 
neuron is used to define the day of the forecast. A day of the week would 
be assigned to a number ranging from 1 to 7, Monday as 1, Tuesday as 2, 
Wednesday as 3, and so on. for this neuron. We could represent the type of 
day in a week by using seven neurons; however, that would mean adding 
more neurons and slow down the training process. Another possibility is to 
try a separate network for every day of the week, which would end up with 
too many networks to train. 

 The next 24 input neurons represent the previous day’s hourly load. 
We could have included the previous week’s load data corresponding to the  
same day. However, that would increase the length of the input data with 
only a minor improvement in performance. 
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Figure 2.7 Block Diagram 

 

  

 The next 48 neurons are used to capture the effect of temperature. 
The first 24 neurons are used for previous day’s temperature and another 
24 neurons for the next day’s temperature forecast. In the hidden layer, 
three seasonal networks are used, which will be discussed in the next 
section. The output layer of all seasonal networks comprises 24 neurons. 
These neurons represent 24 hours in a day of forecast. 

 
2.3.2 Seasonal ANN  

 
Figure 2.8 depicts the weekly loads for each season. The highest load 
would occur in winter, and the second highest in summer. The loads in 
spring and fall have slight differences. The temperature would also differ in 
every season, that is, winter would have the lowest temperature and 
summer the highest temperature.  

 With this in mind, it would be better to differentiate between the 
seasons by using different ANN modules. Accordingly, the training would 
be easier and there is a chance to have better results. We consider three 
ANN modules for summer, winter, and spring/fall. Winter and summer 
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seasons are represented by different networks. Spring and fall seasons are 
represented by one network, because of the similarity in their loads and 
temperatures. In the training process, every network is only supplied by 
data on that particular season. 
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Figure 2.8 Weekly Loads for Each Season 

 

 

 Three seasonal networks have the same architecture, which is a 
three-layer feedforward ANN. It has 73 neurons in the input layer, 90 
neurons in the hidden layer, and 24 neurons in the output layer. The 
seasonal network model is shown in Figure 2.9. 

 The number of neurons in the input or the output layer is already 
fixed, based on the input and output data chosen. The number of neurons in 
the hidden layer is determined as follows. We begin with a small number 
and then increase the number gradually until the training process is 
matured. Accordingly, an appropriate number for neurons in the hidden 
layer is chosen as 90, based on training time and training results. 
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Figure 2.9 Seasonal Network Architecture 

 
 
2.3.3 Adaptive Weight 
 
In engineering applications of ANN, the training process could be done 
once, and the weights could be treated as fixed values. However, in order 
to correlate load changes with time and weather, ANN weights for load 
forecasting are updated regularly, based on the latest information. 

Suppose that the weight adaptation is done daily based on back-
propagation. Everyday, ANN forecasts the load for the following day and 
stores this information. Once the actual load is made available, the 
difference between actual and forecasted loads would be calculated and 
propagated back to the weights, using the same method as in the training 
process. Figure 2.10 illustrates the weight adaptation procedure. This 
procedure would implicate the latest information for training. 
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2.3.4 Multiple-Day Forecast  
 
The proposed ANN could be expanded to forecast loads for several days 
ahead with the following strategy, which is illustrated in Figure 2.11: 

• Load forecast for the d day acts as the previous day load for the d + 1 
day forecast, and 

• Temperature forecast for the d day acts as the previous day temperature 
for the d + 1 day forecast. 

As long as the temperature forecast for the d + k day is available, this 
procedure can be repeated d + k times.  

 

 

 

 

 

 

 

 

 

 
Figure 2.10 Weight Adaptation Procedure 

 

 
 

 

 

 

 

 
 

Figure 2.11 Multiple Days Forecast 
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 Although a forecast for more than seven days can be done, it is 
generally not recommended because of cumulative errors. Since each 
forecast will have an error with regard to the actual load, a load forecast for 
a wider time span will have cumulative errors, which make the forecast no 
longer precise. Another reason for not doing a forecast beyond seven days 
is the availability of a temperature forecast. Hourly temperature forecasts 
for more than seven days are rarely made by weather stations. Even if the 
data were available, the forecast would not reliable. 
 
 
2.4 NUMERICAL RESULTS  
 
This section will first describe training and test data used to test the 
proposed ANN model for short-term load forecasting. Both load and 
temperature data will be presented. Stopping criteria for the training 
process are discussed. 

 The section will then discuss results from the proposed ANN model 
based on the daily average percentage error and the mean absolute 
percentage error for peak and hourly loads in all seasons. Results for 
multiple-day forecast are also discussed. To show the advantages of the 
proposed ANN model, comparisons are made with two other models. 

 
2.4.1 Training and Test Data 
 

Load and weather data are used for training and tests as discussed in the 
previous section. Daily load data are comprised of hourly loads, and daily 
weather data are comprised of the hourly temperatures of the day.  

 

Load Data. The 1996 calendar year is used for this study starting with 
January 1 and peak load for the system is 2850 MW. We follow the RTS 
load data (see Appendix C) for weekly, daily, and hourly peak percentages.  

 As for the daily load, daily peak load occurs on Tuesday, lower loads 
occur during the weekend, and the lowest load occurs on Sunday. In 
determining hourly loads, we differentiate between the type of the day as 
weekdays and weekend. These hourly loads also differ for every season: 
spring and fall have the same pattern; winter and summer have their own 
patterns. Winter peak loads occur in the evening, and summer peaks occur 
in the afternoon when the temperature rises.  
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 In Table 2.1, the maximum load of the year occurs on week 51 or the 
third week of December, which is a winter peak. The second peak occurs 
on week 23 or the first week of June, as temperature starts to increase at the 
beginning of summer. The minimum load occurs on week 38 or the third 
week of September, which is in the fall season.  

Figures 2.12 and 2.13 show the seasonal maximum and minimum 
loads, respectively. Comparing seasons, we learn that winter has the 
highest load, due to the cold weather and the use of electrical heaters. The 
lowest load of all seasons occurs during the fall season. 

 
 

Table 2.1 Maximum and Minimum Loads 

Maximum Load Minimum Load 
Season Week Load (MW) Week  Load (MW) 
Winter 51 2850 8 1026 

Summer 23 2565 27 1006 
Spring 16 2280 15 1001 

Fall 43 2052 38 965 
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Figure 2.12 Seasonal Load Shape During Maximum Load 
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Figure 2.13 Seasonal Load Shape during Minimum Load 

 

Weather Data. Based on the proposed ANN model the only necessary 
weather data are the hourly temperatures. For this purpose, temperature 
data at the O’Hare Airport during the year of 1996 shown in Figure 2.14 
are used. These data are available from the National Climatic Data Center 
(NCDC). 

 There are two types of temperature data for the ANN model: hourly 
temperature data from previous day and hourly temperature data for the 
day of forecast. For example, to forecast the load for January 2, 
temperature data on January 1 represent the data from the previous day, 
and the temperature data on January 2 are used for the hourly temperature 
forecast. The maximum and minimum temperatures for all seasons during 
the year are shown in Table 2.2. 

Training and Test Sets. All data are divided into three parts in Table 2.3 
based on the season. The data for each season are divided again into two 
parts as training and test sets. Test sets will not be used for training; their 
purpose is only to examine errors produced by ANN after training. 
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Figure 2.14 Typical Seasonal Temperature 

 

  
 

Table 2.2 Maximum and Minimum Temperatures 

Max Temp Min Temp 
Season Week Temp (F) Week  Temp (F) 
Winter 45 56 49 -0.5 
Spring 16 59 9 13 

Summer 28 93 18 43 
Fall 33 87 38 39 

 
 
 

Table 2.3 Training and Test Sets 

         Training Sets Test Sets 
Season Weeks No. of Input Vector Weeks No. of  Input Vector 

 
Winter 

1-9 & 44-47 
Jan, Feb, Nov 

 
91 

48-52 
Dec 

 
28 

 
Spring/Fall 

10-17 & 40-43 
Mar, Apr, Oct 

 
84 

36-39 
Sept 

 
28 

 
Summer 

18-22 & 27-30 
May, July 

 
63 

23-26 
June 

 
28 
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 One month in each season will be used as a test set, based on the load 
in that particular month. For winter, December or week 48 to week 52 will 
be the test set, since the yearly maximum load occurs on week 51. For 
summer, the test set will be the month of June or week 23 to week 26, since 
the summer maximum load or the second highest load during a year occurs 
on week 23. For fall, the month of September, that is weeks 36 to 39, are 
chosen for the test set, since the yearly minimum load occurs on week 38. 

 Each seasonal model will have a different number of training 
vectors, which will result in different processing times for training and 
different errors produced by each model.  

  
 
2.4.2 Stopping Criteria for Training Process 
 
Stopping criteria for the training process are based on the error produced 
by ANN. To determine the error, the absolute percentage error (APE) and 
the mean absolute percentage error (MAPE) are used, which are defined as, 

 %100APE ×
−

=
actual

actualforecast

Load

LoadLoad
          (2.4) 

 ∑=
hNhN

APE1MAPE              (2.5) 

where Nh is the number of hours in the forecasting period. 

 Each model is trained with its training sets for a certain amount of 
epoch (iterations). After the maximum number of epochs is reached, the 
model is tested by the training set. Based on test results, APE and MAPE 
can be calculated. If the calculated MAPE is higher than 3%, another 
training must be done. This process continues until all MAPE from test 
results are below 3%. Table 2.4 shows the approximate time for training. 
 
 

Table 2.4 Approximate Training Time for Each Model 

Model Approximate Training Time 
Summer 1.0 hours 

Spring/Fall 2.0 hours 
Winter 1.5 hours 
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 According to Table 2.4, the required time for each model to reach 
the 3% MAPE is not the same. One reason is the size of the training 
vectors, which is easy to understand. Another reason may be the 
temperature difference in each model. A larger difference in temperature 
would make it harder for ANN to recognize the pattern. 
 
 
2.4.3 ANN Models for Comparison 
 
Another ANN model (referred to as the Alt1 model) is considered for 
comparison. The Alt1 model, depicted in Figure 2.15, is similar to the 
proposed architecture, except that it uses one ANN module for all seasons.  

 Alt1 has 73 neurons in the input layer, 90 neurons in the hidden 
layer, and 24 neurons in the output layer. The number of neurons used in 
Alt1 is the same as that in the proposed architecture. This is done 
intentionally for comparison. In using the same number of neurons in both 
architectures we can learn whether the partitioning method of the proposed 
architecture would have a better performance compared with the 
performance of the Alt1 model. The same method used for training the 
proposed architecture is applied to the Alt1 model.  

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.15 Alt1 Model 
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 Another difference between Alt1 and the proposed architecture is the 
use of training data. In the proposed architecture, data are divided into 
three seasonal sets according to the partitioning method. Since Alt1 will 
only use one network, it is not necessary to divide the data. The three 
training sets used in the proposed architecture will be combined into one 
training set for Alt1. Alt1 will use the same test sets as that of the proposed 
architecture. 

 A third model is built based on [Kho97] (referred to as the Alt2 
model shown in Figure 2.16). There are some similarities in input used 
between this model and the proposed architecture: both use previous day’s 
load, previous day’s temperature and temperature forecast. The only 
difference in input is that in Alt2, days of the week are represented with 
seven neurons instead of one neuron used in the proposed architecture.  

 Alt2 comprises two networks, Base Load Forecast (BLF) and 
Change Load Forecast (CLF). BLF is intended to forecast the regular load 
for the next 24 hours, while CLF predicts the change of load for 24 hours. 
The final forecast is obtained by a linear combination of BLF and CLF 
forecasts. 
 
 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 2.16 Alt2 model 
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2.4.4 Performance of One-Day Forecast  
 
This section will present results for one-day forecast. Each test set (June, 
September and December) has 28 input and output vectors. These vectors 
represent load and temperature data for the days of the week in that 
particular month. The testing process will follow the same procedure as 
that applied to the training process. Hourly load and temperature data from 
the previous day are given to input layer neurons. The next day temperature 
is given as forecast, and the next day’s load is compared with the 
forecasted load to calculate APE. After the training process is done, ANN 
is validated with the test set. MAPE for each daily forecast is calculated 
and then compared with that of Alt1. Besides, the APE for the daily peak 
load and the maximum error are also calculated. Each seasonal model is 
validated with a test set from the same season.  

Winter Result. Figure 2.17 shows the winter results for the proposed 
model. Table 2.5 compares the winter results of the proposed models, Alt1 
and Alt2 models.  
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Figure 2.17 Winter Forecast and Actual Load for the Proposed Architecture 
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 As Table 2.5 shows the winter model can predict the December load 
which is higher than the usual. On the third Tuesday of December, when 
the yearly peak load occurs, the maximum APE of the proposed model is 
4.57%. This level of error could be expected since this amount of load is 
not in the training vector. Nevertheless, the proposed model can still make 
good predictions since the MAPE for this day is only 2.72%. 

 

Table 2.5 Winter Model Performance 

    MAPE (%) Peak Load APE (%) Max APE (%) Week  
& Day Proposed Alt1 Alt2 Proposed Alt1 Alt2 Proposed Alt1 Alt2 

Mon 3.02 2.86 2.72 2.58 3.84 3.05 5.44 7.24 8.26 
Tue 1.03 2.16 1.43 0.59 1.86 0.35 2.92 6.10 5.36 
Wed 3.35 2.47 1.66 2.52 2.93 0.37 4.84 6.51 6.11 
Thu 2.14 1.92 2.02 1.46 0.49 0.31 3.41 5.63 7.48 
Fri 0.78 4.39 2.47 1.15 5.30 0.29 1.57 8.43 7.63 
Sat 2.46 8.01 3.29 1.55 7.92 1.40 5.23 27.69 8.44 

49 

Sun 1.79 3.57 2.80 1.52 0.95 0.24 4.16 8.09 8.19 
Mon 0.30 2.99 3.37 0.10 1.88 1.41 0.63 7.79 8.66 
Tue 0.72 2.17 2.90 1.51 0.42 0.27 1.78 5.68 9.28 
Wed 0.37 8.02 2.46 0.18 9.55 0.11 1.12 10.06 8.32 
Thu 0.33 3.39 2.01 0.18 3.25 0.21 0.97 7.99 8.16 
Fri 1.05 5.31 1.48 1.25 4.82 0.28 2.02 11.54 6.21 
Sat 0.50 5.14 2.43 0.22 4.84 1.04 1.69 12.24 6.24 

50 

Sun 0.48 1.26 3.06 0.32 0.37 2.24 1.36 3.96 9.04 
Mon 1.30 5.47 3.18 2.43 4.09 4.80 2.70 7.47 6.62 
Tue 2.72 1.64 2.15 4.47 2.55 1.59 4.57 5.03 7.27 
Wed 0.78 1.90 1.55 1.56 1.19 0.67 1.56 7.32 5.57 
Thu 0.58 2.93 2.13 1.01 2.86 0.74 1.59 7.70 8.03 
Fri 1.53 5.18 2.11 2.11 5.25 0.35 2.72 9.91 7.71 
Sat 1.36 3.99 4.07 1.92 4.55 0.83 2.86 10.52 8.63 

51 

Sun 0.54 1.97 4.00 0.26 0.16 0.04 1.59 6.18 8.81 
Mon 1.01 4.47 2.94 1.31 5.48 0.37 2.43 7.14 6.40 
Tue 1.79 1.61 2.18 2.48 0.46 0.30 2.58 5.42 6.90 
Wed 0.86 2.12 2.14 0.69 2.54 0.70 1.77 4.49 6.82 
Thu 1.24 1.43 2.21 0.68 1.11 0.21 2.61 4.31 7.04 
Fri 1.60 4.89 2.36 2.15 3.36 0.79 2.60 9.49 6.38 
Sat 0.41 2.78 2.85 0.12 1.24 2.65 1.59 7.00 7.45 

52 

Sun 0.34 1.58 2.35 0.27 3.99 3.45 0.99 4.90 5.94 
Average 1.23 3.42 2.51 1.30 3.12 1.04 2.47 8.06 7.39 

  

The APE for daily peak load of the proposed model is within the 
range of 0.10% to 4.47 %, which indicates that the proposed model can 
forecast higher peak loads. Daily maximum APE of the proposed model 
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falls in the range of 0.63% to 5.44%. The worst weather condition occurs 
on Sunday of the week 51 with a temperature of -0.5º F.  The daily MAPE 
of the proposed model on that day is only 0.54%, which verifies the 
accuracy of the proposed model. 

 The results of Alt1 and Alt2 models are not as promising. The 
MAPE of Alt2 is between 1.43% and 4.07%, while for Alt1, it is between 
1.26% and 8.02%. The maximum APE of Alt2 is between 5.36% and 
9.28% and that of Alt1 is between 3.96% and 27.96%. On the coldest day 
of the year (i.e., Sunday of week 51), Alt1 has an MAPE of 1.97% and 
Alt2 has an MAPE of 4%. 

 
Spring/Fall Results. Figure 2.18 shows the spring/fall result of the 
proposed model. Table 2.6 compares the spring/fall results of the proposed, 
Alt1 and Alt2 models.  

 The loads for September are used as a test case since the minimum 
load of the year occurs during the weekend of the third week of September. 
On Saturday and Sunday of the week, the spring/fall model could achieve 
0.78% and 1.68% of MAPE, indicating that the spring/fall model could 
forecast the smallest load during the year. In the same two days, Alt1 has 
MAPEs of 1.78% and 1.95%, respectively, and Alt2 has MAPEs of 1.14% 
and 1.19%, respectively.  
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Figure 2.18 Spring/Fall Forecast and Actual Load for the Proposed Architecture 
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 The MAPE of the proposed model is in the range of 0.51% to 3.30%. 
The MAPE of the Alt1 model is in the range of 1.51% and 2.92%, and for 
Alt2, it is between 0.65% and 5.88%. The APE for the daily peak load of 
the proposed model is within the range of 0.08% to 4.11%, and the highest 
occurs during the Monday of week 38. In comparison, Alt1 has a peak load 
APE between 1.03% and 5.11%, and for Alt2 it is between 0.07 and 9.77%. 

 The daily maximum APE of the proposed model is in the range of 
1.77% to 5.57%, and the highest occurs during the Tuesday of week 38. 
The maximum APE of Alt1 is between 1.36% and 5.27%, and for Alt1, it 
is between 2.05% and 15.30%. 
 
 

Table 2.6 Spring/Fall Model Performance 

MAPE (%) Peak Load APE (%) Max APE (%) Week 
& Day Proposed Alt1 Alt2 Proposed Alt1 Alt2 Proposed Alt1 Alt2 

Mon 1.01 2.01 5.80 0.67 1.67 5.20 4.10 2.87 12.67 
Tue 0.58 1.58 3.15 0.30 1.30 3.62 4.30 1.98 6.92 
Wed 1.14 1.50 1.14 1.15 2.15 0.34 3.59 1.52 3.41 
Thu 0.60 1.60 0.98 0.08 1.08 1.86 2.55 2.76 2.05 
Fri 0.51 1.51 0.73 0.16 1.16 0.20 2.26 1.62 1.80 
Sat 1.01 2.01 1.23 0.95 1.42 1.89 1.82 3.35 2.45 

36 

Sun 1.20 2.20 1.55 1.67 2.82 0.61 1.77 3.20 4.10 
Mon 2.09 2.09 5.88 1.70 2.70 5.93 1.63 3.59 7.10 
Tue 2.02 2.48 1.82 1.91 2.91 0.63 2.78 2.98 3.35 
Wed 0.80 1.80 1.59 0.58 1.58 1.39 2.12 1.77 3.09 
Thu 2.15 2.60 1.67 1.90 2.90 1.28 1.97 3.12 3.56 
Fri 1.39 1.86 1.59 1.97 2.97 2.15 3.02 2.51 3.12 
Sat 0.78 1.78 2.23 0.80 1.42 1.82 2.69 1.88 5.06 

37 

Sun 0.76 1.76 1.19 0.24 1.09 0.22 2.36 2.78 5.07 
Mon 3.30 2.13 1.54 4.11 5.11 9.77 4.20 5.27 15.30 
Tue 1.74 2.74 0.82 1.35 2.35 0.45 5.57 2.90 2.40 
Wed 0.51 1.51 0.76 0.47 1.47 1.28 2.56 1.36 2.71 
Thu 1.92 2.92 0.95 2.77 3.77 1.34 2.59 3.22 2.63 
Fri 1.59 2.59 0.90 2.81 3.81 0.07 3.72 3.04 2.83 
Sat 0.78 1.78 1.14 0.84 1.03 0.24 3.86 2.44 4.43 

38 

Sun 1.68 1.95 1.19 2.00 2.54 1.00 2.59 2.89 4.15 
Mon 2.01 2.39 1.26 3.99 4.99 0.96 3.43 5.05 2.17 
Tue 0.90 1.90 0.67 1.19 2.19 0.17 3.58 1.95 1.81 
Wed 0.99 1.99 0.65 0.99 1.99 1.66 2.77 1.88 1.66 
Thu 0.76 1.76 0.73 0.63 1.63 1.01 3.61 1.74 2.51 
Fri 0.68 1.68 0.94 0.81 1.81 0.65 3.60 1.75 2.64 
Sat 0.64 1.64 1.87 0.42 2.07 1.13 2.59 2.10 4.46 

39 

Sun 1.00 2.00 2.15 1.66 2.01 1.32 1.99 2.09 3.35 
Average 1.34 1.99 1.65 1.36 2.28 1.72 2.97 2.63 4.17 
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Summer Results. Figure 2.19 shows the summer result of the proposed 
model. Table 2.7 compares the spring/fall results of the proposed model, 
Alt1 model and the Alt2 model.  

 The test set is the hourly load from the month of June. This month is 
chosen because the second highest load during the year occurs on week 23 
or the first week of June. During this period, the proposed model has good 
accuracy with a maximum 1.88% MAPE. 

 Alt1 has an MAPE in the range of 1.06% and 6.74%. Alt2 has an 
MAPE in the range of 1.31% and 4.73%. In comparison, the proposed 
model has an MAPE in the range of 1.27% and 2.43%, which is lower than 
the other two.  

 The highest APE for the daily peak load of the proposed model 
occurs on Friday of week 25, which is 2.87%. While Alt1 has an APE 
between 0.18% and 11.02% and Alt2 has an APE between 1.01% and 
4.57%. 

 The maximum APE of the proposed model occurs on Friday of week 
24, which is 3.36%. While the maximum APE of Alt1 is in the range of 
2.05% to 8.51% and that of Alt2 is between 1.71% and 7.87%. 
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Figure 2.19 Summer Forecast and Actual Load for the Proposed Architecture 
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Table 2.7 Summer Model Performance 

MAPE (%) Peak Load APE (%) Max APE (%) Week  
& Day Proposed Alt1 Alt2 Proposed Alt1 Alt2 Proposed Alt1 Alt2 

Mon 1.57 3.75 4.73 1.60 5.43 4.44 2.09 7.85 7.87 
Tue 1.88 2.22 1.36 2.19 4.68 1.09 2.48 7.28 2.01 
Wed 1.56 6.74 1.50 1.65 1.89 1.22 2.14 8.51 2.39 
Thu 1.39 3.99 1.43 1.37 9.98 1.12 2.60 5.79 1.99 
Fri 1.27 3.82 1.47 1.06 10.43 1.29 1.86 6.49 2.36 
Sat 1.59 5.15 2.05 1.43 9.87 1.01 2.46 7.23 3.78 

23 
    

Sun 1.49 3.81 1.94 1.47 11.02 1.95 2.59 5.24 3.30 
Mon 1.45 5.71 2.07 1.61 7.57 1.12 2.13 7.43 4.01 
Tue 1.44 1.66 1.35 1.17 4.56 1.28 2.90 3.39 2.21 
Wed 1.51 1.60 1.58 1.22 1.01 1.52 2.44 3.27 2.40 
Thu 2.36 4.96 1.32 2.58 3.52 1.52 3.13 6.96 2.10 
Fri 2.22 2.81 1.44 1.97 2.78 1.05 3.36 5.32 2.11 
Sat 1.58 1.08 1.47 1.19 4.71 1.72 2.19 2.05 2.13 

24 

Sun 1.48 2.50 1.47 1.39 2.80 1.34 1.95 3.08 2.31 
Mon 1.48 2.13 1.99 1.44 0.18 1.58 2.39 2.89 3.37 
Tue 1.47 1.06 1.77 1.67 2.96 1.61 2.03 3.68 2.53 
Wed 1.54 4.40 1.31 1.68 0.90 1.34 2.32 6.45 2.09 
Thu 1.98 1.70 1.38 2.39 3.00 1.56 3.15 2.48 2.12 
Fri 2.43 3.45 1.32 2.87 6.93 1.35 3.35 5.17 1.71 
Sat 1.73 4.42 1.63 1.11 7.06 1.62 2.40 5.05 2.64 

25 

Sun 1.52 4.02 1.58 1.73 7.66 2.30 2.88 4.63 2.30 
Mon 1.69 4.22 4.27 1.65 0.22 4.57 3.02 6.95 4.57 
Tue 1.44 3.15 1.48 1.39 3.83 1.78 1.99 6.29 2.45 
Wed 1.27 3.39 1.39 1.00 0.18 1.20 1.63 3.39 1.99 
Thu 1.29 5.87 1.75 1.85 1.94 2.30 2.06 3.84 3.22 
Fri 1.43 3.62 1.95 1.02 6.28 1.54 2.37 5.02 3.59 
Sat 1.40 3.61 2.22 1.11 6.63 2.54 2.46 4.05 3.41 

26 

Sun 1.70 1.98 2.45 1.73 8.89 2.23 3.18 4.98 2.78 
Average 1.61 3.46 1.84 1.59 4.89 1.76 2.48 5.17 2.85 

 
 
The highest temperature for this month was 84ºF, which occurred on 
Wednesday of week 25. On this day, the MAPE of the proposed model was 
1.54%, and the MAPEs of Alt1 and Alt2 were 4.4% and 1.31%, 
respectively. From this result, we learn that Alt1 is not capable of making 
an accurate forecast in extreme weather conditions. The best result is given 
by Alt2, while the proposed model shows a reasonably good performance.  

 

Comments. Based on the test results, the proposed architecture shows a 
satisfactory performance for all seasons and outperforms both Alt1 and 
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Alt2 models. There are significant differences in peak load APE and 
maximum APE between the proposed model and the alternative models. 

• The highest peak load APE of Alt1 is 11.02% on Sunday of week 23, 
and for the Alt2 model, the highest peak load APE occurs on Monday 
of week 38, which is 9.77%. These numbers are high compared with 
4.47% by the proposed architecture on Tuesday of week 51. 

• For the Alt1 model, the maximum APE can reach 27.69% on Saturday 
of week 49, and for the Alt2 model, the maximum APE occurs on 
Monday of week 38, which is 15.30%. These are very high compared 
with the maximum APE of the proposed architecture, which is only 
5.57% on Tuesday of week 38.  

 
2.4.5 Performance of Multiple-Day Forecast  
 
The proposed model’s capability in forecasting the load up to seven days is 
described in this section. As was mentioned earlier, a forecast for more 
than one day is possible by using a single day’s output as input for the 
following day. In this case, hourly temperature data for all forecasting days 
has to be available. 

 Figure 2.20 shows 14-day forecast results for spring and Figure 2.21 
shows the MAPE.  
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Figure 2.20 Spring Model’s 14-Day Forecast 
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 According to Figure 2.21, MAPE increases as we increase the 
number of forecasting days. The additional error stems from the cumulative 
daily load forecasting error. According to Figure 2.21, it is reasonable to 
forecast up to seven days as the MAPE of the first seven days can still be 
tolerated. However, the MAPE beyond seven days will be quite high. 

 Table 2.8 shows the MAPE analysis for the 7-day forecast in three 
seasons. From Table 2.8, for forecasts up to seven days, the proposed 
architecture still performs very well. MAPE during this test is between 
0.83% and 4.01%. The maximum MAPE for this test is slightly higher than 
the 3% standard used for the one-day forecast. However, this amount of 
MAPE can still be tolerated. 
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Figure 2.21 MAPE for 14-Day Forecast in Spring 

 
 
  

Table 2.8 MAPE for 7-Day Forecast 

Season Monday Tuesday Wednesday Thursday Friday Saturday Sunday 
Winter  0.83 1.58 1.97 1.10 1.67 2.57 4.01 
Spring 2.04 1.46 2.54 2.05 2.57 2.45 3.03 

Summer 0.97 0.98 1.77 2.72 2.64 3.35 2.40 
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2.5 SENSITIVITY ANALYSIS 
 
The main purpose of sensitivity analysis is to study the impact of various 
factors, especially the weather factor on the proposed architecture for load 
forecasting. Here, load data from week 10 to week 17 and from week 40 to 
week 43 are selected for analyses. 

2.5.1 Possible Models 
 
Depending on input factors, there are five possible models as listed in 
Table 2.9. In this table, time information is considered in all the models. 
Model 1 considers load. Model 2 considers load and temperature. Model 3 
considers load, temperature, and humidity. Model 4 considers load, 
temperature, humidity, and wind. Model 5 considers all these factors and 
some implicitly, when sufficient data are not available, or when 
considering all the factors in the ANN would require an excessive amount 
of training time. The corresponding numbers of layers in different models 
are shown in Table 2.10. 
 

Table 2.9 Factors Considered for Different Models 

Factors Model 1 Model 2 Model 3 Model 4 Model 5 
Type of day * * * * * 

Load of 
Previous day * * * * * 

Temperature of 
Previous day  * * * * 

Temperature of 
Forecast day  * * * * 

Humidity of 
Previous day   * * * 

(Implicitly) 
Humidity of 
Forecast day   * * * 

(Implicitly) 
Wind of 

Previous day    * * 
(Implicitly) 

Wind of 
Forecast day    * * 

(Implicitly) 
 

 
Table 2.10 Typical Number of Layers for Different Models 

Layer Model 1 Model 2 Model 3 Model 4 Model 5 
Input 25 73 121 169 73 

Hidden 50 90 150 200 90 
Output 24 24 24 24 24 
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2.5.2 Sensitivity to Input Factors 
 
The ε–δ method is employed in the sensitivity analyses of models 2 and 4. 
The idea behind the ε–δ method is that if we perturb the ANN input by a 
small amount (ε), we can analyze the sensitivity of ANN, which represents 
the input–output mapping, to the input by checking the variation of the 
output (δ).  

 Table 2.11 shows the results of Model 2 and Table 2.12 shows the 
results of model 4, in which MAPE is used to measure the forecasting 
accuracy. For instance, 0.623% in Table 2.11 corresponds to MAPE when 
the previous day’s load is preturbed by 1%. From Table 2.11, we learn that: 

• The larger the variation of an input factor, the larger is the variation of 
MAPE. 

• Historical loads have a larger impact on MAPE than historical and 
forecasting temperatures.  

• If the input perturbation were limited to 5%, the change in MAPE 
would be relatively small and limited to 2.76%. This highest MAPE 
occurs due to the perturbation of all factors. 

• The impact of the historical load is very similar to that of all factors. 
This point reveals that the load forecast is dominated by the historical 
load. 

 
Table 2.11 MAPEs of Model 2 

Magnitude of Variation  
0 1% 2% 3% 4% 5% 

Load of previous day 0.374 0.623 1.129 1.670 2.213 2.754 
Temperature of previous day 0.374 0.526 0.799 1.104 1.427 1.758 
Temperature of forecast day 0.374 0.511 0.763 1.045 1.343 1.654 

All the above 0.374 0.625 1.131 1.672 2.216 2.760 
 

 
In model 4, all weather information is considered as an input to ANN. 
Based on Table 2.12, we learn that: 

• The larger the variation of a factor, the larger is the MAPE. 

• Historical load will have the largest impact on forecasting. 
Temperature will have a larger impact than humidity and wind. The 
impact of humidity is similar to that of wind. 
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• If the variation is limited to 5%, the change in MAPE will be relatively 
small and limited to 2.214%, which occurs at variation of history load. 

• The variation of all factors has a smaller impact than the variation of 
only history load. This means that a variation of some weather factors 
may cancel out other’s impact. 

 
Table 2.12 MAPEs of Model 4 

Magnitude of Variation  
0 1% 2% 3% 4% 5% 

Load of previous day 0.298 0.499 0.896 1.331 1.772 2.214 
Temperature of previous day 0.298 0.358 0.509 0.705 0.920 1.142 
Temperature of forecast day 0.298 0.340 0.450 0.599 0.766 0.945 
Humidity of previous day 0.298 0.305 0.325 0.356 0.396 0.443 
Humidity of forecast day 0.298 0.308 0.337 0.379 0.429 0.485 

Wind of previous day 0.298 0.302 0.313 0.331 0.353 0.379 
Wind of forecast day 0.298 0.307 0.332 0.367 0.410 0.458 

All the above 0.298 0.460 0.797 1.179 1.568 1.959 
 

Comparison of Models 2 and 4. Comparing Tables 2.11 and 2.12, we 
learn that: 

• Variation of factors in model 4 will have a smaller impact on 
forecasting accuracy. This means that a more realistic model for the 
load forecast, with more factors included, would provide better 
performance. 

• As long as the variation of a factor is small, the accuracy of the load 
forecast will not be compromised much. This result supports the notion 
of using similar-day historical information for forecasting. 

 
2.5.3 Inclusion of Temperature Implicitly  
 
Using model 4, we learned that the inclusion of more factors could improve 
the forecasting performance. However, it will also take more time to train 
ANN, and this time could increases exponentially. We also note that the 
temperature is the dominant weather factor. So we chose to include all 
weather information in which temperature is considered as a function of 
humidity and wind in training the ANN. That is, we use an effective 
temperature to replace the original temperature to represent the impact of 
humidity and wind inclusively. The effective temperature [Kho98] is 
defined as  
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where H is relative humidity, W is wind speed, λ and ρ are effective 
coefficients that include the effects of humidity and wind. For our example, 
λ is 0.5 and ρ is 1. Table 2.13 shows the results of model 5.    
 
 

Table 2.13 MAPEs of Model 5 

Magnitude of Variation  
0 1% 2% 3% 4% 5% 

Load of previous day 0.363 0.596 0.998 1.449 1.908 2.371 
Temperature of previous day 0.363 0.439 0.513 0.616 0.734 0.860 
Temperature of forecast day 0.363 0.448 0.537 0.654 0.791 0.925 

All the above 0.363 0.587 0.969 1.406 1.849 2.295 
 
 
 
Comparing Tables 2.13, 2.11, and 2.12, we learn that: 

• Model 5 has a better performance than model 2. It takes the same 
amount of time to train models 2 and 5.  

• The performance of model 4 is better than that of Model 5. However, it 
takes much less to train model 5. 

• By replacing temperature with the effective temperature, we consider 
the impact of humidity and wind implicitly. The key is selecting λ and 
ρ. The model in (2.6) is one of the models that can be altered 
depending on the power system.  
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Chapter 3 
 

Electricity Price Forecasting 
 
 
 
 
3.1 INTRODUCTION 
 
With the introduction of restructuring into the electric power industry, the 
price of electricity has become the focus of all activities in the power 
market. Based on its specific application, price forecasting can be 
categorized into short-term (few days), mid-term (few months) and long-
term (few years). In this chapter, we are mainly interested in short-term 
price forecasting (STPF) of electricity in the restructured power market. 

 Price forecasting has long been at the center of intense studies in 
other commodity markets like stocks and agriculture [Mal94, Yoo91, 
Ati97, Bab92, Sny92]. In recent years, electricity has also been traded as a 
commodity in various markets. However, electricity has distinct 
characteristics from other commodities. For example, electricity cannot be 
stored economically, and transmission congestion may prevent a free 
exchange among control areas. Thus, electricity price movements can 
exhibit a major volatility, and the application of forecasting methods 
prevailed in other commodity markets, can pose a large error in forecasting 
the price of electricity. 

 Power engineers have been familiar with load forecasting for some 
time. With the introduction of restructuring in the electric power industry, 
more literature has been devoted to price forecasting [Bas99, Kor98, 
Wan97, Szk99]. Among the proposed methods, some are presumed to be 
too complex to implement [Bas99] (e.g., simulation method) or too simple 
to yield sufficient accuracy [Kor98] (e.g., modular time series analysis 
employing heuristic logic). Among the proposed methods, the ANN 
method provides a simple and powerful tool for forecasting in practical 
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systems [Wan97, Szk99]. However, the forecasting accuracy is still an 
issue which could be due to the limited number of physical factors 
considered in price forecasting.   

 It is apparent that many physical factors could impact the electricity 
price in which some factors are more dominant than others. So it is 
imperative to select the factors that affect the price forecasting intensely in 
short-term applications. We perform sensitivity studies based on the 
simulation to explore physical factors that are dominating the price 
forecasting process.  

 As for the measure of forecasting accuracy, the most widely used 
index is the mean absolute percentage error (MAPE). However, when used 
in its present form for electricity price forecasting, MAPE could create 
errors because of the perceived behavior of electricity price. For instance, 
the price of electricity can rise to tens of or even hundreds of times its 
normal value during some periods, or drop to zero and even to negative 
values in other periods. Accordingly, MAPE could reach the extreme 
values in those cases. So, a more reasonable measure for MAPE is 
discussed in this chapter for considering the special behavior of electricity 
price. 

 Price spikes are distinctive aspects of electricity which could impact 
the forecasting accuracy. In practice, it is difficult to forecast accurate price 
spikes which can occur when the load level in a system approaches its 
generating capacity limit. So it is useful to study the probability of price 
spikes under different load levels and, further, the probability distribution 
of prices under different load levels.  

 In this chapter, we will introduce a comprehensive framework for 
price forecasting, denoted as ForePrice. It has four functional modules: 
price simulation, price forecasting by ANN, performance analysis, and 
volatility analysis as summarized below: 

Price Simulation Module. ForePrice can create a detailed price curve in 
simulating an actual system dispatch constrained with the system operating 
requirements. A sensitivity analysis can identify potential price drivers 
such as line limits, line outages, generator outages, load patterns, and 
bidding patterns. 

Price Forecasting Module. Taking the price simulation results, ForePrice 
selects the most influential price drivers and establishes a relationship 
between these price drivers and the electricity price via ANN. ForePrice 
uses an adaptive scheme to adjust the parameters of ANN with the latest 
available data. ForePrice employs different data pre-processing techniques 
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to improve the qualities of available raw data which are fed into ANN. 
ForePrice automatically decides how much historical data are necessary to 
achieve the most accurate forecasting. According to price forecasts 
provided by ForePrice, one can perform price-based unit commitment to 
optimize the generation resources for achieving the maximum profit. 

Performance Analysis Module. This module defines a reasonable error 
analysis index to evaluate the forecasting performance. It compares the 
price forecasting results based on ANN and alternative techniques. The 
alternative techniques are based on linear and non-linear interpolations as 
well as brute force methods for forecasting the electricity price. The results 
are presented in this chapter for practical data. 

Volatility Analysis Module.  In restructured power market, a single-point 
price forecast that refers to forecasting the expected value may not be 
sufficient for system analyses. Volatility analysis, the most distinct feature 
of ForePrice, provides more insight on price forecasting and extends the 
application of price forecasting. In the volatility analysis module, the 
probability of a price spike is analyzed based on different load levels and 
different price forecast levels. In addition, the volatility analysis module 
analyzes the probability distribution of an electricity price using both the 
statistical method and the ANN method. The statistical method studies the 
probability distribution of price at different load levels and time periods 
based on historical data analyses. The ANN method studies the probability 
distribution of price by considering the probability distribution of price 
drivers such as load. In utilizing the distribution of price and its spikes, 
engineers and marketers can perform generation asset valuations, risk 
management, and option valuations as discussed in this book. 

 The proposed framework has the following features: 

• An actual dispatch simulation with system operating requirements and 
constraints to provide detailed insights on price movement. 

• Potential price driver identification, such as line limits, line outages, 
generator outages, load patterns, and bidding patterns. 

• Probability analysis of electricity price spikes to provide more insight 
on price forecasting. 

• Probability analysis of distribution of electricity price at different load 
levels and time periods with applications to generation asset valuation, 
risk management, and option valuation. 

• ANN analyses to establish the non-trivial relationships between price 
drivers and electricity price. 
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• Adaptive updating of ANN’s parameters to reflect the latest available 
data. 

• Enhanced forecasting accuracy due to improved quality of raw data 
with different data pre-processing techniques. 

• Automatic determination of quantity of necessary historical data for 
achieving the best forecasting accuracy. 

• A more reasonable error analysis index for evaluating the forecasting 
performance. 

 
 
3.2  ISSUES OF ELECTRICITY PRICING AND 

FORECASTING 
 
3.2.1 Electricity Price Basics 
 
In a power market, the price of electricity is the most important signal to all 
market participants and the most basic pricing concept is market-clearing 
price (MCP). Generally, when there is no transmission congestion, MCP is 
the only price for the entire system. However, when there is congestion, the 
zonal market clearing price (ZMCP) or the locational marginal price 
(LMP) could be employed. ZMCP may be different for various zones, but 
it is the same within a zone. LMP can be different for different buses. 

MCP Calculation. After receiving bids, ISO aggregates the supply bids 
into a supply curve (S) and aggregates the demand bids into a demand 
curve (D). In Figure 3.1, the intersection of (S) and (D) is the MCP. 
 

 

 

 

 
 
 
 

Figure 3.1 Calculation of MCP 
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ZMCP Calculation. If at a given period, the ISO detects congestion along 
any transmission paths, it will adjust its zonal schedules at the two ends of 
each path to relieve the congestion. Accordingly, the MCPs in the two 
regions could be different which are denoted as zonal MCP (or ZMCP). 
Using ZMCP, we calculate the congestion charge (or usage charge) for 
each congested transmission path across that path. See Chapter 10 for more 
information on congestion charges.  

LMP Calculation. LMP is the cost of supplying the next MW of load at a 
specific location, after considering the generation marginal cost, cost of 
transmission congestion, and losses [Pjm01]. That is, LMP is the sum of 
generation marginal cost, transmission congestion cost, and cost of 
marginal losses, although the cost of losses is usually ignored. When there 
is no congestion, LMP is the same as MCP. When there is congestion, the 
optimal power flow (OPF) solution considers transmission line constraints 
in order to balance supply and demand at each bus. The marginal cost of 
each bus is the LMP. 
 
 
3.2.2 Electricity Price Volatility 
 
The most distinct property of electricity is its volatility. Volatility is the 
measure of change in the price of electricity over a given period of time. It 
is often expressed as a percentage and computed as the annualized standard 
deviation of percentage change in the daily price (other prices such as 
weekly or monthly prices can also be used). Compared with load, the price 
of electricity in a restructured power market is much more volatile. Figure 
3.2 displays load and price curves for the PJM power market from 1/1/99 
to 1/14/99 [Pjm01]. From these curves, we learn that: 

• The load curve is relatively homogeneous and its variations are cyclic. 

• The price curve is non-homogeneous and its variations show a little 
cyclic property. 

 Although electricity price is very volatile, it is not regarded as 
random. Hence, it is possible to identify certain patterns and rules 
pertaining to market volatility. For example, transmission congestion 
usually incurs a price spike which is not sustained as electricity price 
would revert to a more reasonable level (this is known as mean reversion in 
statistics). It is conceivable to use historical prices to forecast electricity 
prices. Accordingly, we use a training scheme to capture perceived patterns 
for forecasting electricity prices. 
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 Figure 3.2a Load Curve of PJM Power Market from 1/1/99 to 1/14/99 
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Figure 3.2b Price Curve of PJM Power Market from 1/1/99 to 1/14/99 

 

 

 The fundamental reason for electricity price volatility is that the 
supply and demand must be matched on a second-by-second basis. Other 
reasons follow [Cal00a]: 

• Volatility in fuel price 

• Load uncertainty 

• Fluctuations in hydroelectricity production 
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• Generation uncertainty (outages) 

• Transmission congestion 

• Behavior of market participant (based on anticipated price) 

• Market manipulation (market power, counterparty risk) 

           

 Because of the special properties of electricity, the price of electricity 
is far more volatile than that of other relatively volatile commodities. The 
annualized volatility of WTI oil future contracts is reported as 28%; it is 
54% for NYMEX Henry Hub natural gas future contracts, while 62% for 
COB and 57% for Palo Verde are normally noted for electricity future 
contracts. In electricity spot markets, annualized volatility at COB is about 
180%, 300% for MAIN, and 450% for the Power Pool of Alberta [Ene98]. 

 Because of the significant volatility, it is difficult to make an 
accurate forecast for the spot market of electricity. This is evidenced by the 
fact that the existing price forecasting accuracy is far lower than that of 
load forecasting. As of the year 2001, the least error reported for price 
forecasting was about 10% as compared to a 3% for load forecasting. 
However, price forecasting accuracy is not as stringent as that of load 
forecasting. 
  
 
3.2.3 Categorization of Price Forecasting 
 
We categorize the price forecasting process by duration of time, point of 
forecasting, and type of customers. 

Duration of Time. Basically, there are two kinds of price forecasting 
based on the duration of time: short-term price forecasting and long-term 
price forecasting. Short-term forecasting is mainly used to determine 
GENCOs’ bidding strategies in the spot market or to set up bilateral 
transactions. It is envisioned that more accuracy in forecasting would 
reduce the risk of under- or over-estimating revenues from generation sales 
and provide better risk management. Long-term forecasting is usually used 
for planning, such as determining the future sites of generators; accurate 
forecasting of electricity prices would enable power marketers and 
companies to make sound business decisions in a volatile environment 
[Bas99].  
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Point of forecasting. There are MCP, ZMCP, and LMP forecasts for the 
entire system, a specific zone, and a specific bus, respectively. 
Type of Customers. The ISO and GENCOs/marketers are two main 
market participants. They have different goals for price forecasting. In this 
sense, this category includes ISO price forecasting and GENCO price 
forecasting.  

• Price forecasting for the ISO is the same as determining MCP. That is 
the case in the National Energy Market (NEM) in Australia and the 
Power Pool in Albert in Canada. Price forecasting for the ISO is not a 
true forecasting process because, once the ISO receives the 
participants’ bids, it can calculate the MCP numerically.  

• For a GENCO, price forecasting means predicting MCP, ZMCP, or 
LMP before submitting bids. A GENCO would know very little about 
other GENCOs and would only have access to the publicly available 
information, including forecasted load and historical data such as loads 
and MCP. Because of the limited information, the accuracy of a 
GENCO price forecasting is not high. However, an accurate estimation 
of price helps a GENCO determine its bidding strategy or set up 
bilateral contracts more precisely. A bid closer to MCP would result in 
a higher income for a GENCO. Besides, a GENCO could exert market 
power if it could predict the price more accurately, as a bidder who has 
a generating unit with marginal cost close to the expected MCP could 
benefit from withholding that generating capacity. 

In this chapter, we mainly discuss short-term price forecasting by 
GENCOs. 
 
 
3.2.4 Factors Considered in Price Forecasting 
 
The factors considered in electricity price forecasting can be summed as 
follows: 

• Time: Hour of the day, day of the week, month, year, and special days. 

• Reserve: Historical and forecasted reserve. 

• Price: Historical price. 

• Load: Historical and forecasted loads. Load fluctuations could impact 
price. On the other hand, price fluctuations could impact load values. 
Thus, load forecasting and price forecasting can be combined into a 
single forecasting model. 
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• Fuel price: It is possible to approximate the impact of a gas price on 
MCP. In California, a 10% increase in the PG&E’s gas price caused 
about 5% increase in MCP [Kle97].  

In the following we elaborate on the four modules mentioned earlier in this 
chapter.  
 
 
3.3 ELECTRICITY PRICE SIMULATION MODULE 
 
By simulating the electricity price, we intend to study the impact of the 
physical characteristics of the system, market participants’ bidding 
strategies, and load distribution on prices.  

 In making the simulation, we mimic an actual dispatch using system 
operating requirements and constraints. The simulation can yield many 
insights on price curve following intensive input data. Two commercially 
known packages for simulation are MAPS and UPLAN-E. The simulation 
must include a detailed model of the power systems and a procedure for 
pricing. Then, based on the model and the procedure, the simulation 
method sets up mathematical models and solve them for price forecasting. 

 The following issues must be addressed in the simulation of 
electricity price [Bas99]: 

• Transmission model 

• Unit commitment 

• Transmission constrained dispatch 

• Transmission security dispatch 

• Chronological simulation 

• Large-scale system simulation capability  

 

The required data are sampled as follows: 

Generating Unit Data. Include heat rates at different generating points, 
generating capacity, maintenance schedule, forced outage rates, 
environmental factors, emission data, variable operation and maintenance 
(O&M) cost, fixed O&M cost, minimum down/up time, fuel price, fuel 
constraints, ramping capability, quick start capacity, and unit ownership. 
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Transmission Data. Include ac load flow data, generator siting, line 
ratings, interface limits, voltage and stability limits, and regulating 
transformers. 

Transaction Data. Include transferring capability, routing, and wheeling 
charges. 

Hydro Data. Include hydro unit capacity, unit ownership, minimum rating, 
available flow of water, dispatch strategy, sequential dam data, maximum 
pumping rates, and storage tank limits. 

Others. Include load forecasts, load curves, non-conforming loads, 
spinning reserve requirement, inflation pattern, and emergency costs. 
 
 
3.3.1 A Sample of Simulation Strategies 
 
A power system is comprised of three parts: generation, transmission, and 
distribution (load). To simulate a power system, all the three parts should 
be included. 

 The main generation factors impacting the price are generator 
availability (e.g., generator outages and generator sites) and generator 
bidding strategy. The information may not be readily available but can be 
obtained by reviewing the historical data. For instance, historical data often 
point out that bidding strategies remain unchanged for days of the week, 
hours of the day or both. Generator outage is another factor that we should 
consider in the generation simulation. If the location of a generator within a 
zone does not impact the price, we may adopt a “zonal generator capacity 
outage factor” to represent generator outages within a zone.  

 On the transmission side, forecasting the value of MCP does not 
require any information on the transmission system. However, for ZMCP 
and LMP forecasts, we require the transmission system information. The 
main transmission information factors are network configuration and line 
limit. Line outages are viewed as changing a network configuration. A 
power system is divided into zones in which prices are the same or similar 
within a zone. 

 We use the load pattern information to describe loads. The pattern 
could include load distribution factors, load values, and bidding strategies 
for loads. Usually, we have abundant information on load values. However, 
detailed information on load distribution factors and bidding strategies may 
not be available. Similar to generation, bidding strategies for loads may be 
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inferred from historical data. We may use the zonal load to simplify the 
representation of load distribution. 

After simulating a practical power system based on generation, 
transmission and load, we can simulate prices. Generally, price simulation 
is an OPF problem, with the objective of minimizing the cost of generation 
purchases.  
 
 
3.3.2 Simulation Example  
 
In the following, we simulate the price for the 118-bus system. Table 3.1 
shows important inter-zonal lines studied in this example. The power 
system is depicted in Figure 3.3 with system data given in Appendix D.5. 
We assume that the limits for other lines in the system will not be violated 
in our simulation.  

 The simulation results will show the correlation between prices and 
price drivers, including line limits, line outages, generator outages, load 
patterns, and bidding patterns. These sensitivity analyses can provide some 
insight into how the simulated prices will be impacted as a system 
undergoes various outages and changes. The results of such sensitivity 
studies would help marketers and GENCO operators decide on how to 
operate a system to maximize revenues. In the following, some of the 
sensitivity results for the example system are discussed. 

 

 

Table 3.1 Important Inter-zonal Lines of 118-Bus System 

Line  
Index 

From  
Bus 

To  
Bus 

R  
(p.u.) 

X  
(p.u.) 

Line Limit 
(p.u.) 

120 75 77 0.0601 0.1999 0.3 
128 77 82 0.0298 0.0853 1 
148 80 96 0.0356 0.182 0.5 
158 98 100 0.0397 0.179 1.5 
159 99 100 0.018 0.0813 1 
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Figure 3.3 One-Line Diagram of 118-Bus System 

 

 

 Figure 3.4 shows the simulation results for prices of bus 69 and bus 
75 as the load is changed for various generator outages. In this example, we 
consider generator 26 and another outaged generator. In Figure 3.4, the 
behavior of price (vs. load) of bus 69 is homogeneous, while that of bus 75 
is non-homogeneous. Now consider more closely the price behavior of bus 
75. The uppermost curve represents the base case, where no generator is 
outaged. In the base case, the price always increases with an increase in 
system load. The adjacent curves represent cases with generator outages. In 
those cases, the price first increases with an increase in the system load but 
then falls with further increase of system load.  
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Figure 3.4 Price versus System Load with Different Generator Outages 

 
 
3.4 PRICE FORECASTING MODULE BASED ON ANN 
 
The classical methods for forecasting include regression and state-space 
methods. The more modern methods include expert systems, evolutionary 
programming, fuzzy systems, ANN, and various combinations of these 
tools. ANN has gained more attention among the existing tools because of 
its clear model, easy implementation, and good performance. We apply 
ANN to price forecasting in this section and use MATLAB for training the 
ANN. ANN provides a very powerful tool for analyzing factors that could 
influence electricity prices.  
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         In using ANN in price forecasting, we identify parameters that would 
fit historical data, and with the resulting models predict future electricity 
prices based on actual inputs. The ANN method is comparatively easy to 
implement. However, it fails to capture temporal variations (e.g., 
congestion and contingency). Our ANN input layer includes: time factor 
(day of the week and hour of the day), load factor (system load and bus 
load), and line factor (line status, line limit); the output layer represents 
individual bus prices; the number of neurons in the hidden layer is equal to 
the average number of neurons in input and output layers.  

 For a large-scale system, it may be difficult to include all bus and 
line information since the ANN scale could grow much and the training 
time could increase significantly. So we must reduce the ANN scale while 
maintaining a reasonable accuracy by (1) decreasing the number of input 
neurons, or (2) decreasing the number of input vectors, or (3) both.  

 To decrease the number of input neurons, we can use zonal loads 
instead of bus loads. We can also disregard the time factor since input load 
information would include the information on time. To decrease the 
number of input vectors, we could divide them into several groups. 
Suppose that we train the ANN for the first group. If the second group has 
similarities with the first group (i.e., they have similar ANN outputs), we 
disregard the second group.  
 
 
3.4.1 ANN Factors in Price Forecasting  
 
We learned in Section 3.3 that the impact of line limits, line outages, and 
generator outages on price are homogeneous. In other words, if we have 
enough historical data, we can employ an ANN to find the relationships 
between these factors and price. Also, the impact of the load pattern and 
bidding pattern on price seemed non-homogeneous. Using OPF, we should 
be able to draw a relationship between price and load pattern using the load 
distribution.   

 An index is needed to supply the bidding pattern for training the 
ANN. One option is to suppose that bidding patterns are dependent on the 
period of study. If bidding patterns depend on the day of the week, we add 
a ‘day of the week’ factor to the input data to represent the pattern. For 
hours of the day, an ‘hour of day’ factor is added. For both days of the 
week and hours of the day, the two factors are added simultaneously. In 
other words, we introduce the time factor input to the ANN for 
representing the bidding strategy. 
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 The larger the system, the smaller is the impact of a generator outage 
on market prices. For a generator outage representation, we use an outaged  
zonal generator capacity. However, as we see in sensitivity analyses, the 
location of generator is also very important. So we use ‘adaptive learning’ 
to modify the trained ANN for generator outages.  

 
 

3.4.1.1 Impact of Transmission Congestion 
 
Congestion can introduce differential bus prices (zones). So predicting the 
severity of congestion is an important factor in price forecasting. 
Congestion occurs when a transmission line flow exceeds its limit. So line 
flow and line limit information together could reveal line flow congestion 
and its severity. Thus, to find the relationship between congestion and 
price, we would calculate the effects of line flow and line limit on price.  

 There are two ways for representing this relationship using ANN. 
First, we may take line limits and line flows as direct inputs to ANN, as 
shown in Figure 3.5. The problem may escalate if we have a large number 
of lines. Hence, we may opt to consider major (e.g., inter-zonal) lines only. 
Another option would be to define a congestion index that includes line 
flow and line limit information and is able to convey physical meaning to 
system behavior. One example is as follows: 

∑ −=
i

iiC FLfI )(                 (3.1) 

where, IC is the congestion index, Li is the flow limit of line i and Fi is the 
flow of line i.  

 

 

 

 

 

 
 

Figure 3.5 ANN Model for Considering Congestion Explicitly 
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The f function is illustrated in Figure 3.6a. 
 
 

 

 

  

         

 

 
 Figure 3.6a Congestion Index Figure 3.6b ANN Model for Congestion Index 

 
 
 Figure 3.6a shows that when a line flow is close to the line limit, the 
possibility of congestion is high; when the line flow is much less than the 
line limit, the congestion possibility would be smaller. This index value 
may be used as an input to ANN as depicted in Figure 3.6b. The difference 
between the two options depicted in Figures 3.5 and 3.6b is that the latter 
would only have one input with respect to congestion.  

 
 
3.4.2 118-Bus System Price Forecasting with ANN   
 
Figure 3.7 depicts the bus price profile for the 118-bus system. Note that 
many bus prices could represent similar behavior as we consider network 
alterations (generator line outages, load fluctuations, etc.).  So we basically 
focus our attention on zones or buses with non-homogeneous price 
fluctuations. For instance, Figure 3.4 showed that the price at bus 75 has 
non-homogeneous behavior. Hence, for illustration purposes, we primarily 
study the price at bus 75. 

 The process for forecasting bus prices based on ANN is as follows: 

1. Run the simulation module to determine bus prices (e.g., cases 
discussed in Section 3.3 for the 118-bus system). 

2. Use the sensitivity results based on simulation for training the ANN. 

3. Use the trained ANN for forecasting bus prices.  
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Figure 3.7 Price Profile for 118-Bus System 

 

 

 In the following ANN cases, we follow this procedure to forecast bus 
prices and study the sensitivity of bus price forecasts for the 118-bus 
system. We refer to the simulation results as training cases since they are 
used for training the ANN. 

 

A. Price versus Line Limit. To study the relationship between bus prices 
and line limits, we consider two cases. In Case A, limits of line 158 are 
considered to be 0.6 and 0.8 in the training set and 0.7 in the testing set. 
Case B is similar to Case A except that more samples are included in the 
training set. In Case B, limits of line 158 include 0.6, 0.65, 0.75, and 0.8. 
The results are shown in Figures 3.8a and 3.8b for Cases A and B 
respectively. 

 Since the difference between simulation prices for line limits of 0.8 
and 0.6 is large (Case A), we need to introduce additional ANN training 
cases (between 0.8 and 0.6) in order to forecast bus prices more accurately 
(Case B). By adding training sets (i.e., 0.8, 0.75, 0.65, and 0.6 in Case B), 
we improve the price forecasting accuracy significantly. 
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Figure 3.8a Price Forecast for Bus 75 (Few Training Sets) 
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Figure 3.8b Price Forecast for Bus 75 (More Training Sets) 

 
 
B. Price versus Load Pattern. To study the relationship between price 
forecasts and load patterns, we consider the four cases presented in Figures 
3.9a to 3.9d. The ANN results reveal that the more training data we 
include, the more accurate the price forecasts become. The definition of 
MAPE is given in Section 3.5.2. Accordingly, we conclude that: 
 
• If no bus loads are considered in ANN (Case A), the MAPE is 1.582%.  
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• If bus loads greater than 1.0 (about 10) are included in ANN (Case B), 
the MAPE is 1.025%.  

• If all non-zero bus loads (about 81) are included in ANN (Case C), the 
MAPE is 0.903%.  

• If the three zonal loads are included in ANN (Case D), the MAPE is 
1.211%.  

For data availability and data accuracy in real applications (i.e., individual 
bus loads are not easily specified and the bus load information may not be 
accurate), Case D including zonal loads would be a good choice.  
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Figure 3.9a Price versus Load Pattern for Bus 75 (No Bus Loads) 
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Figure 3.9b Price versus Load Pattern for Bus 75 (Bus Loads Larger than 1.0) 
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Figure 3.9c Price versus Load Pattern for Bus 75 (All Non-zero Bus Loads) 
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Figure 3.9d Price Vs. Load Pattern for Bus 75 (Zonal Loads) 

 
 
 
C. Price versus Outages. It would be impractical to include all line and 
generator outages in price forecasting. The solution is that for different 
outage patterns, to employ different ANNs and select a relevant ANN for 
forecasting when the related outage information is made available. In 
practice, one needs to train the ANN for the most frequent and the most 
important outage cases. 
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3.5 PERFORMANCE EVALUATION OF PRICE 
FORECASTING   

 
To evaluate the performance of an ANN module, we compare its forecasts 
with those of alternative methods. The alternative methods are given as 
follows. 
 
3.5.1 Alternative Methods  
 
 3.5.1.1 Alternative Method 1 (AM1) 
 
Let i be the index of day and t be the index of hour. Then, 

),1(
),1(

),(),( tiPrice
tiLoad

tiLoadtiPrice −×
−

=                      (3.2) 

 
 3.5.1.2 Alternative Method 2 (AM2) 
 
We would match the load profile of the forecasting day with historical load 
profiles of previous days to find N similar days with matching load 
profiles. Then, 

∑
=

×=
N

j
tjPricek

N
tiPrice

1
),(1),(                                 (3.3) 

Let L be the forecasted load (for one day) and HL be the historical load (for 
one day). The basic idea of AM2 is to find similar days in the sense of load 
profile and use prices of these similar days to forecast price. Suppose that 
we find a linear relationship to exist between L and HL, say 

bLkHL +×= . Note that when b = 0, we say that L and HL are similar 
(presumably, k would be between 0.5 and 2). So we use the difference 
between HL and k × L to define similarity. 

( )∑
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To normalize, we have 
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Substitute bLkHL ii +×=  into (3.5): 
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bS             (3.6) 

Since ∑
=

24

1
2

1

i iL
 is constant (forecasted load is given), we use 

k
b  as a 

similarity index. 

 
 3.5.1.3 Alternative Method 3 (AM3) 
 
Using the historical data, we establish a price versus load curve as shown 
in Figure 3.10. As in Figure 3.10, if we could express the analytical 
relationship for any of the given curves as )(LoadfPrice = , then we 
would calculate the corresponding price for a given load value. 

 

 

 

 

 

 

 

 
Figure 3.10 Alternative Method 3 

 
 
3.5.2 Alternative MAPE Definition 
 
 3.5.2.1 Traditional MAPE  
 
Let aV  be the actual value and fV  the forecast value. Then, Percentage 
Error (PE) is defined as  

 %100/)(PE ×−= aaf VVV            (3.7a) 

and the absolute percentage error (APE) is 

Price 

Load 
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 PEAPE =                                                                               (3.7b) 

Then, the mean absolute percentage Error (MAPE) is given as  

 ∑
=

=
N

i
iN 1

APE1MAPE             (3.7c) 

MAPE is widely used to evaluate the performance of load forecasting. 
However, in price forecasting, MAPE is not a reasonable criterion as it 
may lead to an inaccurate representation. 
 
 
 3.5.2.2 Problem with the Traditional MAPE 
 
If the actual value is large and the forecasted value is small, then APE will 
be close to 100%. If the actual value is small, APE could be very large 
even if the difference between actual and forecasted values is small. For 
instance, when the actual value is zero, APE could reach infinity if the 
forecast is not zero. So, there is a problem with using APE for price 
forecasting. It should be noted that this problem does not arise in load 
forecasting, since actual load values are rather large, while price could be 
very small, or even zero.  
 
 

3.5.2.3 A Proposed Alternative Definition of MAPE 
 
One proposed alternative is as follow. First we define the average value for 
a variable Va:  

 ∑
=

=
N

i
aV

N
V

1

1              (3.8a) 

Then, we redefine PE, APE and MAPE as follows: 

 %100*/)(PE VVV af −=           (3.8b) 

 PEAPE =              (3.8c) 

 ∑
=

=
N

i
iN 1

APE1MAPE            (3.8d) 
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The point here is that we would use the average value as the basis to avoid 
the problem caused by very small or zero prices. In the following 
discussion, the proposed MAPE definition will be applied. 
 
 

3.5.2.4 Example for the Proposed MAPE Definition 
 
In this section, we apply the new definition of MAPE to practical data and 
compare it with the traditional MAPE definition. Two examples are 
presented. 

Figure 3.11 shows price forecast from 05/29 to 06/04 where only half 
of the forecasts are acceptable. So, a reasonable index to measure the 
quality of the forecast should be close to 50%. 

According to its traditional definition, the MAPE will be infinite 
since the actual prices during some time periods are zero (e.g., 6:00 AM in 
05/29 which is the hour 6 in Figure 3.11) or close to zero (e.g., 6:00 AM in 
06/04 which is the hour 150 in Figure 3.11). However, according to its new 
definition, the MAPE will be about 46.68%, which is reasonable since that 
is close to 50%. 

Figure 3.12 shows price forecast from 03/01 to 03/07 with 9.23% 
and 8.05% for the traditional and the new MAPEs, respectively. The 
MAPEs are close to each other. The main differences come in hour 101 
(47% vs. 19%), hour 126 (70% vs. 24%) and hour 127 (56% vs. 23%). At 
these hours, the actual prices are very low (less than 5 $/MWh) and the 
forecasted prices are not at all accurate. 

 Clearly, the new MAPE definition is a more reasonable measure to 
use in electricity price forecasting even in an extreme situations (the price 
is very low or even zero). In comparison, the traditional MAPE definition 
fails to provide a reasonable index by which to measure the quality of the 
forecast. 
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Figure 3.11 Application of New MAPE Definition (1) 
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Figure 3.12 Application of New MAPE Definition (2) 

 
 
3.6 PRACTICAL CASE STUDIES 
 
In this section, we use ANN for price forecasting and performance 
evaluation based on practical data. We study the impact of data pre-
processing, quantity of training vectors, quantity of impacting factors, and 
adaptive forecasting on price forecasting. We also compare the ANN 
results with those of alternative methods.  

 We use the data for the California power market in our study, 
including system loads and unconstrained MCP, from 1/1/99 to 9/30/99. 



82    CHAPTER 3 

The curves are given in Figures 3.13a and 3.13b. Other data used in this 
study can be obtained from [Uce01]. 

 

 
Figure 3.13a Load Curve of California Power Market from 1/1/99 to 9/30/99 

 

 
Figure 3.13b Price Curve of California Power Market from 1/1/99 to 9/30/99 

 
 
3.6.1 Impact of Data Pre-processing 
 
Now, we turn to study the impact of data pre-processing on ANN 
forecasting and compare the effects of two pre-processing methods.  Figure 
3.13b shows the actual prices from 7/1 to 8/4 with spikes at 7/1, 7/12, 7/13, 
7/14, and 7/15. The training period is from 7/1 to 7/28, and the testing is 
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for a period from 7/29 to 8/4. Without any pre-processing, the training 
MAPE is 40.67% and the testing MAPE is 15.89%. 

 Two data pre-processing methods for eliminating price spikes are 
considered: limiting price spikes and excluding price spikes. In limiting 
price spikes, we have two options:  

 First, we can set an upper limit (UL) on price. In other words, in pre-
processing, if the price is higher than UL, it will be set to UL. For example, 
if the price is higher than 50 $/MWh, we set it to 50 $/MWh, Accordingly, 
the training and testing performances are both improved (i.e., training 
MAPE will be 7.66% and testing MAPE will be 13.82%). 

 Second, we can set an upper limit of price, UL, and apply the 
following pre-processing scheme for handling the actual prices that are 
higher than UL: 
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Figure 3.14 illustrates this idea, where P is the original price and P' is the 
processed value. If a price is higher than UL, its processed value is UL plus 
UL times the logarithm (base 10) of the ratio of price to UL.  

 

 

 

 

 

 

 
 

Figure 3.14 Illustration of Data Pre-processing 
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 We also introduce a post-processing scheme for recovering the 
original price after curtailing its spikes. The post-processing scheme for a 
forecasted price is as follows: 
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where k' is the forecasted price and k is the modified forecasted price (i.e., 
in post-processing). Accordingly, both the training and testing 
performances will be improved with MAPEs of 8.23% and 14.05%, 
respectively.  

 On the other hand, if we exclude days with price spikes from the 
training data, training and testing performances will both be improved 
more remarkably (i.e., in training and testing MAPEs will be 5.35% and 
11.43%, respectively). The improvement in training MAPE is because of 
the exclusion of price spikes. However, price spikes are indicative of 
abnormality in the system, so we do not intend to delete them from the 
training process. Consequently, we stay with the option of limiting the 
magnitude of spikes rather than eliminating them entirely. 
 
 
3.6.2 Impact of Quantity of Training Vectors 
 
In this section, we study the impact of a number of training vectors on 
forecasting performance.  In Table 3.2, the training period is from 2/1 to 
4/4. The testing period is fixed from 3/29 to 4/4 (1 week). The training 
period can vary from one week to eight weeks as indicated in column 1 of 
Table 3.2 where case numbers correspond to the number of weeks of 
training. In Case 1, the training period is from 3/22 to 3/28 (1 week). In 
Case 2, the training period is from 3/15 to 3/28 (2 weeks). In Case 8, the 
training period is from 2/1 to 3/28 (8 weeks). The training periods of Cases 
3, 4, 5, 6, and 7 are defined similarly.  

 Since the ANN weights are initialized randomly, every time we train 
and test the ANN, we can get a different result. To decrease the 
randomness of error, we repeat the “training and testing” procedure five 
times for each case with the average, minimum and maximum results 
shown in Table 3.2. Figure 3.15 compares the different cases. 

 According to Figure 3.15, the testing MAPEs would first decrease 
with an increase in training vectors (from Case 1 to Case 4), then remain 
flat (from Case 4 to Case 6), and finally increase as the number of training 



ELECTRICITY PRICE FORECASTING    85 

vectors increases (from Case 6 to Case 8). There are a number of reasons 
for this occurrence.  

 
Table 3.2 Impact of Quantity of Training Vectors on Forecasting Performance 

Testing  MAPE (%) Case 
No 

Training 
Vectors 

Testing 
Vectors Average Minimum Maximum 

1 3/22 − 3/28  (7) 12.77 12.59 12.96 
2  3/15 − 3/28  (14) 12.21 11.68 12.56 
3 3/8 − 3/28  (21) 11.88 11.64 12.13 
4 3/1 − 3/28  (28) 11.19 11.11 11.25 
5  2/22 − 3/28 (35) 11.21 11.13 11.45 
6  2/15 − 3/28 (42) 11.26 11.14 11.48 
7 2/8 − 3/28 (49) 11.63 11.57 11.70 
8  2/1 − 3/28 (56) 

3/29 − 4/4  (7) 

11.80 11.40 12.09 

      Note: In “training vectors” and “testing vectors” (7) means “7 vectors” 
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Figure 3.15 Impact of Quantity of Training Vectors on Forecasting  

 
 
 First, in introducing more training vectors, we present a more diverse 
set of training samples that encourage more general input-output mapping. 
Thus, the forecasting performance, as measured by the testing MAPE, 
improves. However, as we increase further the number of training vectors, 
the diversity of training samples no longer increases, so any additional 
training does not improve the forecasting results. Thus, the forecasting 
performance remains flat. Now, by even further increasing the number of 
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training vectors (Cases 6 to 8), ANN could become over-trained. In other 
words, ANN has to adjust its weights to accommodate the input-output 
mapping of a large number of training vectors that may not be similar to 
the testing data to a large extent. Thus, the forecasting performance can get 
worse with further increasing the number of training vectors. 

 Based on the preceding analysis, the training quantity could depend 
on the similarity of training vectors. In our study, Cases 4 through 6 
represent reasonable compromises. However, since Case 4 would require 
less training time than Cases 5 and 6, it is the best choice. It is also a good 
forecast (i.e., a smaller testing MAPE) made with a less effort (i.e., less 
training time). This is not to say that Case 4 is the best for all systems. For 
other systems, we would first start with a test similar to that described in 
this section and find the best choice accordingly. 
 
 
3.6.3 Impact of Quantity of Input Factors 
 
In this section, we study the forecasting process for MCP and ZMCP. The 
computation of ZMCP is more complicated than MCP, since ZMCP is 
related to the system congestion. As described before, it is not easy to 
consider the effect of congestion because very little public information on 
congestion is available. However, other factors such as the system’s 
reserve may indirectly provide the congestion information. So we will use 
such information in order to improve the forecasting accuracy of ZMCP. 
The ZMCP in our study is that of Zone “NP-15,” one of the 24 zones of the 
California market in 1999. 

 Table 3.3 presents three models with the factors we will consider in 
studying the impact of input vectors. 

 
 

Table 3.3 Factors Considered in Different Model Types 

Factors Type 1 (T1M) Type 2 (T2M) Type 3 (T3M)  
Time √ √ √ 
Historical MCP √ √ √ 
Historical Load  √ √ 
Forecasted Load  √ √ 
Historical Reserve   √ 
Forecasted Reserve   √ 

           Note: “Historical” information refers to the “previous day” information. 
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The study period is from 3/1 to 4/4. The training period is from 3/1 to 3/28 
(four weeks). The testing period is from 3/29 to 4/4 (one week). Again, we 
repeat the training and testing procedures five times for each model type 
and present the average MAPE results. MCP and ZMCP results are shown 
in Tables 3.4 and 3.5, respectively. In Figures 3.16a and 3.16b we compare 
the testing MAPEs for the three different models. 
 
 

Table 3.4 Forecasting Performance of Different Models− MCP Case 

Testing MAPE (%)  
Type 

Network 
Structure Average Minimum Maximum 

T1M 25-40-24 12.81 12.44 13.20 
T2M 73-100-24 11.19 11.11 11.25 
T3M 121-150-24 11.75 11.56 12.11 

 

 
Table 3.5 Forecasting Performance of Different Models−ZMCP Case 

Testing MAPE (%)  
Type 

Network 
Structure Average Minimum Maximum 

T1M 25-40-24 12.75 12.31 13.16 
T2M 73-100-24 11.61 11.37 11.94 
T3M 121-150-24 10.88 10.56 11.12 

Note: In the “Network Structure” column, 25-40-24 means 25 input 
neurons, 40 hidden neurons and 24 output neurons. 
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Figure 3.16a Impact of the Quantity of Factors on MCP 
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Figure 3.16b Impact of the Quantity of Factors on ZMCP 

 

Comments. 

As Figure 3.16a shows, for MCP, if we only consider the historical price as 
input to ANN (i.e., T1M), we obtain the worst forecasting performance. If 
we consider additional load information (historical and forecasted load) as 
input to ANN (i.e., T2M), we obtain a better forecasting performance than 
that of T1M. However, if we further consider the reserve information 
(historical and forecasted reserve) as input (i.e., T3M), the forecasting 
performance does not improve; it might even get worse compared with that 
of T2M. 

 According to Figure 3.16b, the more factors we consider for ZMCP, 
the better the forecasting quality will be. T3M includes the most factors 
and obtains the best forecast. In Figure 3.16a, the price forecasted for MCP 
is closely related to the historical price and load information, and the 
reserve information does not affect MCP significantly. This is what we 
may expect since MCP is determined simply by matching supply and 
demand bids without considering the power system’s structure and 
operating constraints. The ZMCP price forecasting in Figure 3.16b is 
affected by historical price, load, and reserve information. Here, the reserve 
information is an indicator of system congestion because it affects the 
zonal price.  

 If a factor does not have an impact on price forecasting, such as the 
reserve information in T3M for the MCP case, its inclusion in forecasting 
may rather aggravate the results. This is because the factor could interfere 
with the ANN training and make it more difficult to map the price onto the 



ELECTRICITY PRICE FORECASTING    89 

impacting factors. If we fail to consider a factor that does impact price 
forecasting, such as the reserve information in T2M for ZMCP, the 
forecasting performance will be affected adversely.  

 In general, it is inappropriate to claim that the more factors we 
consider in training, the better the forecasting performance will be. 
However, it is possible to claim that we can improve the forecasting results 
by only considering those factors that impact the results. In other words, 
what is important is not the number of factors, but the number of factors 
that would impact the forecasting results.  
 
 
3.6.4 Impact of Adaptive Forecasting 
 
In the performance evaluation of ANN, we can either use the fixed training 
weights or update the weights frequently based on the ANN results. We 
refer to the latter method as an adaptive forecasting method. 

 In studying the profile of a price, we could expect the adaptive 
modification of network weights to yield a better forecast.  In Table 3.6, a 
Type 2 model (T2M) is employed, and results are shown for comparing 
non-adaptive and adaptive methods.  

 
Table 3.6 Comparison of Non-adaptive and Adaptive Forecasting 

Testing MAPE (%) Case 
No. 

Training 
Vectors 

Testing 
Vectors Non-adaptive Adaptive 

1 2/1 − 2/28 (28) 3/1 − 3/7 (7) 14.04 8.71 
2 5/1 − 5/28 (28) 5/29 − 6/4 (7) 52.94 25.81 
3 7/1 − 7/28 (28) 7/29 − 8/4 (7) 12.53 12.59 
4 8/1 − 8/28 (28) 8/29 − 9/4 (7) 11.59 10.23 

        Note: In “training vectors” and “testing vectors” (28) means 28 vectors. 

 

 From the table, we learn that in most cases adaptive forecasting 
provides better accuracy. This is because adaptive forecasting takes the 
latest information into consideration. Case 2 deserves more attention where 
there are zero prices in 5/29, 5/30, and 5/31, and non-adaptive forecasting 
would not identify this information. In comparison, adaptive forecasting 
can identify this information and modify network weights accordingly.  
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3.6.5 Comparison of ANN Method with Alternative Methods 
 
In this section, we compare the ANN method with alternative methods 
described in Section 3.5.1 and present the results in Table 3.7. In this table, 
the new MAPE definition is used to compare the different methods. 

 
Table 3.7 Comparisons of Different Forecasting Methods 

Method Strategy   MAPE (%) 
Non-adaptive 8.25 ANN 

Adaptive 6.57 
Using current day data 7.87 AM1 

Using previous day data 9.89 
Similar error = 0.05 11.35 AM2 
Similar error = 0.1 11.12 

1st order curve fitting 11.99 
2nd order curve fitting 12.12 AM3 
3rd order curve fitting 12.06 

 

 

From the results of Sections 3.6.3 and 3.6.4, we consider the Type 2 Model 
(i.e., previous day MCP, previous day load, and forecast load to forecast 
MCP). Here four weeks’ history data are used for training and the data pre-
processing technique is used. 

 In AM1, “using current day data” means using the data of day i to 
forecast the price of day i +1, while “using previous day data” means using 
the data of day i-1 to forecast the price of day i+1. The former is an ideal 
situation since in practice it is impossible to obtain current day data when 
forecasting the next day price. However, the latter is the normal situation in 
practice.  

 In AM2, the following strategy is employed to determine the so-
called similar error. Suppose that we only consider the load information to 
forecast the price (the idea can be easily extended to consider more 
information). L is the forecasted load and HL is the history load. We could 
derive the relationship between L and HL as HL = k × L + b and define b/k 
as the similar error. When the similar error is less than a specified value, 
we say that L is similar to HL. Consequently, a history price corresponding 
to HL is selected to compute the price forecast.   
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 In AM3, by a “first-order curve fitting” we mean using the first order 
curve to fit the mapping between price and load. “Second order curve 
fitting” and “third order curve fitting” can be similarly defined. 

 In Table 3.7, the ANN method would provide better results than 
alternative methods with appropriate training strategies (data pre-
processing, Type 2 Model, four weeks’ data training) and appropriate 
forecasting strategy (adaptive forecasting). 
 
 
3.7 PRICE VOLATILITY ANALYSIS MODULE 
 
In price forecasting, it would be premature to rely solely on the hourly 
price forecast. The volatility of the electricity price must also be analyzed. 
In this section, we take an additional look at price spikes, which relate to 
the distinct volatility of electricity prices, and study their probability 
distribution. 
 
 
3.7.1 Price Spikes Analysis 
 
It is believed that spikes cannot be forecasted accurately. However, the 
probability of spikes can be derived from historical data. In this section, we 
determine the probability distribution spikes based on 
 
– Different load levels 
– Different price levels.  

 
These topics are discussed next. 
 
 

3.7.1.1 Price Spikes at Different Load Levels 
 
Using historical data, we can find the relationship between price spikes and 
loads. Figure 3.17 illustrates the probability of spikes as a function of load. 
As is obvious, the higher the load, the larger is the probability of spikes, 
and at different load levels, the probability distributions of price are 
different. Figure 3.17 gives three load levels: low (I), medium (II) and high 
(III). Figure 3.18 shows the probability distributions of price corresponding 
to these three load levels. 

 In the following we consider a practical case in order to understand 
the construction of Figures 3.17 and 3.18. Consider Figure 3.19. The figure 
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gives an example of the relationship between price and load in the 
California power market from 7/1/99 to 8/4/99.  

 Suppose that we define prices higher than 50 $/MWh in Figure 3.19 
as spikes. Then, we have in Figure 3.20 the probability of spikes at the 
different load levels, where the minimum load is 0, the maximum load is 
47500 MW, and the step is 2500 MW. Figure 3.20 verifies our expectation 
that the higher is the load, the higher the probability of price spikes. 

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.17 Probability of Price Spikes Figure 3.18 Probability Distributions of 
Prices at Different Load Levels 
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Figure 3.19 Price and Load Relationship in California Power Market 
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Figure 3.20 Probability of Spikes at Different Load Levels 

 

 

 Let us define three load levels as follows: low load level (less than 
35,000 MW), medium load level (between 35,000 MW and 40,000 MW), 
and high load level (higher than 40,000 MW). Then, using Figure 3.19 and 
considering prices higher than 50 $/MWh as spikes, we calculate the 
probability of spikes at the three load levels as shown in Table 3.8.  

 
Table 3.8 Probabilities of Spikes at Different Load Levels 

Load levels  (MW) ≥40000 [35000, 40000) <35000 
Probability of price spikes 86.20% 21.90% 0 

 

 We use Figure 3.19 to construct Figure 3.21, which shows the 
probability distribution of price at three load levels. Comparing the three 
curves in Figure 3.21, we come to the conclusion that electricity prices are 
more volatile at the high load level than in other levels, since they span 
from very low (20 $/MWh) to very high (180 $/MWh) and the distribution 
is relatively flat. 

 Using Figure 3.21, we determine the probability distribution of 
forecasted price. Suppose the forecasted load is 42,000 MW, which is at 
the high load level, and the forecasted price is 120 $/MWh. The high load 
level has an expected price of 105 $/MWh. Accordingly, the two 
distributions are similar and the latter has a 15 $/MWh disposition 
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compared to the former (i.e., Using Appendix B.1, δ = k – k* = 120 – 105 = 
15). Figure 3.22 depicts the probability distributions of price at the high 
load level and the forecasted price.  
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Figure 3.21 Probability Distributions of Price at Different Load Levels 
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Figure 3.22 Probability Distributions of the High Load Level and the Forecasted Price 

 
 

The distribution in Figure 3.21 could be used for risk analysis to 
study the impact of price forecast inaccuracy. However, one of the 
disadvantages of using the high load level curve in Figure 3.21 is that the 
distribution is not so smooth around 150 $/MWh. One option that we may 
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consider is to utilize a longer period for price data. Figure 3.23 shows the 
results with price data extending from 1/1/99 through 9/30/99. The high 
load level curve in Figure 3.23 is more realistic than that in Figure 3.21 
while the low and medium load levels results are similar to those in Figure 
3.21. 
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Figure 3.23 Probability Distributions of Price at Different Load Levels  

using More Samples  

 
 

3.7.1.2 Price Spikes at Different Price Forecast Levels −−−− 
Approach 1 

 
In the ANN application to price forecasting, we could set an upper limit 
(UL) for price. In other words, if a price is larger than UL, the price is set to 
UL at the pre-processing stage. We refer to this approach for price 
forecasting as approach 1 and will discuss approach 2 in the next section. 
Correspondingly, we expect that if the forecast is close to UL, the 
probability of spikes will increase as depicted in Figure 3.24. In labeling 
this figure, (1) refers to approach 1. At every price forecast level, we 
encounter a different probability distribution of prices. In Figure 3.24, we 
identify three price forecast levels: low (I), medium (II), and high (III); the 
probability distributions corresponding to these levels are presented in 
Figure 3.25. 
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           Again, we consider an example from California in constructing the 
curves for a practical case. Figure 3.26 shows the actual and forecasted 
price curves of the California power market from 7/1/99 to 8/4/99. Figure 
3.27 shows the relationship between actual and forecasted prices. 

 

 

 

 

 

 

 

 
 

Figure 3.24 Probability of Spikes as a 
Function of Price Forecast (1) 

Figure 3.25 Probability Distributions of Price 
at Different Price Forecast Levels (1) 
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Figure 3.26 Actual and Forecasted Price Curves of California (1) 
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Let us now consider prices higher than 50 $/MWh as spikes. Figure 
3.28 shows the probability of spikes at different price forecast levels. The 
minimum price is 0, the maximum price is 50 $/MWh, and the step is 5 
$/MWh. 
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Figure 3.27 Relationship between Actual and Forecasted Price of California (1) 
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Figure 3.28 Probability of Spikes at Different Price Forecast Levels (1) 
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 Likewise, we define three price forecast levels as follows: low price 
forecast level (less than 35 $/MWh), medium price forecast level (between 
35 $/MWh and 45 $/MWh), and high price forecast level (higher than 45 
$/MWh). Table 3.9 shows the probability of spikes at the three price 
forecast levels according to Figure 3.27. Also, Figure 3.29 shows 
probability distributions of price at the three price forecast levels. 

 
 

Table 3.9 Probability of Spikes at Different Price Forecast Levels (1) 

Price forecast range  ($/MWh) ≥45 [35, 45) <35 
Probability of  price spikes 68.97% 16.08% 0.30% 
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Figure 3.29 Probability Distributions of Price at Different Price Forecast Levels (1) 

 

 Using Figure 3.29, we determine the probability distribution of the 
forecasted price. Take the high price forecast level as an example. Since we 
do not differentiate among prices that are higher than the upper limit, we 
cannot directly recover the actual price from the forecasted price. One 
option is to base the process on historical data. Consider the following 
case. Assume that the forecasted price is k, which is at the high price 
forecast level. If a forecasted price and its corresponding actual price 
represent a price pair, the price pairs at the high price forecast level will be 
between k + ε and k - ε. The mapped forecasted price is the expected value 
of the price pairs. The selection of ε depends on the number of price pairs 
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at the high price forecast level. If the number is large, ε can be small. If the 
number is small, ε should be large. If ε is large enough, all price pairs at the 
high forecast price level will be included.  

 Suppose that the forecasted price is 47 $/MWh, which is at the high 
price forecast level. The expected value of the price at the high price 
forecast level is 90 $/MWh. Consider ε as 1 $/MWh. By calculation, the 
mapped forecasted price is 87 $/MWh. The probability distribution of price 
at the high price forecast level and the probability distribution of the 
forecasted price are similar since the latter has a -3 $/MWh disposition 
(according to the Appendix B.1, δ = k - k* = 87 - 90 = -3) compared to the 
former. Figure 3.30 illustrates the two probability distributions (the 
expected value of the distribution of the forecasted price is 87 $/MWh).  

The distribution of high price forecast level in Figure 3.29 has 
similar disadvantage to that of the high load level in Figure 3.21. 
Alternatively, Figure 3.31 shows the results for price data extending from 
1/1/99 through 9/30/99. The high level curve in Figure 3.31 is more 
realistic than that in Figure 3.29 while there are no significant changes in 
the low and medium level curves. 
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Figure 3.30 Probability Distributions at the Price Forecast Level and  

the Forecasted Price (1) 
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Figure 3.31 Probability Distributions of Price at Different Price Forecast Levels  

using More Samples (1) 

 
 

3.7.1.3  Price Spikes at Different Price Forecast Levels −−−− 
Approach 2 

 
We recognize that the purpose of pre-processing is to limit prices. 
However, we consider a different approach here to differentiate between 
prices levels over UL. This concept is different from that of the previous 
approach, where all prices over UL were set to be UL (See Section 3.6.1). 
That is, if a price is higher than UL, its processed value would be UL plus 
UL times the logarithm (10 as the base) of the ratio between the original 
value and UL. We refer to this approach as approach 2. 

 We expect that the probability of spikes will increase as depicted in 
Figure 3.32, if the forecast is close to or larger than UL. At different price 
forecast levels, the probability distributions of price differ. Therefore, in 
Figure 3.32, we consider four price forecast levels: low (I), medium (II), 
high (III) and extra-high (IV). In labeling this figure, (2) refers to approach 
2. Figure 3.33 shows the probability distributions of the prices 
corresponding to these four price forecast levels. 

 In relating this result to a practical situation, we depict in Figure 
3.34a (before post-processing) and Figure 3.34b (after post-processing) the 
California power market from 7/1/99 to 8/4/99. Figure 3.35 shows the 
relationship between actual and forecasted prices. 
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Figure 3.32 Probability of Spikes as a 

Function of Price Forecast (2) 
Figure 3.33 Probability Distributions of Price 

at Different Price Forecast Levels (2) 
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Figure 3.34a Actual and Forecasted Price Curves (Before Post-processing) 
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Figure 3.34b Actual and Forecasted Price Curves (After Post-processing) 
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 If we define prices higher than 50 $/MWh as spikes, Figure 3.36 
shows the probability of spikes at different price forecast levels. The 
minimum price is 0, the maximum price is 80 $/MWh and the step is 10 
$/MWh. 

 
 

0 20 40 60 80 
0 

50 

100 

150 

200 

Forecasted Price ($/MWh) 

Ac
tu

al
 P

ric
e 

($
/M

W
h)

 

 
Figure 3.35 Relationship between Actual and Forecasted Prices of California (2) 
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Figure 3.36 Probability of Spikes at Different Price Forecast Levels (2) 

 

 In Figure 3.35, we define four price forecast levels as follows: low 
price forecast level (less than 35 $/MWh), medium price forecast level 
(between 35 $/MWh and 45 $/MWh), high price forecast level (between 45 
$/MWh and 50 $/MWh), and extra-high price forecast level (higher than 50 
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$/MWh). Since the spikes are larger than 50 $/MWh, we determine the 
probability of spike at each level of Figure 3.35 as shown in Table 3.10. In 
addition, we use the same information to show probability distributions of 
price at the four price forecast levels in Figure 3.37. 

 We use Figure 3.37 to determine the probability distribution of price 
and its spikes. The forecasted price is given as 60 $/MWh, which is at the 
extra-high price forecast level. The expected value of price at the high price 
forecast level is 94 $/MWh. According to equation (3.13), the post-
processed price forecast is 79 $/MWh. The probability distribution of price 
at the extra-high price level and the probability distribution of the 
forecasted price are similar and the latter has a -15 $/MWh disposition 
(according to the Appendix B.1, δ = k - k* = 79 - 94 = -15) compared to 
the former. Figure 3.38 illustrates the two distributions (the expected value 
of the distribution of the forecasted price is 79 $/MWh). 

 
Table 3.10 Probability of Spikes at Different Price Forecast Levels (2) 

Price forecast range ($/MWh) ≥50 [45,50) [35, 45) <35 
Probability of price spikes 89.47% 23.08% 1.92% 0.14% 
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Figure 3.37 Probability Distributions of Prices at Different Price Forecast Levels (2) 

 

The distribution of extra-high price forecast level in Figure 3.37 has similar 
disadvantage to that of the high price forecast level in Figure 3.29. Figure 
3.39 shows the results for price data extending from 1/1/99 through 
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9/30/99. The extra-high level curve in Figure 3.39 is more realistic than 
that in Figure 3.37 while there are no significant changes in other level 
curves. 
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Figure 3.38 Probability Distributions at the Price Forecast Level and  

the Forecasted Price (2) 
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Figure 3.39 Probability Distributions of Prices at Different Price Forecast Levels  

using More Samples (2) 
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3.7.2 Probability Distribution of Electricity Price  
 
In this section, we discuss the calculation of the probability distribution of 
electricity price. Two methods are available: statistical method and ANN 
method. 
 

 3.7.2.1 Statistical Method 
 
By this method, we obtain a price distribution in analyzing historical data 
for price forecasts. The analysis may be based on load levels, price levels 
or price difference (actual price - forecasted price) levels, as discussed 
below. 
 
Statistical Method Based on Load Levels. In this method, the probability 
distribution of price is based on different load levels. This method was 
discussed earlier when we analyzed price spikes at different load levels.  
 
Statistical Method Based on Price Forecast Levels. In this method, the 
probability distribution of price is based on different price forecast levels. 
This method was discussed earlier when we analyzed price spikes at 
different price levels. 
 
Statistical Method Based on Price Difference. In this method, we use 
historical forecasts to obtain a price difference (actual price - forecasted 
price) distribution and then the probability distribution of electricity price. 
Figure 3.40a shows a historical market price forecast and the actual market 
price. Accordingly, we derive the price difference distribution as shown in 
Figure 3.40b.  

 

 

 

 

 

 

 

Figure 3.40a Historical Forecast Figure 3.40b Price Difference Distribution 
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To obtain a price difference distribution, two methods are considered and 
discussed as follows: 

• Do not differentiate between individual hours. We assume that the 
price difference distributions at various hours are the same and that all 
are based on historical forecasts.  

• Differentiate between individual hours in analyzing the price difference 
distribution. We use historical forecasts at a given hour to derive a 
price difference distribution at that hour.  

Compare the forecast in Figure 3.34b with its price difference shown in 
Figure 3.41. Correspondingly, we construct the price difference distribution 
in Figure 3.42, if we do not differentiate between individual hours.  

 If we assume that the forecasted price at hour 10 is 40.5 $/MWh and 
the expected price difference is about 0.5 $/MWh, Figure 3.43 illustrates 
the probability distribution of price difference and the probability 
distribution of the forecasted price (expected value of the latter distribution 
is 40.5 $/MWh). The two distributions are similar, and the latter has a 40 
$/MWh disposition (according to the Appendix B.1, δ = k - k* = 40.5 - 0.5 
= 40) compared to the former. 

 Figure 3.44 shows the price difference distribution at hour 10 when 
individual hours are differentiated. The expected price difference is about 
0.2 $/MWh. Suppose that the forecasted price at hour 10 is 40.5 $/MWh.   
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Figure 3.41 Price Difference Analysis 
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Figure 3.42 Price Difference Distribution for All Hours 
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Figure 3.43 Distribution Analysis of Price Difference and Price at Hour 10 
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Figure 3.44 Price Difference Distribution at Hour 10 
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 Figure 3.45 illustrates the probability distribution of price difference 
and the probability distribution of the forecasted price (expected value of 
the latter distribution is 40.5 $/MWh). The two distributions are similar and 
the latter has a 40.3 $/MWh disposition (according to the Appendix B.1, δ 
= k - k* = 40.5 - 0.2 = 40.3) compared to the former. 
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Figure 3.45 Distribution Analysis of Price Difference and Price at Hour 10 

 
 

3.7.2.2 ANN Method  
 
In [Deb01a], the authors indicate that: 

• For price forecasting, a single-point forecast is not enough. Here, a 
single-point forecast refers to using expected values of input factors to 
forecast the expected value of output. 

• A probability distribution of input factors should be considered in order 
to calculate a probability distribution of output. 

• The forecasted price and its volatility are intrinsically connected. 

 

 We propose an indirect method for calculating the probability 
distribution of electricity price based on these observations. In [Deb01], the 
mapping from impact factors to price forecast is implemented by OPF. 
Here, we adopt the ANN method described in Section 3.4, and Figure 
3.46a shows the mapping from load forecast to price forecast. Once we 
know the probability distribution of load forecast, we can calculate the 
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probability distribution of price forecast using ANN and a Monte Carlo 
simulation as illustrated in Figure 3.46b. 

 Let us consider an example. First, as in Section 3.4, for the study 
system, we use ANN to find the relationship between loads for 24 hours 
(and other factors) and prices for 24 hours. Then, with this ANN, for a 
specific load sample (24 hours of loads), we get a corresponding price 
sample (24 hours of prices). Now, if we vary the load samples (keeping 
other factors unchanged in this case), we can get various price samples. For 
this example, we could vary the loads by uniformly multiplying all 24-hour 
loads with a factor that follows a normal distribution (the mean is 1 and the 
standard deviation is 0.1 as shown in Figure 3.47). Each factor corresponds 
to a load sample, and thus a price sample. Each try amounts to one Monte 
Carlo simulation. 

 Repeating this scheme, we could make 1000 Monte Carlo 
simulations. Then we could make a probability analysis for prices at each 
hour. Figure 3.48 shows the probability distribution of forecasted prices at 
hours 5, 10, 15, and 20. For convenience and clarity, we normalize those 
prices by their corresponding expected values. The actual probability 
distribution of prices is determined by mapping from loads to prices as is 
represented by ANN. As Figure 3.48 shows, although the loads follow a 
normal distribution, the prices do not necessarily, for example, at hour 5. 
Prices at hours 10, 15, and 20 do have normal distributions, but their 
standard deviations differ.   
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Figure 3.47 Probability Distribution of the Factor 
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Figure 3.48 Probability Distribution of Price 

 
 
 

3.7.2.3 Comparison of Statistical Method and ANN Method  
 
In comparing the statistical method with the ANN method, it is difficult to 
say which method is better, since both methods have advantages and 
disadvantages. In practice, the method used depends on the specific case.   

 The statistical method is a direct method. It is a way to directly 
analyze the properties of historical price data, such as the relationship 
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between price and load or relationship between actual price and forecasted 
price. The assumption is that the probability distribution of price (or price 
difference) forms a pattern that repeats over time. So the applicability of 
this method depends very much on repeatable intervals. There are two 
advantages to this method. First, it is easy to implement because only 
simple statistical methods are needed. Second, the way to implement is 
very flexible. It could be based on load level, price forecast level, or price 
difference. 

 The ANN method is an indirect method. Through ANN, one studies 
the distribution of prices by analyzing the distribution of price drivers (load 
in the example). The basic assumption is that the ANN will correctly map 
the relationship between the input and the output, even for cases not 
included in training samples. So, its accuracy depends on how accurately 
one models the probability distribution of the price driver and how 
accurately the ANN represents the mapping from price driver to price. The 
beauty of the ANN method is that it can use many samples that are created 
by the simulation of the practical system. However, compared to the 
statistical method, the ANN method may be more complicated in 
implementation.   
 
 
3.8 APPLICATIONS OF PRICE FORECASTING 
 
So far in this chapter, we have discussed point forecast of electricity prices 
and probability distribution of electricity prices. In this section, we look at 
the applications of these tools to power systems market operations. 
 
 
3.8.1  Application of Point Price Forecast to Making Generation 

Schedule 
 
Point forecast refers to forecasting expected values. In Section 3.4, using 
neural network, we found the relationship between the impacting factors 
and electricity prices. From the impacting factors, some of which have 
forecasted values such as load, we can forecast the electricity prices.  

 We have only one price for each period, which is the expected price. 
This kind of forecast is called a point forecast. The point forecast is used to 
produce generation schedules. In Chapter 4 of this book, we will discuss 
the PBUC, for which forecasted market prices are used to optimize 
generation resources and profits. Different point price forecasts will lead to 
different commitment schedules and generation schedules. 
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3.8.2  Application of Probability Distribution of Price to Asset 
Valuation and Risk Analysis 

 
In electricity markets, it is not enough to forecast a single (expected) value 
of the market price. The probability distribution of the prices needs to be 
simulated for generation asset valuations. The probability distribution of 
the prices is indispensable in evaluating the risk associated with the 
deviation of actual prices from a particular forecast. These topics will be 
discussed in Chapter 7 of this book. 
 

3.8.3  Application of Probability Distribution of Price to Options 
Valuation 

 
The values of options are the expected premiums a buyer or seller pays to 
ensure that he can conduct his trade at the average or forecasted price 
[Deb01]. From the probability distribution of electricity prices, the value of 
the call option is calculated as the difference between the average of the 
prices above the mean and the mean price of the entire distribution, and the 
value of the put option is calculated as the difference between the average 
of the prices less than the mean and the mean of the entire distribution. 

 Mathematically, we would say that the probability distribution of 
electricity price is f(P). The expected value is 

 ∫
∞+
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The values of the call option and put option are  
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where E(P) denotes expected value of price, VC denotes value of the call 
option, and VP denotes value of the put option. 
 

3.8.4  Application of Conditional Probability Distribution of Price on 
Load to Forward Price Forecasting 

 
In this chapter, we mainly discuss short-term price forecasting. A 
conditional probability distribution of prices on load allows us to make 
long-term price forecasts with reasonable accuracy. 
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 If we know the probability distribution of the load and the 
conditional probability distribution of prices on that load, we can calculate 
the expected value of price as follows [Cam01]: 

∫∫ ∫
∞+∞+ ∞+

=∗∗=
 

  

 

  

 

  
dLLPE  dPdLLfLPfP  PE

00 0
)|()()|()(           (3.13) 

where L denotes load, P denotes price, f(L) is the probability distribution of 
load, f(P|L) is the conditional probability distribution of price on load, 
E(P|L) is the expected price when the load is L, and E(P) denotes expected 
value of price. 

 Equation (3.13) can be used to calculate the forward price in the long 
term, since statistically both the probability distribution of a load and the 
conditional probability distribution of price on that load are easy to obtain 
with relatively high accuracy. We should be cautious, however, if we want 
to use this formula to forecast price in the short term, since the accuracy 
may be compromised. That is because the probability distribution of a load 
and the conditional probability distribution of price on that load cannot be 
obtained accurately for short-term studies. The following is a simple 
example for calculating the forward price in the long term.  

 Suppose that we calculate the forward price for the third month from 
now. There are three load levels as in Figure 3.35. The probability 
distribution of load is shown in Table 3.11, which has a high accuracy 
statistically. Also shown in the table are the expected values of prices at 
different load levels, which are calculated from Figure 3.35. 

 
Table 3.11 Load Level Distribution and Expected Price 

Load range (MW) ≥40000 [35000, 40000) <35000 
Probability 3% 25% 72% 
Expected prices ($/MWh) 105 43 24 

 

So, the forward price (FP) can be calculated as follows. 

 FP =  24 × 72% + 43 × 25% + 105 × 3% = 31.18 $/MWh 
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Chapter 4 
 

Price-Based Unit Commitment 
 
 
 

4.1 INTRODUCTION 
 
In the regulated power industry, unit commitment (UC) refers to 
optimizing generation resources to satisfy load demand at least cost. Since 
the related objective would be to minimize the operational cost, unit 
commitment is commonly referred to as cost-based unit commitment. If 
maintaining security is emphasized in the UC solution, the new UC is 
referred to as security-constrained unit commitment (SCUC). Three 
elements are included in the SCUC paradigm: supplying load, maximizing 
security, and minimizing cost. Satisfying the load is a hard constraint and 
an obligation for SCUC. Maximizing security is often satisfied by 
maintaining sufficient spinning reserve at less congested regions that could 
easily be accessed by loads. Cost minimization is realized by committing 
less expensive units while satisfying the corresponding constraints and 
dispatching the committed units economically. SCUC is the subject of 
Chapter 8 in this book. In several of the restructured markets, the ISO 
would use SCUC to plan the day-ahead schedule. However, the SCUC 
discussed in Chapter 8 is different from that of the regulated power 
industry since the ISO would have no control over generation bids 
submitted by GENCOs.  

 In comparison, the UC used by individual GENCOS refers to 
optimizing generation resources in order to maximize the GENCO’s profit. 
This UC has a different objective than that of SCUC and is referred to as 
price-based unit commitment1 (PBUC) to emphasize the importance of the 
price signal. In PBUC, satisfying load is no longer an obligation and the 
objective would be to maximize the profit, and security would be 

                                                      
1 PBUC is occasionally referred to as profit-based unit commitment. 
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unbundled from energy and priced as an ancillary service. In this new 
paradigm, the signal that would enforce a unit’s ON/OFF status would be 
the price, including the fuel purchase price, energy sale price, ancillary 
service sale price, and so on.  

 In comparing SCUC with PBUC, it is wrong to assume that 
maximizing the profit is essentially the same as minimizing the cost. Profit 
is defined as the revenue minus cost. That is, profit not only depends on 
cost but on revenue as well. If the incremental revenue is larger than the 
incremental cost, we may generate more energy for attaining more profit. 
On the contrary, if the incremental revenue is smaller than the incremental 
cost, it may be less attractive to sell energy. In an extreme case, if the 
objective in the new paradigm is to minimize the cost, a GENCO might not 
opt to generate because it would have no incentive to serve a load at zero 
cost. 

 Compared to cost-based unit commitment, the distinct feature of 
price-based unit commitment is that all market information is reflected in 
the market price. Some examples are as follows: Although the system load 
is not a hard constraint in PBUC, load forecasting would be required for 
market price forecasting. Likewise, security would not be a consideration 
in formulating PBUC, but the ISO’s criteria for maintaining security would 
impact the market price. It may be difficult for certain participants in an 
energy market to foresee other market participants’ bidding strategies. Of 
course, gaming techniques could be utilized by participants to incorporate 
strategies in their market price forecasting. On the issue of transmission 
congestion, such constraints could be included explicitly in SCUC. 
However, it is impractical to assume transmission network information in 
PBUC since that information is unavailable to GENCOs. Since 
transmission congestion would incur price differences among different 
regions, transmission congestion will be incorporated through locational 
marginal prices in PBUC. 

 In the restructured power industry, there may exist price 
discrepancies between electricity and other commodities, such as fuel and 
emission allowance. Price discrepancies mean opportunities for arbitrage. 
PBUC can be used to discover those opportunities, which will be discussed 
in Chapter 5. 

 In a competitive energy market, the valuation of generation assets is 
an important issue. An efficient PBUC could maximize the value of 
generation assets. In generation asset valuation, price forecasting is 
indispensable. No matter how good a price forecast is, discrepancies will 
always occur in committing enough generation, which could lead to 
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additional risk. The application of PBUC to generation asset valuation and 
risk analysis will be treated in Chapter 7.  

 In this chapter, the PBUC formulation and its solution methodology 
are discussed. Some examples are presented to illustrate the formulation 
and the solution methodology. 
 
 
4.2 PBUC FORMULATION 
 
The objective of PBUC is to maximize the profit (i.e., revenue minus cost) 
subject to all prevailing constraints. For unit i at time t, the profit is given 
as2  
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We let P represent energy, R represent spinning reserve and N represent 
non-spinning reserve. The first part of (4.1) represents the profit when the 
unit is ON. Profit is defined as the revenue from the sales of energy and 
ancillary services minus production costs. The profit from bilateral 
contracts would also be included, though it is assumed to be constant. The 
second part of (4.1) represents the profit when the unit is OFF. Here, profit 
represents revenue from the non-spinning reserve sales minus production 
costs and the cost of any energy purchases. Similarly, profit from bilateral 
contracts would also be included. 

 In the scheduling horizon, the profit for all scheduled units is given 
as  

∑∑=
i t

tiFF ),(                                                                           (4.2) 

The PBUC problem is formulated as 
maximize    ∑∑

i t
tiF ),(  

subject to system and unit constraints, as discussed below.  

                                                      
2 The list of symbols is given in Appendix A. 
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4.2.1 System Constraints 

a) System Energy and Reserve Limits 

 )(),(),()( tPtiItiPtP max

i

min ≤≤ ∑           (4.3a) 

 )(),(),()( tRtiItiRtR max

i

min ≤≤ ∑          (4.3b) 

 )(),()( tNtiNtN max

i

min ≤≤ ∑            (4.3c) 

These constraints represent a GENCO’s special requirements. For example, 
a GENCO may have minimum and maximum generation requirements in 
order to play the game in the energy market. Because of reliability 
requirements, a GENCO may pose lower and upper limits on its spinning 
and no-spinning reserves. These constraints can be relaxed otherwise. 

b) System Fuel Constraints (For a “FT” type of fuel) 

( ) )(),(),(),(),(),(),()( FTFtiStiNtiItiRtiItiPCFTF max

FTi
f

t
fi

min ≤+++≤ ∑∑
∈

 

(4.4) 

c) System Emission Constraint 

( ) max
e

i t
ei EtiStiNtiItiRtiItiPC ≤+++∑∑ ),(),(),(),(),(),(    (4.5) 

 

4.2.2 Unit Constraints 

a) Unit Generation Limits 

 ),(),(),(),( 0 tiPtiBtiItiP ≥+            (4.6a) 

 ),(),(0 0 tiPtiB ≤≤             (4.6b) 

 )(),(),(),(),(),()( iPtiNtiItiRtiItiPiP gmaxgmin ≤++≤         (4.6c) 

),(),(),(),( tiItirtiItiR s≤                                                         (4.6d) 

 where,  

 { }),(),(),(10min),( tiPtiPiMSRtir gmaxs −×=  

 ),(),( tintiN o≤             (4.6e) 
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 where, 




=
ON isunit  if  ,),(
OFF isunit  if       ,)(

),(
tin

iq
tin

s
o    

 and { }),(),()()(10min),( tiRtiPiP,iMSRtin gmaxs −−×=    

 Note that MSR is the maximum sustained ramp rate (MW/min). 
The spinning reserve is the unloaded synchronized generation that 
can ramp up in 10 minutes. Non-spinning reserve is the 
unsynchronized generating capacity that can ramp up in 10 
minutes.  

b) Unit Minimum ON/OFF Durations 

 0)],()1,([)](),([ ≥× ti-It-iIi-TtiX onon            (4.7a) 

0)],()1,([)],()1,([ ≥× ti-It-iIti-Tt-iX offoff            (4.7b) 

c) Unit Ramping Constraints  

 iURt-i-PtiP )()1,(),( ≤  as unit i ramps up   (4.8a) 

  iDRti-Pt-iP )(),()1,( ≤ as unit i ramps down   (4.8b) 

 See Section 8.2 for more general ramping constraints modeling. 

d) Unit Fuel Constraints 

( ) )(),(),(),(),(),(),()( iFtiStiNtiItiRtiItiPCiF max
f

t
fi

min ≤+++≤ ∑  (4.9) 

 
 
4.3 PBUC SOLUTION  
 
Lagrangian relaxation is used to solve PBUC. The basic idea is to relax 
coupling constraints (i.e., coupling either units, time periods, or both) into 
the objective function by using Lagrangian multipliers. The relaxed 
problem is then decomposed into subproblems for each unit. The dynamic 
programming process is used to search the optimal commitment for each 
unit. Lagrangian multipliers are then updated based on violations of 
coupling constraints. 

 We begin our solution methodology with a simple case that ignores 
emission or fuel constraints. We will show that emission and fuel 
constraints can be included without much modification to this 
methodology. 
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4.3.1 Solution without Emission or Fuel Constraints 
 
The original maximization objective is equivalent to the minimization a 
revised objective function. Here, we specify the objective as 

minimize   ∑∑−
i t

tiF ),(     (4.10) 

Using Lagrangian multipliers to relax system constraints (i.e., energy and 
reserve), we write the Lagrangian function as 

∑ ∑ ∑ ∑∑ ∑
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 4.3.1.1 Single-Unit Dynamic Programming  
 
The Lagrangian term for one unit at a single period is given as follows: 

When the unit is ON ( 1),( =tiI ),  
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     (4.12) 

When unit is OFF ( 0),( =tiI ), 

( ) ( )),(),(),()(
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ρ
λρ

                    (4.13)  

The separable single-unit problem is formulated as 

 minimize ∑=
t

tiItiLiL ),(),()(           (4.14) 

Dynamic programming is used to solve this problem. The key is to 
determine P, R, and N since they are coupled through the cost function.  
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4.3.1.1.1 Optimality Condition When the Unit is ON. When the unit is 
ON, the derivatives of the Lagrangian function with respect to P, R, and N 
are  
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Interestingly, λg, λr, and λn act as price signals for their relaxed constraints.  

Since 
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we have 
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So, when the unit is ON, the optimality condition is  
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Since ),( tiλ  is a function P, R, and N, we could presumably solve the 
following equations for optimality conditions (i.e., three variables and three 
equations) to compute P, R, and N. However, the coefficient matrix in this 
case would be singular, and we would not be able to calculate P, R, and N. 
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Instead, we propose the following approach. According to the formulation 
of ),( tiL , equations for P, R, and N would be identical except for their 
price coefficients and Lagrangian multipliers. In order to minimize ),( tiL , 
we should compare )()( tt ggm λρ − , )()( tt rrm λρ −  and )()( tt nnm λρ − , 
and apply the optimality conditions to compute P, R, and N sequentially. 

 If we suppose that )()()()()()( tttttt nnmrrmggm λρλρλρ −<−<−  
(other cases can be handled similarly), the following procedure would 
solve the optimization problem: 

1. Determine ),( tiNmin  and ),( tiNmax , and based on optimality conditions 
for N (see 4.18c), compute ),( tiN  as follows subject to ),( tiNmin  and 

),( tiNmax : 

 )(
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tiN gmin
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=

λρ
 

 ),(),(),( tiNtiNtiN maxmin ≤≤  
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2. Determine ),( tiRmin  and ),( tiRmax , and based on optimality conditions 
for R (see 4.18b), compute ),( tiR  as follows subject to ),( tiRmin  and 

),( tiRmax : 

 ),()(
)(2
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),( tiNiP

ic
ibtt

tiR gmin
rrm −−

−−
=

λρ
 

 ),(),(),( tiRtiRtiR maxmin ≤≤  

 
3. Determine ),( tiPmin  and ),( tiPmax , and based on optimality conditions 
for P (see 4.18a), compute ),( tiP  as follows subject to ),( tiPmin  and 

),( tiPmax : 
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 ),(),(),( tiPtiPtiP maxmin ≤≤  

 

4.3.1.1.2 Optimality Condition When the Unit is OFF. When the unit is 
OFF, the derivative of Lagrangian function with respect to N is given as 
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So, when the unit is OFF, the optimality condition is  
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Correspondingly, we compute N as follows. Determine ),( tiNmin  and 
),( tiNmax , and based on optimality conditions for N (see 4.22), compute 

),( tiN  as follows subject to ),( tiNmin and ),( tiNmax . In this case, 
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ibtt

tiN nnm −−
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λρ
  

 ),(),(),( tiNtiNtiN maxmin ≤≤  

 
 
 4.3.1.2 Multipliers Update  
 
From the optimality conditions (4.18) and (4.22): 

• P is proportional to )()( tt ggm λρ −  and a larger )(tgλ  corresponds to 
a smaller P (and vice versa). 

• R is proportional to )()( tt rrm λρ −  and a larger )(trλ  corresponds to a 
smaller R (and vice versa). 

• N is proportional to )()( tt nnm λρ −  and a larger )(tnλ  corresponds to 
a smaller N (and vice versus).  

Considering energy and reserve constraints (4.3), we use the following rule 
for updating multipliers based on the subgradient method. See Section 
4.4.2.1 for computing the step component. 
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 if )(),(),( tRtiItiR max

i
>∑          (4.23c) 
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 4.3.1.3 Economic Dispatch  
 
Once the unit commitment status is determined, an economic dispatch 
problem is formulated and solved to ensure the feasibility of the original 
unit commitment solution. The economic dispatch problem at time t is 
given as 

minimize  ∑−
i

tiF ),(      (4.24) 

subject to energy, reserve, and unit generation limits. Here unlike (4.1), the 
value of I(i,t) is already determined and is no longer a variable. Therefore, 
quadratic or linear programming can be applied to solve this problem. 
However, the process is time-consuming for a large-scale system.   

          Analyzing ),( tiF , we learn that the only item that distinguishes P, R, 
and N from one another is their market price. So we convert the original 
problem into three subproblems for P, R, and N and solve the subproblems 
sequentially, starting with the most expensive (in the sense of market 
price). 
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In the following, we consider )()()( ttt nmrmgm ρρρ << . Other cases can 
be considered similarly. 

 
4.3.1.3.1 Economic Dispatch for Non-spinning Reserve (N). Since I(i,t) 
is given in the unit commitment section, the formulation is as follows:  

minimize 
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subject to 

 )(),(),(0 iPtiGtiN gminmax −≤≤  (Unit is ON)      (4.25b) 

 ),(0),(0 tiGtiN max≤≤                (Unit is OFF)       (4.25c) 

             )(),()( tNtiNtN max

i

min ≤≤ ∑                                   (4.25d) 

In (4.25b), Gmax(i,t) is the maximum capability of unit i at time t when unit 
i is ON. In some ramping cases, Gmax(i,t) may be different from the 
maximum physical capacity of the unit. In (4.25c), G0max(i,t) is the 
maximum capability of unit i at time t when unit i is OFF, which is the 
quick start capability of the unit, if available, and otherwise it is zero. The 
solution method is given as follows. 

1.  Determine ),( tiN min  and ),( tiN max , and using )(tnmρ , find ),( tiN  
subject to ),( tiN min  and ),( tiN max . 
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3.  If )(),( tNtiN max

i

>∑ , let )(),( tNtiN max

i

=∑  and compute ),( tiN  again. 

4.  If )(),( tNtiN min

i

<∑ , let )(),( tNtiN min

i

=∑  and compute ),( tiN  again. 

The size of the decomposed problem is one-third that of the original 
problem. Note that classical economic dispatch methods, such as lambda 
iteration method, first-order gradient method and second-order gradient 
method can be used to compute N. Also, quadratic or linear programming 
may be used in this approach.  
 

4.3.1.3.2 Economic Dispatch for Spinning Reserve (R). In the following 
formulation, I(i,t) is given in the unit commitment section:  

minimize 

 ( ){ }∑ ⋅+++−
i

gminirm tiItiRtiNiPCtiRt ),(),(),()(),()(ρ    (4.26a) 

subject to (for all ON units) 

 ),()(),(),(0 tiNiPtiGtiR gminmax −−≤≤       (4.26b) 

 )(),()( tRtiRtR max

i

min ≤≤ ∑          (4.26c) 

The solution method is given as follows. 

1.  Determine ),( tiRmin  and ),( tiRmax , and using )(trmρ , find ),( tiR  subject 
to ),( tiRmin  and ),( tiRmax . 
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>∑ , let )(),( tRtiR max

i

=∑  and compute ),( tiR  again. 

4.  If )(),( tRtiR min

i

<∑ , let )(),( tRtiR min

i

=∑  and compute ),( tiR  again. 
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4.3.1.3.3 Economic Dispatch for Energy (P). In the following 
formulation, I(i,t) is given in the unit commitment section. 

minimize 

[ ] ( ){ }∑ ⋅+++−−
i

igm tiItiPtiRtiNCtiPtiPt ),(),(),(),(),(),()( 0ρ  (4.27a) 

subject to (for all ON units) 

 ),(),(),(),()( tiRtiNtiGtiPiP maxgmin −−≤≤        (4.27b) 

 )(),()( tPtiPtP max

i

min ≤≤ ∑          (4.27c) 

The solution method is given as follows. 

1.  Determine ),( tiPmin  and ),( tiPmax , and using )(tgmρ , find ),( tiP  subject 
to ),( tiPmin  and ),( tiPmax . 
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3.  If )(),( tPtiP max

i

>∑ , let )(),( tPtiP max

i

=∑  and compute ),( tiP  again. 

4.  If )(),( tPtiP min

i

<∑ , let )(),( tPtiP min

i

=∑  and compute ),( tiP  again. 

 
 4.3.1.4 Convergence Criterion  
 
The convergence criterion may be defined as the relative duality gap to be 
less than a pre-specified threshold. The relative duality gap is defined as 
follows. 

 Suppose that the solution from unit commitment is SU and the 
solution from economic dispatch is SE. Substituting SU into the Lagrangian 
function, we would get the Lagrangian value, denoted as LU. Substituting 
SE into the Lagrangian function we would get the Lagrangian value, 
denoted as LE. The relative duality gap (RDG) is defined as 
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LU

LELURDG −=            (4.28) 

The flowchart of PBUC is shown in Figure 4.1. 
 
 
4.3.2 Solution with Emission and Fuel Constraints 
 
With emission and fuel constraints, the Lagrangian function is given as  
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Lagrangian term for one unit at one time period is given as follows: 

When the unit is ON ( 1),( =tiI ), 
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When the unit is OFF ( 0),( =tiI ), 
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Figure 4.1 PBUC Flowchart 
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 4.3.2.1 Optimality Condition  
 
When the unit is ON, derivatives of the Lagrangian function with respect to 
P, R, and N are 
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We have 
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If we define 
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 )())()(()()()(' ibiFTibibib ffufee λλλ +++=                (4.35a) 

 )())()(()()()(' iciFTicicic ffufee λλλ +++=        (4.35b) 

the only difference between including and not including emission and fuel 
constraints in the formulation is represented by b and b', c and c'.  

The optimality condition when the unit is OFF is given as 
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Since  

 ( ) [ ] [ ]2),()(),()()(),( tiNictiNibiatiNCC ii ++==                    (4.37a) 

 ( ) [ ] [ ]2),()(),()()(),( tiNictiNibiatiNCC eeeeiei ++==       (4.37b) 

 ( ) [ ] [ ]2),()(),()()(),( tiNictiNibiatiNCC ffffifi ++==            (4.37c) 
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If we define 

 )())()(()()()(' ibiFTibibib ffufee λλλ +++=           (4.39a) 

 )())()(()()()(' iciFTicicic ffufee λλλ +++=           (4.39b) 

 
the only difference in including emission and fuel constraints is represented 
by b and b', c and c'.  
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 4.3.2.2 Multipliers Update for Emission and Fuel Constraints  
 
For convenience, we define 

( )∑∑ +++=
i t

eei
Σ tiStiNtiItiRtiItiPCE ),(),(),(),(),(),(              (4.40a) 

( )   tiStiNtiItiRtiItiPCFTF
FTi t

ffi
Σ ∑∑

∈

+++= ),(),(),(),(),(),()(        (4.40b) 

( )  tiStiNtiItiRtiItiPC(i)F
t

ffi
Σ ∑ +++= ),(),(),(),(),(),(               (4.40c) 

Consider an example for the multiplier updating process of emission 
constraint. Since (P + R + N) is proportional to eλ  and a larger eλ  
corresponds to a smaller (P + R + N) (and vice versa), and emission is a 
quadratic function of (P + R + N) and a larger (P + R + N) corresponds to a 
larger emission (and vice versa), we use the following multipliers updating 
rule (i.e., the subgradient method) for emission multipliers: 

( )maxΣ
ee EEstep −×+= λλ , if maxΣ EE >                                             (4.41a) 

Similarly, for system and unit fuel constraints, we implement the following 
updating rule for multipliers (i.e., subgradient method). 

( ))()()()( FTFFTFstepFTFT maxΣ
ff −×+= λλ , if    FTFFTF maxΣ )()( > (4.41b) 

( ))()()()( FTFFTFstepFTFT minΣ
ff −×+= λλ , if    FTFFTF minΣ )()( <  (4.41c) 

( ))()()()( iFiFstepii maxΣ
fufu −×+= λλ , if    iFiF maxΣ )()( >                   (4.41d) 

( ))()()()( iFiFstepii minΣ
fufu −×+= λλ , if   iFiF minΣ )()( <                     (4.41e) 

See Section 4.4.2.2 for computing the step components. 
 
 
 4.3.2.3 Economic Dispatch  
 
Given eλ , )(FTfλ , and )(ifuλ , we perform an economic dispatch without 
considering emission and fuel constraints as in Section 4.3.1.3 but 
replacing b with b' and c with c'. Then we check emission and fuel 
constraints. If no constraint is violated, the economic dispatch is 
completed. Otherwise, we modify eλ , )(FTfλ , and )(ifuλ , and perform 
another economic dispatch until all constraints are satisfied. 
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4.4 DISCUSSION ON SOLUTION METHODOLOGY 
 
Additional discussions are presented here on the solution methodology. 
 
 
4.4.1 Energy Purchase  
 
Based on ),(),(),(),( tiPtiBtiItiP o≥+  and ),(),( tiPtiB0 o≤≤ , and 
assuming that energy sales and purchases are not made simultaneously for 
the same unit, we will have the following: 

When the unit is ON, 

),(),(),( 0 tiPtiPtiB −= , if ),(),( 0 tiPtiP <               (4.42a) 

0),( =tiB , if ),(),( 0 tiPtiP >                                                   (4.42b) 

When the unit is OFF, 

),(),( 0 tiPtiB =                     (4.42c) 

(4.42) indicates that the energy purchase variable (B) depends on unit 
status (I) and generation (P). 

 
 
4.4.2 Derivation of Steps in Update of Multipliers 
 
 4.4.2.1 Step Calculation for P, R, and N 
 

Take P as an example. Let )1(
gλ  correspond to ( ) )1(∑ P  and 

)2(
gλ correspond to ( ) )2(∑ P , where the superscript refers to the iteration 

number. Then, for ( ) ( ) 


 −+= ∑∑ )0()0( * PPstepgg λλ , the steps can 

be developed as 
( ) ( ) )1()2(

)1()2(

∑∑ −

−
=

PP
step gg λλ

.  At the limit, 

 ( ) ( ) ∑∑∑∑
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Since 

 2)()()()( PicPibiaPCi ++=  

 Picib
dP

PdC
P i

i )(2)(
)(

)( +==λ  

 )(2
)(

ic
dP

Pd i =
λ

 

Then,  
∑

=

i ic

step

)(2
1

1            (4.43) 

We adopt a similar approach for R and N. 
 
 
 4.4.2.2 Step Calculation for Emission and Fuel Constraints  
 

Take emission constraint as an example. Let )1(
eλ  correspond to ( ) )1(∑ E  

and )2(
eλ  correspond to ( ) )2(E .  

Then, in ( ) ( ) 


 −×+= ∑∑ )0()0( EEstepee λλ , the step can be 

developed as 
( ) ( ) )1()2(

)1()2(
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−
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step ee λλ

.  At the limit we have 
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Let ),(),(),(),(),(),( tiNtiItiRtiItiPtiX ++= . Since 
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Similarly, for system fuel constraint, 
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For unit fuel constraint,  
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Comparing (4.44) with (4.43), we learn that in (4.43) the step is irrelevant 
to P (or X). However, in (4.44) the step is relevant to X (i.e., the current 
operating point). The reason is that P is a linear function of λ while 
emission (or fuel) is a quadratic function of λ. If we develop a linear 
relationship between emission and λ, we could derive a formula similar to 
(4.43). Since  

 Xicib
dX

XdC
X ee

ei
ei )(2)(

)(
)( +==λ  

We have  

 
)(2

)()(
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ibX
X

e

eei −
=

λ
 

Substituting into 2)()()()( XicXibiaXC eeeei ++= , we have  
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which shows that the emission is a linear function of λ2. This suggests 
another kind of multiplier update, 

 ( ) ( ) 
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and 

( )maxΣ
ee EEstep −×+= 2λλ , if maxΣ EE >       (4.48) 

Lagrangian multipliers for system fuel constraints and unit fuel constraints 
would be updated similarly. 
 
 
4.4.3 Optimality Condition  
 
Here, we analyze the optimal conditions in (4.18) to see when the equal 
sign holds. Suppose that )(tgλ , )(trλ , and )(tnλ  are all zero, which 
indicates that no system constraint is violated. Further, suppose that 

)()()( ttt nmrmgm ρρρ << .  
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If 0
),(

=
∂

∂
tiN

L , then ),(),(),( tiNtiNtiN maxmin << . Accordingly, we 

derive the following conclusions: 

• (4.18c) shows that )(),( tti nmρλ =  

• (4.18b) shows that 0)()()(),(
),(

>−=−=
∂

∂ tttti
tiR

L
rmnmrm ρρρλ ,  

        which means ),(),( tiRtiR min=  

• (4.18a) shows that 0)()()(),(
),(

>−=−=
∂

∂ tttti
tiP

L
gmnmgm ρρρλ ,  

       which means that ),(),( tiPtiP min=  

 
Other cases can be derived similarly. Results are given as follows: 

If          0
),(

>
∂

∂
tiN

L , which means ),(),( tiNtiN min= , 

then  0
),(

>
∂

∂
tiR

L , which means ),(),( tiRtiR min=  

and  0
),(

>
∂

∂
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L , which means ),(),( tiPtiP min= . 
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<
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∂
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L , which means ),(),( tiNtiN max= , 
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∂
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>
∂

∂
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L , which means ),(),( tiPtiP min= , 

or 0
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>
∂

∂
tiR

L , which means ),(),( tiRtiR min= , 

 0
),(

>
∂

∂
tiP

L , which means ),(),( tiPtiP min= , 

or 0
),(

<
∂

∂
tiR

L , which means ),(),( tiRtiR max= , 
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 0
),(

=
∂

∂
tiP

L , which means ),(),(),(min tiPtiPtiP max<< , 

or 0
),(

>
∂

∂
tiP

L , which means ),(),( tiPtiP min= , 

or 0
),(

<
∂

∂
tiP

L , which means ),(),( tiPtiP max= . 

One interesting conclusion is that 0
),(

=
∂

∂
tiP

L , 0
),(

=
∂

∂
tiR

L  and 

0
),(

=
∂

∂
tiN

L  cannot be satisfied simultaneously. Another is that two 

conditions cannot be satisfied simultaneously. These observations point out 
that at least two of P, R, and N are at their limits.  
 
 
4.5 ADDITIONAL FEATURES OF PBUC 
 
4.5.1 Different Prices among Buses 
 
If there is no transmission congestion, the bus prices will be the same. 
Otherwise, the bus prices will differ. The PBUC formulation could 
simulate a transmission congestion with different bus prices whereby the 
market price forecasts would include the conditions causing the congestion. 
Because bus prices differ in the market, the following change could be 
made in calculating the profit. However, the solution methodology will not 
be affected.  
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4.5.2 Variable Fuel Price as a Function of Fuel Consumption 
 
A difficult problem to solve is when the fuel price is not constant and 
would also depend on the total MBtu consumption. Then the cost function 
coefficients a, b, and c are not constant either, and the original formulation 
methodology cannot be used directly. Consider the case illustrated in 
Figure 4.2. 
 
 

 

 

 

 

 

 

 
Figure 4.2 Fuel Purchase Price Curve (Illustration) 

 

In the figure, there are three segments with different prices; px, py, 
and pz in segments x, y and z, respectively. Suppose that a GENCO is 
interested in buying w MBtu (i.e., w = x + y + ∆z), which is in segment z. 
The actual cost is given as 

 zyx pzpypxC ⋅∆+⋅+⋅=   (4.50a) 

Consider that if all MBtu were purchased at pz, the cost would be  

 zpzyxC ⋅∆++= )(1  (4.50b) 

The difference between these two costs, called additional cost, is 

 ( ) ( )
( ) ( ) zyx

zzyx

pyxpypx

pzyxpzpypx
CCC

⋅+−⋅+⋅=

⋅++−⋅+⋅+⋅=
−=

∆∆
∆ 1

 (4.50c) 

Further analyzing the cost difference, we learn that the first part is 
the actual cost of purchasing (x + y) MBtu and the second part is the cost of 
purchasing (x + y) MBtu at pz. Since x, y, px, py, and pz are constant, the 
difference between the two costs would also be constant. Hence, we could 

∆z 
w 

px 

py 
pz 

y z x 

Price 
($/MBtu) 

MBtu 
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use pz as the average price plus a constant for calculating the total cost. 
Since the average price is constant, cost function coefficients a, b and c 
would also be constant. So, we could use the original formulation 
methodology to solve the problem. Although the analysis is provided for a 
three-segment example, it can be extended to any number of segments.  
 
 
4.5.3 Application of Lagrangian Augmentation  
 
Since emission and fuel constraints are quadratic terms, it would be 
unnecessary to augment these constraints. Only energy and reserve 
constraints, which are linear, are augmented here to improve the 
convergence performance. Let L be the original Lagrangian function 
(without energy and reserve constraints): 
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),(

λ

λ

λ

    (4.51) 

Let La be the augmented Lagrangian function. 

 ∑∑∑ +++=
ttt

tLntLrtLgLLa )()()(         (4.52) 

where Lg(t) is the augmentation term for energy constraints (4.3a), Lr(t) is 
the augmentation term for spinning reserve constraints (4.3b), and Ln(t) is 
the augmentation term for non-spinning reserve constraints (4.3c). 

 In the following, we list the formation of augmentation terms. See 
Appendix B.2 for formulating the augmentation. 
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 The quadratic terms in the augmentation function are coupled across 
units and thus are non-separable. However, the auxiliary principle [Coh84] 
states that every function that is not separable from a given decomposition 
of the decision variable space can be replaced by a linear approximation 
around the current operating point. Moreover, in order to improve the 
convergence property, we may impose convex quadratic terms of the 
decision variables (P, R, or N) to limit them from deviating from the 
previous solution. These quadratic terms are separable, convex, and 
differentiable with respect to the decision variables. It should be 
emphasized that the added terms do not affect optimality, since they vanish 
at the optimal solution. 

 In the following, we list the linearized formulations of Lg(t), 
Lr(t),and Ln(t). To ensure convergence, as was proved in [Coh84] we 
consider c/ 21 ≥ε . 
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4.5.4 Bidding Strategy Based on PBUC 
 
The PBUC solution provides a generation schedule. We consider the 
bidding strategy to be a function of the generation schedule. 

 Suppose that P0 represents bilateral contracts. The bidding quantity 
for the spot market is ∆P, which is given by 

 0P - P P =∆            (4.55a) 

We let the cost function be a quadratic polynomial 
2)( cP  bP  a  PC ++=                                                                 (4.55b) 

Thus, the marginal cost is given by 
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 If we define the marginal cost at the bilateral contract point  (P = P0) 
as  

 00 2 P c  b +=ρ            (4.55e) 
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the marginal cost curve would be 

 Pc∆+= 20ρρ            (4.55f) 

and the incremental cost curve would be  

 Pc∆ρρ += 0           (4.55g) 

We may generalize the bidding price curve as  

 Pcm ∆++= )1(0ρρ            (4.56) 

where ρ is the bidding price, ρ0 is the price at bilateral point, ∆P is the 
bidding quantity, c is the quadratic coefficient in the cost function, and (1 + 
m). c is the bidding slope. To bid at incremental cost, we set m = 0 and to 
bid at marginal cost, we set m = 1. 

 The starting point of energy bid is the bilateral contract (if any, 
otherwise 0), and the bidding price is )()1(2 00 PPcmcPb gg −+++=ρ . 
The bid curve is shown in Figure 4.3 where the slope defines the bidding 
strategy. If we forecast the market price properly, then we could bid at the 
market price. If we set gmg ρρ = , after calculating P, we have 
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Figure 4.3 Energy Bid Curve 

 

ρg 

m0 
mg1 

mg2 

P 

ρ0 

P0 MW 

Price 



PRICE−BASED UNIT COMMITMENT    147 

 The spinning reserve is the unloaded synchronized generation that 
can ramp up in 10 minutes. The starting point for calculating the spinning 
reserve bid is the current energy bid as shown in Figure 4.4, and the 
bidding price is cRmrgr )1( ++= ρρ . In the bid curve of Figure 4.4, the 

slope defines the bidding strategy. If we set rmr ρρ = , after calculating R, 
we have 

 1−
−

=
cR

m gmrm
r

ρρ
           (4.58) 

 The non-spinning reserve is a generating capacity that is not 
synchronized to the grid and can ramp up in 10 minutes. The starting point 
of non-spinning reserve bid is the current spinning reserve bid as shown in 
Figure 4.5, and the bidding price is cNmnrn )1( ++= ρρ . In the bid 
curve of Figure 4.5, the slope defines the bidding strategy. If we set 

nmn ρρ = , after calculating N, we have 

 1−
−

=
cN

m rmnm
n

ρρ
           (4.59) 

 

 

 

 

 

 

 

 

 
 

 

Figure 4.4 Spinning Reserve Bid Curve 
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Figure 4.5 Non-spinning Reserve Bid Curve 

  

 The market price would represent the maximum bid if we plan to sell 
to the market and the minimum bid if we plan to buy from the market. If 
we could forecast the market price, we would bid our product at the market 
price. The following figures present a few bidding scenarios: 

 
1. Selling energy, spinning reserve, and non-spinning reserve (unit is ON). 
See Figure 4.6. 

 

 
 
 

 

 

 

 

 

 
 
 

Figure 4.6 Bidding Curve (Scenario 1) 
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2. Purchasing energy, and selling spinning reserve and non-spinning 
reserve (unit is ON). See Figure 4.7. 
 
3. Purchasing energy and selling non-spinning reserve (unit is OFF). See 
Figure 4.8. 
 
 
 
 

 

 

 

 

 

 

 

 
Figure 4.7 Bidding Curve (Scenario 2) 

 
 
 
 

 

 

 

 

 

 

 

 
Figure 4.8 Bidding Curve (Scenario 3) 
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4.6 CASE STUDIES 
 
4.6.1 Case Study of 5-Unit System  
 
The PBUC formulation and solution methodology is implemented as 
software and applied to a couple of systems, first to a 5-unit system and 
then to a 36-unit system. See Appendix D.1 for unit characteristics and 
energy market prices of the 5-unit system. In our implementation, energy 
and ancillary services (e.g., spinning and non-spinning reserves) are 
considered simultaneously in the formulation. However, the case studies in 
this section will only consider the sale of energy. 

Using case studies, we will test the basic functions of the software 
and show the impacts of: 

1. Energy market price 

2. Ramp rate 

3. Fuel price variation (fuel constraints) 

4. Identical units 

5. Price variation (congestion) 

The dispatch results of all cases are listed in Appendix D.1. 
 

 4.6.1.1 Case 1: Impact of the Energy Market Price  
 
There are no system constraints such as energy, fuel and emission 
constraints, considered in our study of the impact of energy market price. 
Two cases (1-1 and 1-2) are presented here. 

Case 1-1. The fuel price is 3 $/MBtu. The market prices for energy are 48 
$/MWh at peak hours (hours 6−23) and 20 $/MWh at off-peak hours 
(hours 1−5 and hour 24).  

 The dispatch results show that all five units are committed at peak 
hours and shut down during low market price periods (hours 1−5 and hour 
24).  

Case 1-2. Fuel and energy market prices are similar to those in Case 1-2, 
except that energy market prices are ramped up between hours 6 and 15 
from 24 $/MWh to 42 $/MWh.  

 The dispatch results show that all five units are committed between 
hours 9 and 23, when the energy market price is high. Depending on 
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market prices for energy and the corresponding incremental heat rates, the 
generating units could be committed at other hours as well. For instance, 
unit 1 is committed at hour 8, unit 3 is committed at hours 7 and 8, and 
units 2 and 5 are committed at hours 6, 7, and 8 to satisfy the prevailing 
constraints. 
 
 
 4.6.1.2 Case 2: Impact of Ramp Rates  
 
Taking Case 1-1 as the base case, we show the impact of ramp rates on 
generation unit scheduling. In Case 2, we lower the ramp rate of unit 5 to 1 
MW/min. Two cases (2-1 and 2-2) are presented here.  

Case 2-1. The fuel price is the same as that in the base case (3 $/MBtu).  

 The dispatch results show that unit 5 is committed at hours 3, 4, 5 
and 24 compared to the base case. In this case, the fuel price is relatively 
low. To reach the full capacity at hours when the energy market price is 
high, unit 5 is committed at hours 3, 4, and 5, when market price is still 
low. However, once the ramp rate constraint is relaxed, unit 5 is committed 
at these hours. It is also noted that because of the ramp rate constraint, the 
generation of unit 5 cannot be shut down at hour 24.  

Case 2-2. The fuel price is increased to 5 $/MBtu. 

 The dispatch results show that unit 5 is committed at hour 24 
compared to the base case. In this case, the fuel price is higher. So it would 
not be profitable to start the unit up at earlier hours, as was done in Case 2-
1. So unit 5 would not be operated at hours 3, 4, and 5, and would reach its 
partial capacity at hour 6, 7, and 8. Also, because of ramp rate constraint, 
unit 5 cannot be shut down at hour 24. 
 
 
 4.6.1.3 Case 3: Impact of Fuel Price Variations  
 
This case is used to show the impact of a variable fuel price as a function 
of the total MBtu consumption on the generation scheduling solution. The 
base case is Case 1-2. A non-homogeneous relationship between the fuel 
price and MBtu consumption is illustrated in Figure 4.9.  

 Table 4.1 lists the optimization results of all price segments for the 
studied case. The optimization indicates that the best solution is to 
purchase 250,000 MBtu of fuel, which would result in $175,574 profit. 
Note that in both the 1 $/MBtu and 7 $/MBtu segments, we get the same 
best solution, which is not easy to understand at the first glance. The key to 
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understanding this is to look at the fuel purchase cost curve (Figure 4.9b), 
which is the integral of the fuel purchase price curve (Figure 4.9a). As the 
cost curve shows the costs to purchase 250,000 MBtu (the best solution) 
are the same ($950,000) for both the 1 $/MBtu and 7 $/MBtu segments. 
These are the two points on the price curve: (250,000 MBtu, 1 $/MBtu) and 
(250,000 MBtu, 7 $/MBtu) and they correspond to the same point on the 
cost curve: (250,000 MBtu, $950,000). So the two best solutions in 1 
$/MBtu and 7 $/MBtu segments are clearly the same. 

 Note that in Table 4.1 where the fuel consumption corresponds to the 
2 $/MBtu segment, the optimal profit is negative. This means that for fuel 
consumption at 300,000 to 350,000 MBtu, it is impossible to make profit.  
 

 

Table 4.1 Optimal Results for All Fuel Price Segments 

Fuel Price Segment 
($/MBtu) 

Optimal Consumed 
Fuel  (MBtu) 

Profit  
($) 

1 250000 175574 
2 309557 -53936 
3 200000 80991 
4 50000 85657 
5 92362 106559 
6 124210 71695 
7 250000 175574 
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Figure 4.9a Fuel Purchase Price Curve 
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Figure 4.9b Fuel Purchase Cost Curve 

 

 4.6.1.4 Case 4: Impact of Identical Generation Units  
 
This case study shows the impact of identical units. Once again, the base 
case is Case 1-2. The fuel price is 3 $/MBtu, and the fuel constraint is set to 
16,000 MBtu. The identical units are 4 and 5 (i.e., unit 4 is set to be 
identical to unit 5). Four possible cases are presented here. 

Case 4-0.  There are no identical units. The solution indicates that only unit 
5 is committed at hours 14−23 and the fuel constraint is satisfied. 

Case 4-1. Unit 4 is set to be identical to unit 5. Both units could be 
committed at once when only one of them is needed, which is when the 
fuel constraint would be violated. Likewise, both units could be shut down 
at once when only one of them is need, which is when no profit would be 
possible. 

Case 4-2.  In order to remedy the problem discussed in Case 4-1, the start-
up MBtu of unit 4 is increased slightly to make it look different from that 
of unit 5. If the incremental change in the start-up MBtu is less than 5 
MBtu (the original start-up MBtu is 500), both units are shut down (which 
is the same as Case 4-1). If the incremental change in start-up MBtu is 
larger than or equal to 5 MBtu, unit 5 is committed at hours 14−23 and the 
fuel constraint is met. So we see that by a slight modification in the start-up 
MBtu of one of the identical units (about 1% in this case), the Case 4-1 
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problem is cured, the fuel constraint is satisfied, and the profit is 
maximized. 

Case 4-3.  A different option is considered with a slight modification in the 
characteristics of unit 4. The incremental heat rate of unit 4 is multiplied by 
a factor. The results show that if the factor is smaller than 1.0001 (0.01% 
increase), the same problem as in Case 1-4 is encountered. If the factor is 
larger than or equal to 1.0001 (0.01% increase), a reasonable schedule can 
be achieved, the fuel constraint is satisfied, and the profit is maximized. 

 
 
 4.6.1.5 Case 5: Impact of Different LMPs  
           (Transmission Congestion)  
 
The base case is Case 1-2. It is assumed that units 1, 2, and 3 are in zone 1 
and units 4 and 5 are in zone 2.  

Case 5-1. Units in zone 2 have very cheap costs, while units in zone 1 are 
expensive. If there is enough transmission capacity between zones 1 and 2, 
units in zone 2 can generate additional power and make the excessive 
power available to zone 1. In this case, market prices in zones 1 and 2 
would be the same, since no congestion exists, and the profit would be 
$374,353. 

Case 5-2. A lower capacity is assumed for the inter-zonal transmission line 
between zones 1 and 2, which would result in transmission congestion. The 
resulting congestion would cause different market prices in two zones.  We 
assume that market prices in zone 2 are the same as those in zone 1, except 
at hours 22 and 23 when market prices in zone 2 are dropped to 20 $/MWh. 
The congestion causes less generation to be transferred from zone 2 to zone 
1 and the market price in zone 1 (congested zone) to increase. As a result, 
units 4 and 5 are shut down at those hours and additional generation is 
supplied locally in zone 1. In this case, the profit is $343,667, which is less 
than that of Case 5-1. 

 
4.6.2 Case Study of 36-Unit System  
 
The software implementing the proposed formulation and solution 
methodology is tested using a larger 36-unit system. See Appendix D.2 for 
unit characteristics and energy market prices. Energy and ancillary services 
(spinning reserve and non-spinning reserve) are considered in the case 
study. No system constraints, such as energy, fuel, and emission 
constraints, are imposed. 
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 Four cases are studied. Case 1 is the base case. In Case 2, the base 
prices for energy and reserve prices are increased by 5. In Case 3, the base 
prices for energy and reserve prices are increased by 10. In Case 4, the base 
prices for energy and reserve prices are increased by 15. In all cases, the 
fuel price is 1.0 $/MBtu. The dispatch results for all cases are listed in 
Appendix D.2. 
 
 
 4.6.2.1 Base Case (Case 1) Analysis  
 
Generating units are not committed at hours 2−5 and 23−24, when market 
prices are very low. Units 2−7 have the largest unloaded marginal 
generation cost (coefficient b in the cost function) and are not committed at 
all. Unit 1, which also has a high unloaded marginal generation cost, is 
committed at hours 15−18 because it has no start-up cost.  The unloaded 
marginal generation costs of unit 22−27 are also high and they are 
committed only at high price periods (hours 15−19).  

 Units 28−36 are base load units whose unloaded marginal generation 
costs are small. They are committed almost for the entire scheduling 
horizon except at hours 1−5 and 23−24 when market prices are low. Units 
32−36 should have been committed at hour 1 when the market price is 
higher than their unloaded marginal generation costs. However, they are 
decommitted at hour 1 because of minimum OFF time constraints. Units 12 
to 18 have similar parameters. However, units 13 and 14 are initially 
committed and, because of their minimum ON time constraints, remain 
committed at hour 1, though the market prices are low. Furthermore, units 
8−11 are committed at hours 7−21 and units 19−21 are committed at hours 
6−22. 

 Considering energy and reserve sales, we find that the higher the 
price, the higher is the sales volume. The energy is not sold at hours 2−5 
and 23−24 and the reserve is not sold at hours 1−5 and 23−24. 
Furthermore, at hour 1, units 13 and 14 run at minimum capacities. 
 
 
 4.6.2.2 Case 4 Analysis  
 
In Case 4, as compared to Case 1, units 2−7 are committed at hours 16 and 
17 when market prices are high enough that these units can make profits. 
Another distinction between Cases 4 and 1 is that at hours 2−5 and 23−24, 
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units 8−11, 19−21 and 28−36 are committed. Here market prices are high 
enough for these units to make profits. 
 
 
 4.6.2.3 Sensitivity to Market Prices  
 
As shown in Appendix D.2, the PBUC results change according to market 
prices, from Case 1 to Case 2, Case 2 to Case 3, and Case 3 to Case 4. 
These changes are emphasized in bold letters. Table 4.2 and Figure 4.10 
show the progression of the number of ON units based on hourly market 
prices. As market prices increase, more units are committed at any given 
hour. Changes are emphasized in bold. 

 
 

Table 4.2 Sensitivity Analysis: Number of ON Units 

Hour 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
Case 1 2 0 0 0 0 12 16 16 16 23 23 23 23 23 30 30 30 30 29 23 16 12 0 0 
Case 2 18 12 9 9 9 16 17 23 26 29 30 30 30 30 30 30 30 30 30 29 23 16 12 0 
Case 3 18 16 12 12 16 23 27 29 30 30 30 30 30 30 30 30 30 30 30 30 29 23 16 12 
Case 4 19 19 17 17 23 28 28 30 30 30 30 30 30 30 30 36 36 30 30 30 30 29 23 16 
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Figure 4.10 Sensitivity Analysis: Number of ON Units 
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Figure 4.11 and Table 4.3 show the sensitivity of energy sales to market 
prices. As market prices increase, more energy is sold at any given hour. 
Changes are emphasized in bold. 
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Figure 4.11 Sensitivity Analysis: Energy Sale 

Table 4.3 Sensitivity Analysis: Energy Sale 

Hour Case 1 Case 2 Case 3 Case 4 
1 50.00 3372.17 3540.83 3674.17 
2 0.00 2356.08 3322.17 3599.17 
3 0.00 1060.00 3112.77 3499.17 
4 0.00 1060.00 2389.42 3499.17 
5 0.00 1226.67 3322.17 3719.78 
6 1389.42 3097.42 3707.50 4341.30 
7 3322.17 3507.50 4333.30 4722.17 
8 3474.17 3757.50 4852.07 4860.07 
9 3474.17 4264.35 5050.50 5050.50 
10 3707.50 4756.85 5050.50 5050.50 
11 4057.50 5050.50 5050.50 5050.50 
12 4057.50 5050.50 5050.50 5050.50 
13 4057.50 5050.50 5050.50 5050.50 
14 4057.50 5050.50 5050.50 5050.50 
15 4473.60 5050.50 5050.50 5050.50 
16 5050.50 5050.50 5050.50 5130.50 
17 5050.50 5050.50 5050.50 5130.50 
18 5044.90 5050.50 5050.50 5050.50 
19 4471.20 5050.50 5050.50 5050.50 
20 3707.50 4471.20 5050.50 5050.50 
21 3322.17 3707.50 4471.20 5050.50 
22 1389.42 3322.17 3707.50 4471.20 
23 0.00 1389.42 3322.17 3707.50 
24 0.00 0.00 2389.42 3474.17 
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Figure 4.12 and Table 4.4 show the sensitivity of spinning reserve sales to 
market prices. As market prices increase, more spinning reserve is sold at 
any given hour. Changes are emphasized in bold. 
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Figure 4.12 Sensitivity Analysis: Spinning Reserve Sale 

Table 4.4 Sensitivity Analysis: Spinning Reserve Sale 

Hour Case 1 Case 2 Case 3 Case 4 
1 0.00 347.42 364.08 372.42 
2 0.00 322.08 347.42 372.42 
3 0.00 0.00 322.08 347.42 
4 0.00 0.00 322.08 347.42 
5 0.00 283.33 347.42 405.75 
6 322.08 347.42 405.75 473.42 
7 347.42 355.75 471.42 473.42 
8 347.42 405.75 504.25 506.25 
9 347.42 455.00 506.25 506.25 
10 405.75 504.25 506.25 506.25 
11 405.75 506.25 506.25 506.25 
12 405.75 506.25 506.25 506.25 
13 405.75 506.25 506.25 506.25 
14 405.75 506.25 506.25 506.25 
15 506.25 506.25 506.25 506.25 
16 506.25 506.25 506.25 526.25 
17 506.25 506.25 506.25 526.25 
18 506.25 506.25 506.25 506.25 
19 504.25 506.25 506.25 506.25 
20 405.75 504.25 506.25 506.25 
21 347.42 405.75 504.25 506.25 
22 322.08 347.42 405.75 504.25 
23 0.00 322.08 347.42 405.75 
24 0.00 0.00 322.08 347.42 
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Figure 4.13 and Table 4.5 show the sensitivity of non-spinning reserve 
sales to market prices. As market prices increase, more non-spinning 
reserve is sold. Changes are emphasized in bold. 
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Figure 4.13 Sensitivity Analysis: Non-spinning Reserve Sale 

Table 4.5 Sensitivity Analysis: Non-spinning Reserve Sale 

Hour Case 1 Case 2 Case 3 Case 4 
1 0.00 347.42 364.08 372.42 
2 0.00 314.33 347.42 372.42 
3 0.00 0.00 322.08 347.42 
4 0.00 0.00 221.00 347.42 
5 0.00 190.00 347.42 405.75 
6 221.00 339.67 405.75 460.28 
7 347.42 355.75 458.28 473.42 
8 347.42 405.75 497.68 499.68 
9 347.42 445.15 506.25 506.25 
10 405.75 494.40 506.25 506.25 
11 405.75 506.25 506.25 506.25 
12 405.75 506.25 506.25 506.25 
13 405.75 506.25 506.25 506.25 
14 405.75 506.25 506.25 506.25 
15 486.55 506.25 506.25 506.25 
16 506.25 506.25 506.25 526.25 
17 506.25 506.25 506.25 526.25 
18 506.25 506.25 506.25 506.25 
19 484.55 506.25 506.25 506.25 
20 405.75 484.55 506.25 506.25 
21 347.42 405.75 484.55 506.25 
22 221.00 347.42 405.75 484.55 
23 0.00 221.00 347.42 405.75 
24 0.00 0.00 221.00 347.42 
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4.7 CONCLUSIONS 
 
The formulation and the solution methodology for the PBUC problem in a 
restructured market structure can be used by GENCOs in some restructured 
markets where GENCOs are responsible for unit commitment as in 
California market. The solution methodology allows GENCOs to commit 
and schedule their units for selling power, purchasing power, selling 
spinning and non-spinning reserves in order to maximize their profits. The 
tests on the 5 and 36 unit system show the effectiveness of the proposed 
formulation and solution methodology.  
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Chapter 5 
 

Arbitrage in Electricity Markets 
 
 
 

5.1 INTRODUCTION 
 
Arbitrage refers to making profit by a simultaneous purchase and sale of 
the same or equivalent commodity with net zero investment and without 
any risk. Arbitrage is a new concept in the power industry which is in the 
midst of its restructuring. However, arbitrage itself is not new in financial 
markets. The expanded usage of arbitrage includes any activity that 
attempts to buy a relatively under-priced commodity and to sell a similar 
and relatively over-priced commodity for profit. 

 This chapter will present arbitrage in the general sense, and then 
discuss arbitrage opportunities in power markets. The two types of 
arbitrage that are considered in a power market: same-commodity arbitrage 
and cross-commodity arbitrage. Cross-commodity arbitrage will be the 
subject of this chapter and examples will be presented to illustrate how 
arbitrage is executed in the power market. 
 
 
5.2 CONCEPT OF ARBITRAGE  
 
5.2.1 What Is Arbitrage? 
 
The act of arbitrage depends on three elements: objective, opportunity, and 
means. The objective of arbitrage is obvious−making profit from price 
discrepancies by a simultaneous purchase and sale of the same or 
equivalent commodity with net zero investment and without any risk. The 
profit opportunity for arbitrage (source) is due to price discrepancies 
between the same or equivalent commodities. The means of realizing 
arbitrage is the simultaneous purchase and sale of the same or equivalent 
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commodities. Since we do not want to assume any risks, it would be 
necessary to purchase and sell commodities at the same time. Otherwise, 
the chance of risk may be further incurred.  

 More recently, arbitrage has been expanded to include any activity 
that attempts to buy a relatively under-priced item and sell a similar and 
relatively over-priced item for profit. Accordingly, additional changes have 
taken place corresponding to the three elements of arbitrage to reflect the 
new definition. Making profit is still the objective in the new paradigm. 
However, initial investments may be needed. An arbitrageur (i.e., an 
individual or institution who would engage in arbitrage) may assume some 
risk (although the risk of arbitrage is relatively low). The profit opportunity 
still comes from price discrepancies. However, it is not restricted to the 
same or equivalent commodity. For example, gas and electricity are two 
different forms of energy. With a gas-fired generating unit, gas may be 
converted into electricity. If the gas purchase cost and the gas-to-electricity 
conversion cost are less than the revenue from electricity sales, there is an 
opportunity for an arbitrage. When implementing an arbitrage opportunity, 
simultaneity is no longer a factor. In the gas-to-electricity example, the 
purchase of gas and the sale of electricity cannot happen at the same time. 
 
 
5.2.2 Usefulness of Arbitrage 
 
The act of arbitrage can benefit arbitrageurs as well as the power market. 
For arbitrageurs, arbitrage provides a low-risk payoff. It is a reward for the 
arbitrageur due to its effort to find price discrepancies. For the market, 
arbitrage provides additional pressure on prices to move to rational or 
normal levels, maintains liquidity in the market, and provides a pricing 
mechanism, namely no-arbitrage pricing. 

 Should an arbitrage opportunity exist temporarily, investors’ trading 
to earn this riskless or low-risk profit would tend to move the price of the 
asset in a direction that would eliminate the arbitrage. However, the 
volatility of the market would create new arbitrage opportunities. When 
such arbitrage opportunities emerge, arbitrageurs would attempt to make it 
disappear as market is liquidated. 

 In competitive asset markets, it may be reasonable to assume that 
equilibrium asset prices are such that no arbitrage opportunity could exist. 
By assuming the absence of arbitrage, the price of one asset can often be 
derived from another asset. This would lead to the well-known no-arbitrage 
pricing theory. For example, we can apply the no-arbitrage theory to price 
an electricity contract [Bjo00].  
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 Since electricity is a commodity that, in general, cannot be easily 
stored, the application of the no-arbitrage theory to electricity contract 
pricing is different from the application to easy-to-store commodities. 
However, if we follow some basic principles, the no-arbitrage theory can 
still be applied. The principles include two steps: (1) Find a policy that 
could lead to arbitrage; (2) set the price of the contract so that there is no 
arbitrage. Suppose that we would like to define the price for a flexible 
contract, where the buyer of the contract decides on how the electricity is 
delivered at a future time and the seller has the obligation to supply the 
electricity. A possible arbitrage opportunity is that the buyer of the contract 
may resell the electricity to the spot market. According to the no-arbitrage 
theory, the price of this type of contract should be its expected value in the 
spot market. So, to determine the price of the contract, we may find the 
maximum revenue that the buyer of the contract can get by reselling it to 
the spot market. 
 
 
5.3 ARBITRAGE IN A POWER MARKET 
 
In the power industry, there could be many inconsistencies in electricity 
pricing, which that provide arbitrage opportunities. However, many 
arbitrage opportunities are not perfect (riskless); that is, even though an 
arbitrage position looks like a “sure win,” significant speculative elements 
(risks) could be involved. Two types of arbitrage opportunities may be 
exploited in the power industry: same-commodity arbitrage and cross-
commodity arbitrage.  
 
5.3.1 Same-Commodity Arbitrage 
 
When arbitrage is aimed at the same product (e.g., electricity), it is called 
same-commodity arbitrage. Same-commodity arbitrage in the power 
market would include both spatial and temporal arbitrage.  

 Spatial arbitrage refers to exploiting lateral variations in electricity 
spot prices. Price discrepancy among different regions within a market, or 
between different markets such as New York and New England, may 
provide such arbitrage opportunities.  

 Temporal arbitrage refers to exploiting temporal differences between 
markets with different time horizons. Consider the arbitrage between 
futures and spot markets. A futures contract is usually monthly, while a 
spot market is hourly. If there is a price discrepancy between these two 
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markets, arbitrage opportunities could exist. However, this is not a “sure 
win” arbitrage since spot prices are very volatile. 

  
5.3.2 Cross-Commodity Arbitrage 
 
Arbitrage that is aimed at different products within a market or different 
markets is called cross-commodity arbitrage. For example, the arbitrage 
between gas market and electricity market is a cross-commodity arbitrage. 
This is the most recognized arbitrage opportunity which is also referred to 
as spark spread. Other examples of cross-commodity arbitrage include 
arbitrage between power and steam, and between energy and an ancillary 
service. The most distinct feature of cross-commodity arbitrage is that 
generational assets are needed for arbitrage to occur. 

  
5.3.3 Spark Spread and Arbitrage 

Generally spark spread is defined as the price of electricity minus the 
product of generating efficiency (usually represented by heat rate) and the 
price of fuel. Thus the lower the heat rate and the fuel price, and the higher 
the electricity price, the larger is the spark spread. Spark spread can be used 
as an indication for arbitrage, and is sometimes referred to as the spark 
arbitrage.  

 Spark spread is useful for monitoring the movements in the energy 
marketplace and benchmarking relative energy costs. Thus, it is widely 
used in the power industry. One application of spark spread is for 
identifying arbitrage opportunities among different energy products and 
markets such as gas and energy. Consider the following example [Fte02]. 

 On November 29, 2000, Electricity prices at ERCOT (that is, the 
Electric Reliability Council of Texas) were averaged at 54.58 $/MWh, and 
gas prices at the Houston Ship Channel were averaged at 5.83 $/MBtu. 
There were four types of gas turbines at various efficiencies that were used 
to generate electricity, starting with a highly efficient turbine which only 
required 7 MBtu to generate 1 MWh of energy, that is, a heat rate of 7 
MBtu/MWh, down to turbines that required 8, 10 and 12 MBtu to generate 
the same amount of energy. Using the most efficient turbine, the cost of 
generating 1 MWh of energy was 7 MBtu x 5.83 $/MBtu = $40.81. When 
we compared that cost in ERCOT to the cost of buying energy at 
$54.58/MWh from elsewhere, it turned out to be cheaper (by 54.58 - 40.81 
= 13.77) to generate energy in ERCOT, using the high-efficiency turbine, 
than to buy it off the grid. Thus, at a heat rate of 7 MBtu/MWh, the spark 
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spread from the gas at the Houston Ship Channel to the electricity at 
ERCOT was 13.77 $/MWh. Here, the spark spread was positive which 
meant that it was more profitable to buy gas for generating electricity and 
selling electricity off to the market. At a heat rate of 8 MBtu/MWh, it 
would still be profitable, though the spark spread drop to 7.94 $/MWh. 
However, the spark spreads would be -3.72 $/MWh and -15.38 $/MWh at 
heat rates of 10 MBtu/MWh and 12 MBtu/MWh, respectively. Negative 
spark spread means that it would be more economical to purchase 
electricity from the market than generating it locally.  

 It should be emphasized that spark spread in our example is 
computed for a simplified version of a market and should be used with 
caution. In our example, electricity prices were averaged. However, in an 
practical case, daily electricity prices could be very volatile, and peak- 
hours and off-peak hours could be used to improve the usefulness of spark 
spread in the market.  

 We also know that the heat rate of a generating unit is a function of 
generation level. A more accurate model for representing heat rate would 
be to use a piecewise linear curve as in the economic dispatch model. 
However, using a more cumbersome representation of system variables 
may result in a complicated spark spread curve which could be more 
difficult to analyze. A compromise would be to use several typical values 
of heat rates as referred to in our example. 

 In general, spark spread can only be used as an indication of 
arbitrage in a market and would not be enough for a detailed analysis of 
arbitrage opportunities. In this chapter, we apply the PBUC that was 
discussed in Chapter 4 for a more detailed analysis of arbitrage 
opportunities. 

 

5.3.4 Applications of Arbitrage Based on PBUC 
 
In the following, we discuss arbitrage opportunities based on the PBUC 
model. First, in our PBUC model, energy and ancillary services are 
optimized simultaneously, and the PBUC results provide a portfolio of 
energy and ancillary services bids. These results are used for exploring 
arbitrage opportunities between energy and ancillary services.  

 Second, if there are any bilateral contracts, a GENCO may satisfy 
them either by local generation or by purchases from the market. Since 
bilateral contracts are included in PBUC, the optimization procedure can 
discover the prevailing arbitrage opportunities. 
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 Third, PBUC can discover gas-to-electricity arbitrage opportunities. 
Given a certain amount of gas, a GENCO may opt to sell gas directly to the 
market, use gas as fuel in generating different electricity products (energy, 
reserve), or sell a fraction of the available gas to the market and burn the 
rest to generate electricity for the power market. The arbitrage depends on 
market prices for gas and energy.  

 Fourth, PBUC can discover arbitrage opportunities among gas, 
energy and emission. Depending on market prices, a GENCO may decide 
to sell the emission compliance and generate less electricity, or sell more 
gas to the market. This can be done since PBUC has the capability of 
handling emission constraints. 

 Last, arbitrage between steam and power may be exploited. Once 
steam is produced, a GENCO may sell a fraction of it directly to the market 
if the price of steam is relatively higher than the price of energy. 
 
 
5.4 ARBITRAGE EXAMPLES IN POWER MARKET 
 
A 6-unit system is used to show the application of PBUC to cross-
commodity arbitrage. See Appendix D.3 for unit characteristics and market 
prices. A few types of arbitrage opportunities are discussed as follows: 

1. Arbitrage between energy and ancillary service 
2. Arbitrage of bilateral contract 
3. Arbitrage between gas and power 
4. Arbitrage of emission allowances 
5. Arbitrage between steam and power 
 

5.4.1 Arbitrage between Energy and Ancillary Service 
 
The arbitrage across energy and ancillary services commodities may 
provide a higher profit for a GENCO than selling energy alone as a 
commodity. In [Deb01b], it is pointed out that “a generator will seek to 
maximize income by seeking profits and advantage across all available 
markets.  In order to reveal the full earnings potential of an asset, valuation 
must also include revenues that operators will earn from proactive 
participation in the lucrative ancillary service and spot markets.” In 
[Hir01], a model is presented for maximizing profits across energy and 
ancillary services markets. If the price of an ancillary service is higher than 
that of energy, we may reduce the sale of energy and opt to sell more 
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ancillary services. The numerical example in this section demonstrates that 
by applying PBUC, arbitrage can be realized between energy and ancillary 
services. 

 First, we consider the energy sale exclusively for the 6-unit system 
(see Appendix D.3). Table 5.1 shows the scheduling summary with a profit 
of $240,995.53. As expected, more energy is offered for sale at hours when 
the spot market price is high (i.e., hours 1, 6–21), a smaller amount of 
energy is sold when the spot market price is low (i.e., hours 2, 22–23), and 
energy is not sold at hour 24 when the spot market price is very low. At 
hours 3-5, the spot market prices are also very low when units are supposed 
to be OFF. However, because of minimum up/down time constraints, units 
4–6 would run at those hours at their minimum capacities (considering 
ramp rate constraints). 

 If we consider both energy and ancillary services as trading 
commodities, a cross-commodity arbitrage would be scheduled as shown in 
Table 5.2, with expected profit of $245,244.63. In this case, ancillary 
services are sold at all hours except hours 3–4 and 24, when spot market 
prices for ancillary services are very low. Although units 4–6 are ON at 
hours 3–4, they do not offer any ancillary services for sale. 

 Comparing Tables 5.1 and 5.2, we learn that the total capacity 
offered as energy and ancillary services is the same in the two cases above. 
However, in the second case, less energy and more spinning and non-
spinning reserves are scheduled. This is because the prices of ancillary 
services are higher than those of energy. The total profit in the second case 
is increased by 245,244.63 – 240,995.53 = $4,249.10 (i.e., 1.76% increase). 
This example shows that the arbitrage between energy and ancillary 
services can improve the profitability. 
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Table 5.1 Summary of Energy Schedule 

 
Hour 

Energy 
(MW) 

Spinning 
Reserve 

Non-spinning 
Reserve 

Total 
(MW) 

1 950.00 0.00 0.00 950.00 
2 723.64 0.00 0.00 723.64 

3-4 260.00 0.00 0.00 260.00 
5 475.00 0.00 0.00 475.00 

6-7 950.00 0.00 0.00 950.00 
8 1025.00 0.00 0.00 1025.00 

9-10 1100.00 0.00 0.00 1100.00 
11-12 1150.00 0.00 0.00 1150.00 
13-14 1100.00 0.00 0.00 1100.00 

15 1150.00 0.00 0.00 1150.00 
16-17 1200.00 0.00 0.00 1200.00 
18-19 1150.00 0.00 0.00 1150.00 

20 1100.00 0.00 0.00 1100.00 
21 1025.00 0.00 0.00 1025.00 
22 675.00 0.00 0.00 675.00 
23 200.00 0.00 0.00 200.00 
24 0.00 0.00 0.00 0.00 

 
 
 

Table 5.2 Summary of Energy and Ancillary Services Schedule 

 
Hour 

Energy 
(MW) 

Spinning 
Reserve 

Non-spinning 
Reserve 

Total 
(MW) 

1 791.67 79.17 79.17 950.01 
2 565.31 79.17 79.17 723.64 

3-4 260.00 0.00 0.00 260.00 
5 340.00 55.83 79.17 475.00 

6-7 791.67 79.17 79.17 950.00 
8 841.67 91.67 91.67 1025.00 

9-10 916.67 91.67 91.67 1100.00 
11-12 950.00 100.00 100.00 1150.00 

13 916.67 91.67 91.67 1100.00 
14-15 950.00 100.00 100.00 1150.00 
16-17 983.33 108.33 108.33 1200.00 
18-19 950.00 100.00 100.00 1150.00 

20 916.67 91.67 91.67 1100.00 
21 841.67 91.67 91.67 1025.00 
22 540.00 55.83 79.17 675.00 
23 133.33 33.33 33.33 200.00 
24 0.00 0.00 0.00 0.00 
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 5.4.1.1 Impact of Price 
 
If the spot market price of ancillary services is lower than that of energy, 
the schedule will be the same as the first case above. If the spot market 
price of ancillary services is fluctuating with respect to that of energy, 
PBUC will determine those periods when it is more economical to offer 
ancillary services for sale instead of energy.  

 Table 5.3 shows the schedule for unit 5 at certain hours. Recall from 
Section 4.4.3 that at least two of P, R, and N would be at their limits when 
we reach the optimal solution for PBUC. Considering Table 5.3, at hour 1, 
P, R, and N are all at their upper limits. At hour 2, both R and N are at their 
upper limits. At hour 3, P, R, and N are at their lower limits. At hour 5, P is 
at its lower limit, N is at its upper limit. 
 
 

Table 5.3 Detailed Schedule of Unit 5 at Some Hours 

 
Hour 

Energy 
(MW) 

Spinning 
Reserve 

Non-spinning 
Reserve 

Total 
(MW) 

1 291.67 29.17 29.17 350 
2 256.67 29.17 29.17 315 
3 140 0 0 140 
5 140 5.83 29.17 175 

  
 
 5.4.1.2 Impact of Ramp Rates 
 
In the example, the ramp rate of unit 5 is 175 MW/h (i.e., 175/60 
MW/min). So the maximum quantities for spinning and non-spinning 
reserves would be 175/60 x 10 = 29.17 with a profit of $78,360.15 for unit 
5. If we increase the ramp rate to 240 MW/h (i.e., the maximum quantity of 
spinning and non-spinning reserves is 40 MW, the unit 5 profit would be 
$78,869.47 and the incremental profit of unit 5 would be 78,869.47 - 
78,360.15 = $509.32 (i.e., 0.65% increase). If we reduce the ramp rate to 
120 MW/h (i.e., maximum spinning and non-spinning reserves is 20), the 
unit 5 profit would be $77,517.50, and the incremental profit of unit 5 
would be 77,517.50 - 78,360.15 = -$842.65 (i.e., 1.075% decrease). Table 
5.4 shows the impact of different ramp rates.  

 The ramp rate sensitivity analysis shows that higher ramp rates can 
improve the profitability of arbitrage between energy and ancillary 
services. This type of analysis would help make better decisions on capital 
investment for increasing the efficiency of generating units.  
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Table 5.4 Impact of Ramp Rate 

Ramp Rate 
(MW/min) 

Maximum 
Spinning Reserve 

Maximum 
Non-spinning Reserve 

Unit 5 
Profit ($) 

Profit 
Change 

2.92 29.17 29.17 78360.15 Base 
4.00 40.00 40.00 78869.47 0.65% 
2.00 20.00 20.00 77517.50 -1.075% 

 
 
 
 5.4.1.3 Impact of Constraints on Energy and Reserve Arbitrage  
 
In the preceding analyses, energy and ancillary services were not 
constrained. Table 5.5 shows the upper limits imposed on energy and 
ancillary services with the resulting schedule in Table 5.6. In Table 5.6, 
profit is $236,079.47 and constrained hours are illustrated in bold letters. 
Here the profit is reduced by 245,244.63 - 236,079.47  = $9165.16 (i.e., 
3.74% decrease) as compared with the unconstrained solution. 

 

Table 5.5 Limits on Energy and Ancillary Services 

 
Hour 

Energy 
(MW) 

Spinning 
Reserve 

Non-spinning 
Reserve 

1 800 160 80 
2 600 120 60 
3 400 80 40 
4 300 60 30 
5 400 80 40 
6 600 120 60 
7 700 140 70 
8 800 160 80 
9 900 180 90 

10-11 1000 200 100 
12 900 180 90 
13 800 160 80 
14 700 140 70 
15 800 160 80 

16-17 1000 200 100 
18-19 900 180 90 

20 800 160 80 
21 700 140 70 
22 600 120 60 
23 500 100 50 
24 400 80 40 
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Table 5.6 Constrained Energy and Ancillary Services Schedule 

 
Hour 

Energy 
(MW) 

Spinning 
Reserve 

Non-spinning 
Reserve 

Total 
(MW) 

1 500.00 50.00 50.00 600.00 
2 308.64 50.00 50.00 408.64 

3−4 120.00 0.00 0.00 120.00 
5 159.97 42.08 40.00 242.04 
6 600.00 57.05 60.00 717.04 
7 700.00 79.17 70.00 849.17 
8 791.67 79.17 79.17 950.01 
9 843.34 91.67 90.00 1025.00 

10 916.67 91.67 91.67 1100.01 
11 950.00 100.00 100.00 1150.00 
12 866.67 91.67 90.00 1048.34 
13 800.00 91.67 80.00 971.67 
14 700.00 91.67 70.00 861.68 
15 800.00 91.67 80.00 971.66 

16−17 991.67 108.33 100.00 1200.00 
18−19 900.00 91.67 90.00 1081.65 

20 800.00 91.67 80.00 971.66 
21 700.00 79.17 70.00 849.17 
22 557.96 57.05 60.00 675.00 
23 133.33 33.33 33.33 200.00 
24 0.00 0.00 0.00 0.00 

 
 
5.4.2 Arbitrage of Bilateral Contract 
 
Bilateral contract can be fulfilled either by local generation at GENCO or 
by energy purchases from the power market. The example in this section 
would show that the arbitrage between local generation and purchases from 
the market would be more profitable than the local generation alone. 

 First, the bilateral contract is fulfilled by local generation 
exclusively. Table 5.7 shows the scheduling summary with a $129,217.91 
profit. Since the bilateral contract is fulfilled by local generation, the 
generated power at each hour would be larger than or equal to the 
respective bilateral contract.  

 Table 5.8 shows the arbitrage results with a $133871.30 profit. In 
Table 5.8, market prices are low at hours 2–5 and 21–24. So GENCO 
would purchase power from the market to fulfill its contractual obligation. 
When the market price is high, as in the previous case, bilateral contracts 
would be satisfied by local generation. The incremental profit due to 
arbitrage is 133,871.30 - 129,217.91 = $4,653.39 (i.e., 3.6% increase). 
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Table 5.7 Summary of Schedule  

(Bilateral Contracts Satisfied Only by Local Generation) 

 
Hour 

Energy 
(MW) 

Spinning 
Reserve 

Non-spinning  
Reserve 

Bilateral 
(MW) 

Purchase 
(MW) 

1 791.67 79.17 79.17 400.00 0.00 
2 680.00 79.17 79.17 400.00 0.00 

3−4 480.00 0.00 0.00 400.00 0.00 
5 480.00 3.33 41.67 400.00 0.00 

6-8 791.67 79.17 79.17 400.00 0.00 
9−10 916.67 91.67 91.67 400.00 0.00 
11−12 950.00 100.00 100.00 560.00 0.00 

13 916.67 91.67 91.67 560.00 0.00 
14−15 950.00 100.00 100.00 560.00 0.00 
16−17 983.33 108.33 108.33 560.00 0.00 
18−19 950.00 100.00 100.00 560.00 0.00 

20 916.67 91.67 91.67 560.00 0.00 
21 911.37 91.67 91.67 560.00 0.00 
22 785.00 65.83 79.17 560.00 0.00 
23 483.33 33.33 62.50 400.00 0.00 
24 400.00 0.00 0.00 400.00 0.00 

 
 
 

Table 5.8 Summary of Schedule  
(Bilateral Contracts Satisfied by Local Generation and Purchase) 

Hour Energy 
(MW) 

Spinning 
Reserve 

Non-Spinning 
Reserve 

Bilateral 
(MW) 

Purchase 
(MW) 

1 791.67 79.17 79.17 400.00 0.00 
2 565.31 79.17 79.17 400.00 16.67 

3−4 260.00 0.00 0.00 400.00 160.00 
5 340.00 55.83 79.17 400.00 126.67 

6−7 791.67 79.17 79.17 400.00 0.00 
8 841.67 91.67 91.67 400.00 0.00 

9-10 916.67 91.67 91.67 400.00 0.00 
11−12 950.00 100.00 100.00 560.00 0.00 

13 916.67 91.67 91.67 560.00 0.00 
14−15 950.00 100.00 100.00 560.00 0.00 
16−17 983.33 108.33 108.33 560.00 0.00 
18−19 950.00 100.00 100.00 560.00 0.00 

20 916.67 91.67 91.67 560.00 0.00 
21 841.67 91.67 91.67 560.00 30.00 
22 540.00 55.83 79.17 560.00 103.33 
23 133.33 33.33 33.33 400.00 266.67 
24 0.00 0.00 0.00 400.00 400.00 
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 Some comments on Tables 5.7 and 5.8 follow. In the case of no 
arbitrage (i.e., bilateral contract is satisfied exclusively by local 
generation), the total generation at hour 2 is 680 MW. It is expected in the 
case of arbitrage (i.e., bilateral contract is satisfied by local generation as 
well as purchases from the market), the local generation plus purchases 
from the market would add up to 680 MW. However, the total in this case 
is limited to 565.31 MW, which is due to ramping constraints. 

 At hour 3, when the spot market price is low, all generating units 
should be OFF. However, because of minimum ON/OFF constraints, the 
units are ON. In the case of no arbitrage, units 4, 5, and 6 would satisfy 
bilateral contracts, which are 80, 150, and 250 MW respectively. In the 
case of arbitrage, the same units would generate at their minimum 
capacities, which are 20, 140, and 100 MW, respectively. 

 At hour 2, when the market price is high, all units are ON. In the case 
of no arbitrage, units would generate power based on economic dispatch 
results. In the case of arbitrage, the maximum generation of individual 
units is constrained by the generation at hour 3 because of ramping 
constraints, which are 100, 175, and 200 MW, respectively. Economic 
dispatch shows that the generation of unit 4 is less than its maximum 
capacity while units 5 and 6 would reach their maximum capacity. 

 The details are shown in the Tables 5.9 and 5.10. According to the 
two tables, the arbitrage between local generation and purchases from the 
market for satisfying bilateral contracts can significantly impact economic 
dispatch and alter the commitment status of generating units. 
 
 

Table 5.9 Analysis of Schedule at Hour 2  
(Bilateral Contracts Satisfied by Local Generation) 

Unit 4 5 6 Total 
Generation at hour 3 (MW) 80 150 250 480 
Maximum capacity at hour 2 (MW) 180 325 400 905 
Spinning reserve (MW/10min) 16.67 29.17 33.33 79.17 
Non-spinning reserve (MW/10min) 16.67 29.17 33.33 79.17 
Maximum generation (MW) 146.66 266.66 333.34 746.66 
Minimum generation (MW) 80 150 250 260 
Economic dispatch generation (MW) 80 266.66 333.34 680 
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Table 5.10 Analysis of Schedule at Hour 2  
(Bilateral Contracts Satisfied by Local Generation and Purchase) 

Unit 4 5 6 Total 
Generation at hour 3 (MW) 20 140 100 260 
Maximum capacity at hour 2 (MW) 120 315 300 735 
Spinning reserve (MW/10min) 16.67 29.17 33.33 79.17 
Non-spinning reserve (MW/10min) 16.67 29.17 33.33 79.17 
Maximum generation (MW) 86.66 256.66 233.34 576.66 
Minimum generation (MW) 20 140 100 260 
Economic dispatch generation (MW) 75.31 256.66 233.34 565.31 
Bilateral contract (MW) 0 150 250 400 
Energy purchase (MW) 0 0 16.67 16.67 

 
 
 
5.4.3 Arbitrage between Gas and Power 
 
Given gas purchase and sale opportunities, a GENCO can apply PBUC to 
arbitrage between gas and electric power sales. We first consider a simple 
example in which the fuel sale price is 0.5 $/MBtu higher than the fuel 
purchase price. Suppose that the GENCO has 100,000 MBtu of gas at its 
possession. 

 If the purchase price is 1 $/MBtu, the relationship between fuel 
consumption and generation profit is as shown in Figure 5.1. Figures 5.2 
and 5.3 show the cases with purchase prices of 2 $/MBtu and 3 $/MBtu, 
respectively. Accordingly, when the purchase price is relatively low (1 
$/MBtu or 2 $/MBtu), the GENCO can make more profit by consuming 
additional fuel for generating electricity. When the purchase price is 
relatively high (3 $/MBtu), the profit first increases and then decreases 
with additional fuel consumption. 

 Since the fuel sale price is 0.5 $/MBtu higher than the fuel purchase 
price, the relationship is linear between fuel sale profit and MBtu as shown 
in Figure 5.4. Table 5.11 shows the results of a profit analysis of the 
arbitrage between gas and power. Table 5.12 shows the differences 
between arbitrage and no arbitrage cases. As these tables indicate, 
depending on the fuel purchase price, the arbitrage between gas and power 
is more profitable than the exclusive sales of power or fuel. 
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Figure 5.1 Generation Profit versus Fuel Consumption (Purchase Price: 1 $/MBtu) 
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Figure 5.2 Generation Profit Vs. Fuel Consumption (Purchase Price: 2 $/MBtu) 
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Figure 5.3 Generation Profit versus Fuel Consumption (Purchase Price: 3 $/MBtu) 
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Figure 5.4 Sale Profit versus Sale MBtu  

(Sale Price is 0.5 $/MBtu Higher Than Purchase Price) 

 
Table 5.11 Arbitrage between Gas and Power 

Fuel Purchase  
Price ($/MBtu) 

Purchase  
MBtu 

Purchase  
Cost ($) 

Gen  
MBtu 

Gen  
Profit ($) 

Sale  
MBtu 

Sale  
Profit ($) 

Total  
Profit ($) 

1 100000 100000 100000 165541 0 0 165541 
2 100000 200000 45081 43709 54919 27460 71169 
3 100000 300000 0 0 100000 50000 50000 
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Table 5.12 Comparison of Arbitrage and No Arbitrage (Gas Arbitrage Case) 

Fuel Purchase  
Price ($/MBtu) 

Generation Only 
Profit ($) 

Fuel Sale Only  
Profit ($) 

Arbitrage  
Profit ($) 

Arbitrage  
Strategy 

1 165541 50000 165541 Only generation 
2 66899 50000 71169 Part generation, Part sale 
3 -28000 50000 50000 Only sale 

 
 

We turn now to a more complicated case where the fuel purchase 
price is a function of fuel consumption. Figure 5.5 shows the purchase 
price curve for gas as a function of fuel consumption. If we consider 
segment z for example, the minimum available fuel would be (x + y) and 
the maximum available fuel would be (x + y + z). Note that the GENCO 
can use any portion of the total available MBTU (i.e., x + y + z) to generate 
electricity and sell the rest of the available gas.  

 

 

 

 
 

 

 

 

 

Figure 5.5 Fuel Purchase Price Curve 

 

Suppose that w is the amount that is used for generating electricity and v is 
the amount of fuel that is sold to the market. Two cases are considered: 

• If w is between (x + y) and (x + y + z), then v could be between 0 and 
(x + y + z - w). 

• If w is less than (x + y), then v could be between (x + y - w) and (x + y 
+ z - w) so that (w + v) would be between (x + y) and (x + y + z). 

 To simplify the arbitrage calculation, we discretize the (0, x + y + z) 
segment into n subsegments. For subsegment i, the lower limit for fuel 
consumption would be (i - 1) x (x + y + z) / n, and the upper limit for fuel 
consumption would be i x (x + y + z) / n. Imposing lower and upper limits 
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on PBUC, we calculate the optimal w between (i-1) x (x + y + z) / n and i x 
(x + y + z) / n. Given w, we determine the limits of v, and based on the fuel 
purchase price curve, we determine the optimal v. Once we have the 
optimal solutions for the subsegments, we determine the best solution for 
the desired segment. Figure 5.6 shows the procedure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5.6 Procedure of Arbitraging between Gas and Power 
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 Let us consider an example. The fuel purchase price and cost curves 
are shown in Figures 5.7 and 5.8, respectively. The cost of supplying a 
certain amount of fuel is the integral of the fuel purchase price curve for 
that amount of fuel. We assume that the fuel sale price and cost curves are 
the same as those in Figures 5.7 and 5.8. We are interested in the second 
segment of Figure 5.7 (i.e., the minimum available MBtu is 50,000 and the 
maximum available MBtu is 100,000). We set the steps at 10,000 MBtu 
increments for a total of 10 segments. The arbitrage results are shown in 
Table 5.13. 
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Figure 5.7 Fuel Purchase Price Curve 
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Figure 5.8 Fuel Purchase Cost Curve 
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Table 5.13 Arbitrage between Gas and Power (Second Segment) 

Sub. 
Seg. 
No 

Min 
Gen 

MBtu 

Max 
Gen 

MBtu 

Opt. 
Gen 

MBtu 

Opt. 
Gen 

Profit 

Min 
Sale 

MBtu 

Max 
Sale 

MBtu 

Opt. 
Sale 

MBtu 

Opt. 
Sale 

Profit 

 
Add. 

Cost $ 

 
Total 

Profit $ 
1 0 10000 0 0 50000 100000 50000 -25000 -25000 0 
2 10000 20000 20000 11952 30000 80000 30000 -15000 -25000 21951 
3 20000 30000 30000 18757 20000 70000 20000 -10000 -25000 33757 
4 30000 40000 40000 22119 10000 60000 10000 -5000 -25000 42118 
5 40000 50000 41403 22502 8597 58597 8597 -4298 -25000 43203 
6 50000 60000 60000 21559 0 40000 0 0 -25000 46559 
7 60000 70000 67732 23021 0 32268 0 0 -25000 48021 
8 70000 80000 70000 22943 0 30000 0 0 -25000 47943 
9 80000 90000 80083 21784 0 19917 0 0 -25000 46784 
10 90000 100000 90000 21254 0 10000 0 0 -25000 46254 

 
 
 Consider subsegment 5 for example. The minimum and the 
maximum available MBtu for generating electricity are 40,000 and 50,000. 
According to PBUC, a GENCO consumes a total of 41,403 MBtu with 
$22,502 profit. Hence, the GENCO has an opportunity to sell the 
difference in fuel for at least (50,000 - 41,403 =) 8,597 MBtu and at most 
(100,000 - 41,403 =) 58,597 MBtu. According to the fuel sale price curve, 
the optimal MBtu sale occurs at 8,597 with -$4,298 profit (i.e., loss). The 
loss is inevitable in order to meet the minimum and maximum available 
MBtu. The additional cost is -$25,000; see Section 4.5.2 where 

( ) ( ) zyx pyxpypxC ⋅+−⋅+⋅=∆  is defined as the additional cost). So the 
total profit is (22,502 – 4,298 + 25,000  =  $43203). 

 The optimal arbitrage solution is subsegment 7. Here, the minimum 
and the maximum available MBtus are 60,000 and 70,000, respectively. 
According to PBUC, a GENCO consumes 67,732 MBtu with a $23,021 
profit. Since the minimum and the maximum available MBtu are 50,000 
and 100,000, we sell at most 100,000 - 67,732 = 32,268 MBtu. Checking 
the fuel sale price curve, we learn that the optimal strategy would be to sell 
nothing. Here the additional cost is - $25000 with a total profit of  (23,021 
+ 25,000 = $48,021).  

 The optimization results for the first and third segments are shown in 
Tables 5.14 and 5.15 in which the optimal solution for each segment is 
shown in bold. Note that for the third segment, there are 15 subsegments 
with 10,000 MBtu steps. Generally, smaller steps will result in smaller 
errors caused by discretization.  
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 Comparing the three preceding tables, the optimal strategy would be 
to purchase 67,732 MBtu and apply all of it to generate electricity with a 
$48021 profit. 
 
 
 

Table 5.14 Arbitrage between Gas and Power (First Segment) 

Seg. 
No 

Min 
MBtu 

Max 
MBtu 

Opt. Gen 
MBtu 

Gen 
Profit 

Min 
Sale 

MBtu 

Max 
Sale 

MBtu 

Opt. 
Sale 

MBtu 

Sale 
Profit 

Add. 
Cost 

Total 
Profit 

1 0 5000 0 0 0 50000 0 0 0 0 
2 5000 10000 Infeasible               
3 10000 15000 15000 14889 0 35000 0 0 0 14889 
4 15000 20000 20000 21551 0 30000 0 0 0 21551 
5 20000 25000 25000 28005 0 25000 0 0 0 28005 
6 25000 30000 30000 33357 0 20000 0 0 0 33357 
7 30000 35000 35000 37893 0 15000 0 0 0 37893 
8 35000 40000 40000 41718 0 10000 0 0 0 41718 
9 40000 45000 45000 44648 0 5000 0 0 0 44648 

10 45000 50000 50000 41362 0 0 0 0 0 41362 
 

 
 

Table 5.15 Arbitrage between Gas and Power (Third Segment) 

Seg. 
No 

Min 
MBtu 

Max 
MBtu 

Opt. 
Gen 

MBtu 

Gen 
Profit 

Min 
Sale 

MBtu 

Max 
Sale 

MBtu 

Opt. 
Sale 

MBtu 

Sale 
Profit 

Add. 
Cost 

Total 
Profit 

1 0 10000 0 0 100000 150000 100000 -50000 -75000 25000 
2 10000 20000 20000 3051 80000 130000 80000 -40000 -75000 38050 
3 20000 30000 28948 4213 71052 121052 71052 -35526 -75000 43688 
4 30000 40000 30000 4158 70000 120000 70000 -35000 -75000 44158 
5 40000 50000 40000 2519 60000 110000 60000 -30000 -75000 47519 
6 50000 60000 58852 -12214 41148 91148 41148 -41148 -75000 21637 
7 60000 70000 60000 -7791 40000 90000 40000 -40000 -75000 27209 
8 70000 80000 70000 -11408 30000 80000 30000 -30000 -75000 33593 
9 80000 90000 80000 -17464 20000 70000 20000 -20000 -75000 37536 

10 90000 100000 90000 -23072 10000 60000 10000 -10000 -75000 41929 
11 100000 110000 100000 -29716 0 50000 0 0 -75000 45284 
12 110000 120000 110000 -36997 0 40000 0 0 -75000 38003 
13 120000 130000 120000 -45904 0 30000 0 0 -75000 29096 
14 130000 140000 130000 -55603 0 20000 0 0 -75000 19397 
15 140000 150000 140000 -67232 0 10000 0 0 -75000 7768 
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5.4.4 Arbitrage of Emission Allowance 
 
We run an emission-constrained PBUC for emission arbitrage. We first 
consider a simple case with a fixed emission allowance trading price. 

The information included in Table 5.16 is the basis for emission 
allowance arbitrage. First, we exclude emission constraints, and the PBUC 
solution shows a total emission of 585 tons and $245,244.63 profit. That is, 
whether the emission allowance is larger or less than 585 tons, the PBUC 
profit will be less than $245,244.63. Next we include emission allowance 
constraints in PBUC ranging from 100 tons to 500 tons. Table 5.16 shows 
the profits corresponding to each value of the constraint. 

 
 

Table 5.16 PBUC Solution with Emission Constraints 

Emission Constraint  (tons) Profit ($) 
none 245244.63 
500 243819.28 
400 234635.75 
350 227320.03 
300 217425.89 
275 209655.50 
250 200003.00 
225 189289.92 
200 175884.64 
175 164902.23 
150 149950.63 
125 132474.77 
100 93963.67 

  
 
 
 If the emission allowance is more than the unconstrained emission 
solution (585 tons), for example, 600 tons, we could sell the difference of 
600 - 585 = 15 tons to the market for 15k profits, in which k represents the 
market price for the emission allowance and the unit of k is $/ton. If the 
emission allowance is less than 585 tons, we might purchase the additional 
allowance from the market or sell an additional emission allowance to the 
market, based on the market’s purchase price for an emission allowance.  

 Suppose that our emission allowance is denoted by e, where 100 ≤ e 
≤ 585 tons. As we consider emission allowance trades, the total profit 
could be represented by F(w) = y(w) + (e-w) x k, where w is the optimal 
emission requirement calculated by PBUC and y(w) is the PBUC profit 
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without any emission allowance trading. While w > e indicates that we 
would need to purchase additional emission allowance, w < e indicates that 
an excess allowance is available that can be sold in the market. If k = 0, 
then w = 585 tons which is the original case, since emission allowance 
would be free of charge. If k > 0, Tables 5.17 to 5.19 show different 
arbitrage scenarios for certain values of (e). In these tables, the optimal 
strategies are presented in bold. Note that the total emission and profit 
(without emission trade) in these tables refer to the PBUC results. 

 Table 5.20 shows the differences between arbitrage and no arbitrage 
when the original emission allowance is 250 tons. This is the case shown in 
Table 5.18. 

From Tables 5.17 to 5.19, for constant emission allowance trading 
price (k), the optimal strategy is irrelevant to (e). That is, the optimal 
solution for (w) in F(w) = y(w) + (e - w) x  k  =  y(w) – w x  k + e x  k 
would be irrelevant to (e), since (e x k) would be constant as long as (e) is 
specified and (k) is constant. If (k) is not constant, this conclusion may 
change. Consider an example.  

 
 

Table 5.17 Arbitrage of Emission Allowance (e = 200 tons) 

Net Profit ($) Total 
Emission 

(ton)  

Profit 
without 

Trade ($) 

Emission 
Trades 
(ton) k = 10 k = 100 k = 200 k = 300 k = 400 k = 500 

585 245245 385 241395 206747 168249 129751 91253 52755 
500 243819 300 240850 214126 184433 154740 125047 95354 
400 234636 200 232636 214636 194637 174637 154638 134638 
350 227320 150 225820 212320 197320 182320 167320 152320 
300 217426 100 216426 207426 197427 187427 177427 167428 
275 209656 75 208905 202155 194655 187155 179655 172155 
250 200003 50 199503 195003 190003 185003 180003 175003 
225 189290 25 189040 186790 184290 181790 179290 176790 
200 175885 0 175885 175885 175886 175886 175887 175887 
175 164902 -25 165152 167403 169903 172403 174904 177404 
150 149951 -50 150451 154951 159951 164951 169951 174951 
125 132475 -75 133225 139975 147476 154976 162477 169977 
100 93964 -100 94964 103964 113964 123964 133964 143964 
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Table 5.18 Arbitrage of Emission Allowance (e = 250 tons) 

Net Profit ($) Total 
Emission 

(ton)  

Profit 
without 

Trades ($) 

Emission 
Trades 
(ton) k = 10 k = 100 k = 200 k = 300 k = 400 k = 500 

585 245245 335 241895 211747 178249 144751 111253 77755 
500 243819 250 241350 219126 194433 169740 145047 120354 
400 234636 150 233136 219636 204637 189637 174638 159638 
350 227320 100 226320 217320 207320 197320 187320 177320 
300 217426 50 216926 212426 207427 202427 197427 192428 
275 209656 25 209405 207155 204655 202155 199655 197155 
250 200003 0 200003 200003 200003 200003 200003 200003 
225 189290 -25 189540 191790 194290 196790 199290 201790 
200 175885 -50 176385 180885 185886 190886 195887 200887 
175 164902 -75 165652 172403 179903 187403 194904 202404 
150 149951 -100 150951 159951 169951 179951 189951 199951 
125 132475 -125 133725 144975 157476 169976 182477 194977 
100 93964 -150 95464 108964 123964 138964 153964 168964 

 

Table 5.19 Arbitrage of Emission Allowance (e = 300 tons) 

Net Profit ($) Total 
Emission 

(ton)  

Profit 
without 

Trade ($) 

Emission 
Trades 
(ton) k = 10 k = 100 k = 200 k = 300 k = 400 k = 500 

585 245245 285 242395 216747 188249 159751 131253 102755 
500 243819 200 241850 224126 204433 184740 165047 145354 
400 234636 100 233636 224636 214637 204637 194638 184638 
350 227320 50 226820 222320 217320 212320 207320 202320 
300 217426 0 217426 217426 217427 217427 217427 217428 
275 209656 -25 209905 212155 214655 217155 219655 222155 
250 200003 -50 200503 205003 210003 215003 220003 225003 
225 189290 -75 190040 196790 204290 211790 219290 226790 
200 175885 -100 176885 185885 195886 205886 215887 225887 
175 164902 -125 166152 177403 189903 202403 214904 227404 
150 149951 -150 151451 164951 179951 194951 209951 224951 
125 132475 -175 134225 149975 167476 184976 202477 219977 
100 93964 -200 95964 113964 133964 153964 173964 193964 

 
   Table 5.20 Comparison of Arbitrage and No-Arbitrage (Emission Allowance Arbitrage) 

Emission  
Price ($/ton) 

No-Arbitrage  
Profit ($) 

Arbitrage  
Profit ($) 

Arbitrage 
Strategy 

Arbitrage 
Amount (ton) 

10 200003 241895 Purchase 335 
100 200003 219636 Purchase 150 
200 200003 207427 Purchase 50 
300 200003 202427 Purchase 50 
400 200003 200003 No Trades 0 
500 200003 202404 Sale 75 
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 The price curve for the emission trade is as shown in Figure 5.9. 
Also, the arbitrage is shown in Table 5.21 in which the optimal strategies 
are in bold. If the price of emission allowance were not constant in Table 
5.21, the arbitrage would depend on the original amount of emission 
allowance. Table 5.22 shows the differences between arbitrage and no 
arbitrage cases. 
 
 

0

50

100

150

200

250

300

350

0 100 200 300 400 500 600

Emission (Ton)

Pr
ic

e 
($

/T
on

)

Figure 5.9 Emission Trading Price Curve 
 
 

Table 5.21 Arbitrage of Emission Allowance (Considering Emission Trades) 

Emission Allowance (Tons) 
200 300 400 Total 

Emission 
(PBUC) 
(Tons) 

Profit 
without 
Trades 

($) 
Emission 
Trades 
(Tons) 

Cost 
(S) 

Net Profit 
($) 

Emission 
Trades 
(Tons) 

Cost 
(S) 

Net Profit 
($) 

Emission 
Trades 
(Tons) 

Cost 
(S) 

Net Profit 
($) 

585 245245 385 87747 157498 285 71996 173249 185 51245 194000 
500 243819 300 75000 168819 200 55000 188819 100 30000 213819 
400 234636 200 55000 179636 100 30000 204636 0 0 234636 
350 227320 150 42500 184820 50 15000 212320 -50 -15000 242320 
300 217426 100 30000 187426 0 0 217426 -100 -30000 247426 
275 209656 75 22500 187156 -25 -7500 217156 -125 -36250 245906 
250 200003 50 15000 185003 -50 -15000 215003 -150 -42500 242503 
225 189290 25 7500 181790 -75 -22500 211790 -175 -48750 238040 
200 175885 0 0 175885 -100 -30000 205885 -200 -55000 230885 
175 164902 -25 -7500 172402 -125 -36250 201152 -225 -60000 224902 
150 149951 -50 -15000 164951 -150 -42500 192451 -250 -65000 214851 
125 132475 -75 -22500 154975 -175 -48750 181225 -275 -70000 202475 
100 93964 -100 -30000 123964 -200 -55000 148964 -300 -75000 168564 
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Table 5.22 Comparison of Arbitrage and No Arbitrage for Emission Allowance 

Emission  
Allowance (ton) 

No-Arbitrage  
Profit ($) 

Arbitrage  
Profit ($) 

Arbitrage  
Strategy 

Arbitrage Amount 
(ton) 

200 175885 187426 Purchase 100 
300 217426 217426 No Trades 0 
400 234636 247426 Sale 100 

 
 
 
5.4.5 Arbitrage between Steam and Power 
 
A cogeneration unit can sell both steam and electric power. So, depending 
on market prices for steam and power, it would be possible to arbitrage 
between steam and power. We use a simplified model for the cogeneration 
unit to demonstrate the arbitrage between steam and power. 

Assume that the fuel consumption is given by the function 

dPHHcHbPcPbaHPC f +++++= 2
22

2
11),(                        (5.1) 

where 

 P =   power production 

 H  =  steam production 

 a =  constant fuel consumption coefficient 

 b1, c1 =  fuel consumption coefficients for power production 

 b2, c2 =  fuel consumption coefficients for steam production 

 d =  fuel consumption coefficient coupling power and steam 

  

Also assume that the ratio of steam to power is fixed at all time, that is, 

 γ=PH /                                                                                     (5.2) 

The arbitrage between steam and power is determined by the optimal value 
of γ. In the following, we show how the original PBUC formulation and 
solution methodology is modified to implement the arbitrage between 
steam and power.  

First, we modify the fuel consumption function. Substituting (5.2) into the 
fuel consumption function (5.1), we have 
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PdccPbba

PdPPcPbPcPbaHPC f

γγγ

γγγ

+++++=

+++++=
           (5.3) 

If we define, 

 21' bbb γ+=              (5.4a) 

 dccc γγ ++= 2
2

1'            (5.4b) 

the fuel consumption function can be modified by replacing b with b', c 
with c'. The corresponding modification of the profit formulation is given 
as follows: 

The profit for selling power is  

 PF ×= ρ                                                                                    (5.5) 

where, ρ is the price of power. 

The profit for selling power and steam is  

 HPF t ×+×= ρρ                                                                    (5.6) 

where, tρ  is the price of steam. 

Manipulating (5.6), we have 

 PPPHPF ttt )()( γρργρρρρ +=×+×=×+×=               (5.7) 

If we define 

 tγρρρ +='                                                                                 (5.8) 

then (5.5) can be used to represent the profit for selling power and steam 
(5.6) by replacing ρ with ρ'. Thus, by replacing b with b', c with c' and ρ 
with ρ', the original PBUC formulation and solution methodology can be 
used to calculate the arbitrage between steam and power. 

 For the 6-unit system, assume that unit 4 is a cogeneration unit and 
that its fuel consumption function is given by 

 
PHHH

PPHPC f

0042.0004.02.4

00463.0694.107348.142),(
2

2

+++

++=
 

Table 5.23 shows profit (only for cogeneration unit 4) variations with 
different γ and the steam price. The ratio γ varies between 0 and 1 with a 
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step of 0.1 and optimal strategies are given in bold. Table 5.24 compares 
difference between arbitrage and no arbitrage. 
 
 

Table 5.23 Arbitrage between Steam and Power 

Steam Price  ($/MW)  
Ratio  γ  5 7  10  

0 42927 42927 42927 
0.1 42566 43184 44112 
0.2 42148 43384 45240 
0.3 41672 43526 46324 
0.4 41146 43642 47442 
0.5 40576 43718 48528 
0.6 39941 43713 49509 
0.7 39251 43650 50429 
0.8 38509 43387 51289 
0.9 37713 43202 52096 
1 36864 42955 52912 

 
 
 

Table 5.24 Comparison of Arbitrage and No-Arbitrage (Steam Arbitrage) 

Steam Price 
($/MW) 

No-Arbitrage  
Profit ($) 

Arbitrage  
Profit ($) Arbitrage Strategy 

5 42927 42927  Sell power  
7 42927 43718  Sell steam equal to 0.5 of power 

10 42927 52912  Sell equal amounts of steam and power 
 
 
 
5.5 CONCLUSIONS 
 
As the preceding examples show, many arbitrage opportunities in the 
power market can be found using PBUC. In some cases, no change is made 
to the original formulation and solution methodology. While in other cases, 
appropriate changes need to be made to accommodate a new situation. We 
end this chapter with a discussion of the arbitrage between leasing a plant 
and building a plant. 

 The rapid development of the power market has attracted a myriad of 
investments into the electric power industry, mostly in the generation 
sector. Those who expect to make profits in this industry may either build a 
new plant or lease an existing plant. Depending on the leasing conditions 
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and contracts for an existing plant and the cost of building a new plant, 
arbitrage opportunities could arise.  

 To lease a plant, we would pay a leasing fee, for example X dollars 
for one year. With the leased plant, we purchase fuels, generate electricity, 
and sell the electricity to the market. We may engage a PBUC to realize the 
maximum value of the plant. Suppose that the revenue for operating the 
plant (i.e., revenue from selling electricity minus the fuel cost) is Z dollars 
for one year’s operation. Then, the profit for leasing the plant is Z - X 
dollars in one year.  

 To build a plant, we would invest a large sum. Suppose that money is 
borrowed from a bank and should be returned in 10 years for a total of Y 
dollars (considering interest and depreciation). Here, the annual debt would 
be Y/10 dollars. Similar to leasing a plant, we apply a PBUC to run the 
plant. We assume the revenue for one year is Z'. Then, the net profit from 
building the plant and operating it in one year is Z' - Y/10 dollars for one 
year. Comparing Z - X and Z' - Y/10, we can arbitrage between leasing a 
plant and building a plant. 

 More realistically, leasing a plant would involve the valuation of the 
plant. However, building a new plant would involve decisions on the 
location and the type of the plant. It could also involve a great deal of risk 
since it is a relatively long-term commitment. Further discussion of these 
topics would be beyond the scope of this book. However, we should point 
out that no matter whether the decision is leasing a plant or building a new 
plant, efficient PBUC is an indispensable part of the decision making. 
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Chapter 6  
 

Market Power Analysis Based on Game Theory 
 
 
 

6.1 INTRODUCTION 
 
It is claimed that the increasing competition in the energy market can help 
maximize customers’ payoffs. This claim is conceivably supported by the 
results obtained from the application of game theory. In general, the bigger 
the game, the greater the variety of coalitions is. However, the grand 
coalition of the game will be dominating as long as the market is not giving 
any participants1 or group of participants a relative advantage over the 
remaining participants. Hence, in the case of a game played by numerous 
participants there will be a narrower margin for possible coalitions against 
grand coalition. 

In this chapter, we present game theory-based methodologies that 
can be used to: 

• Identify non-competitive situations in energy marketplaces (transaction 
analysis from the market coordinator’s point of view) 

• Provide support for minimizing risks involved in price decisions in 
energy marketplaces (transaction analysis from a participant’s point of 
view). 

Power market coordinators must identify and correct situations in 
which some companies possess “market power.” In such situations, 
companies acting alone or colluding with their counter-parts, may have 
enough share of the generation (or the load) to be able to act as price-
setters; hence, some companies’ payoffs exceed those obtained in 
competitive situations while systemwide payoffs are reduced. In order to 

                                                           
1 Also referred to as agents. 



192    CHAPTER 6     

prevent collusions in a power market, market coordinators would follow a 
methodology which will: 

• Identify possible collusions among participants  

• Identify participants of possible collusions and their strategies 

• Compute transactions and payoffs associated with those collusions 

• Discourage collusions that could minimize market payoffs 

• Identify coalitions that are likely to be formed among participants 

• Encourage coalitions that could maximize market payoffs. 
 
 

6.2 GAME THEORY 
 
Although game theory has been associated with parlor games, most 
research in game theory has focused on how groups of people interact. 
Game theory has been extensively used in microeconomic analysis, where 
its prediction record has been remarkable in areas such as industrial 
organization theory.  

Game theory is the mathematical theory of bargaining, the essentials 
of which were developed by [Neu47]. The authors restricted their attention 
to zero-sum games, that is, to games in which no participant can gain 
except at another’s expense. However, this restriction was overcome by the 
work of John Nash during the 1950s.  

In game theory, beliefs are formulated against risky alternatives for 
the maximization of expected revenue (a numerical utility function). 
Probability theory is heavily used in order to represent the uncertainty of 
outcomes and Bayes’ law is used to revise beliefs. The following example 
discusses some of the features of the game theory. 

 
 

6.2.1 An Instructive Example  
 

In game theory, we search for so-called Nash equilibria, that is, sets of 
strategies used by multiple participants such that each participant would 
have no incentive to change its strategy given the strategies of other 
participants. Nash equilibria are stable, but not necessarily desirable. For 
example, in what is undoubtedly the most-discussed instance of a game, the 
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Prisoner’s Dilemma, the unique Nash equilibrium is a state in which both 
participants are as badly off, given their utility functions, as possible.  

One way to describe a game is by listing the participants in the game, 
and for each participant, listing the alternative choices (called strategies) 
available to that participant. This is similar to the Prisoner’s Dilemma case. 
The Prisoner's Dilemma concerns two participants who are partners in a 
crime and are captured by the police. Each suspect is placed in a separate 
cell and offered the opportunity to confess to the crime. The point of game 
theory is not prescriptive but descriptive: analysis of a game permits us to 
locate the equilibria, and thus to predict those states of play that will be 
stable, barring exogenous interference. 

Consider a system of two electric utilities. This system will be 
discussed thoroughly in the following sections of this chapter. Here, we 
review one of the conditions prevailing on the two-utility system in order 
to familiarize the reader with game theory. The two utilities supply their 
own load by generating power and trading with a neighboring utility. 
Utility 1 may sell power to utility 2 if the spot price is larger than its cost of 
generating additional power. The lambdas for these two utilities are λ1 = 21 
$/MWh and λ2 = 26 $/MWh, respectively. It is expected that if the spot 
price is between these two lambdas, the two utilities will be willing to 
exchange power, where the flow will be from utility 1 to utility 2. The 
transaction flow in the opposite direction is not likely, since utility 2 cannot 
sell its power at a price less than its marginal cost. Figure 6.1 depicts the 
situation where transmission losses are neglected. 
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Figure 6.1 Spot Price and Power Transaction without Losses 
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The price range is from 21 to 26 $/MWh, and the transaction flow is 
from 0 to 16.667 MW. This curve corresponds to positive payoffs in both 
utilities. Prices beyond the range of $21 and $26 may be refused by either 
utility. In Figure 6.1, the maximum transaction is achieved at 23.083 
$/MWh. This flow corresponds to the maximum payoff which may be 
obtained by the cooperation of two utilities. The corresponding power flow 
from utility 1 to utility 2 is 16.667 MW (Nash equilibrium) and payoff 
(total saving) is 2 × $23.083 which is divided equally between the utilities. 
Apart from the optimal price, there are two prices corresponding to each 
transaction. On the left side, where the price would be lower, utility 2 is 
requesting a transaction but utility 1 is not willing to sell more (i.e., utility 
1 is expecting a higher spot market price). On the right side, where the 
price is higher, utility 1 is willing to sell but utility 2 is not interested in 
buying at the given price (i.e., utility 2 is expecting a lower spot market 
price). Thus, the transaction would be zero if the spot price is higher than 
26 $/MWh or lower than 21 $/MWh (i.e., marginal costs of the two 
utilities).  

Similar to the Prisoner’s Dilemma, if the two utilities cooperate, they 
receive the highest payoff and split the payoff of their cooperation. 
However, if one utility sets the price at less than 23.083 $/MWh, though 
utility 2 is willing to buy, utility 1 is not willing to sell because its payoff 
will be less than that of utility 2.  

This type of two-participant game has fascinated power engineers for 
several reasons. First, it is a simple representation of numerous important 
situations in a power market. Utility 1 would like to set the price at higher 
than the Nash equilibrium to gain most of the payoff, whereas utility 2 
would like to set the spot price at lower than the Nash equilibrium to gain 
most of the payoff. If the two utilities collude, it is best for them if both set 
high prices. However, individually, it is best for each utility to set a low 
price while the opposition sets a high price. 

The second feature of this game is that it illustrates how a utility 
should behave in a competitive power market. No matter what a utility 
believes his market opponent is going to do, it is always best to cooperate. 
This conflict between the pursuit of individual goals and the common good 
is at the heart of many game-theoretic problems. 

Repetition in a power market opens up the possibility of being 
rewarded or punished in the future for current behavior. Game theorists 
have provided a number of applications to explain that if the game is 
repeated often enough, the market participants ought to cooperate. 
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6.2.2 Game Methods in Power Systems  
 
In the past, Nash game, cooperative game and hyper-game methods were 
used for non-commercial power plants operation analysis [Mae92]. Other 
applications of game theory to power systems were presented in [Eht89]. 
The cogeneration problem [Hau92] was presented using Stackelberg 
equilibrium method and a successive approximation algorithm was applied 
to solve the problem. The cogeneration minimizes its net cost given the 
selling and buying prices, and the utility minimizes its net production cost 
based on the exchanged power. The selling price is the utility’s average 
cost, while the buying price is the same as utility’s marginal cost. The 
allocation of cost savings in an energy brokerage system is discussed in 
[Cha95], and linear programming is used to determine optimal transactions. 
The Shapley value criterion is used for the allocation of savings. In 
[Ruu91], the Nash bargaining scheme is used for electricity exchange in a 
power market. The objective is to calculate optimal power exchanges in a 
power market for different time periods to adjust the load shape and reduce 
the operation cost of utilities in the market. Transmission pricing policies 
are analyzed in [Hob92], where static cooperative models are used to 
calculate the possible outcomes of short-run transmission game. Long-run 
games, in which the amount of transmission capacity is a decision variable, 
are modeled as dynamic non-cooperative Stackelberg game. A detailed 
discussion of the applications of game theory to power systems is presented 
in [Sin99] and [Sto02]. 

In this chapter, the transaction analysis by the Nash game theory will 
be discussed. Note that in a restructured power market, the participants’ 
cost functions are considered confidential. Therefore, we consider a three-
utility case in which the market power is analyzed with and without the 
complete information.   
 
 
6.3 POWER TRANSACTIONS GAME 
  
Figure 6.2 illustrates a power market where generators and loads submit 
bids and the ISO (or PX) sets the market spot price based on the last 
generator dispatched in order to balance the power market’s generation and 
demand. If the market demand is higher than the offered power by 
participants, the spot price will increase. Conversely, if the offered power 
is higher than the market demand, the spot price will decrease. [Car82] 
refers to this process as “real-time closed-loop control law.” 
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 Game theory is used here by the ISO, the market coordinator, to 
understand participants’ behaviors. In a power transaction game, 
participants’ transactions are modeled as a game of strategies in which 
participants compete to maximize their payoffs. Here, economic payoffs 
constitute payoffs and participants’ options are treated as strategies. Any 
subset of participants is called a coalition, with a grand coalition 
representing all participants. A coalition may be constituted by one 
participant maximizing its payoffs. See Appendix E for a brief introduction 
to game theory. 
 

 

ISO, PX

Generation Demand

Bids

Schedule

Spot price

Loads

Price

 

Figure 6.2 The Power Market   
 
 
 Two types of games are considered in this chapter: non-cooperative 
and cooperative. A non-cooperative game takes place when any coalition is 
interested in maximizing its own payoffs regardless of payoffs for the 
counter-coalition. Within a coalition, strategies are coordinated among 
participants in a cooperative game. In other words, in non-cooperative 
games, participants make no commitments to coordinate their strategies. 
Conversely, in cooperative games, participants can make credible 
commitments to coordinate their strategies. In a non-cooperative game, 
some participants choose a strategy while other participants try to identify 
their best response to that strategy. In a cooperative game, participants 
define strategies that would lead to the best outcome for the coalition.   

 There are two sets of agreements discussed by participants in a 
coalition. The first one is to agree on the coordination of strategies, for 
example, we all bid high. The second one is to agree on the payoff 
distribution. In this chapter, we do not analyze the second agreement. We 
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presume that when a strategy is coordinated for a coalition, participants 
manage to find a way to share the payoffs in order to preserve the coalition. 
The situation is simpler for a one-participant coalition: it has to anticipate a 
bid that maximizes its payoffs when transactions are defined by the market 
coordinator. 

 
6.3.1 Coalitions among Participants  
 
In Figure 6.3, the pricing strategy is given in a power market where 
participation is not certain. Individuals may decide to either participate in 
the market or to make bilateral agreements with other individuals. They 
may, in essence, join the power market if payoffs are higher than those of 
bilateral agreements. 
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Strategy in  
the Pool 
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Price 
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Figure 6.3 Participant’s Pricing Decision 
 
 

 In making the bilateral agreements, an individual could choose to act 
alone (hence, not coordinate pricing policies with other participants) or to 
coordinate its pricing strategy with market participants. In deciding to 
participate in the pool, a participant may choose either to cooperate with 
the market (taking the spot price) or collude with other participants. Market 
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regulations should prevent any coalitions except the grand coalition and 
encourage cooperation in the power market. 
 
 
6.3.2 Generation Cost for Participants  
 
A power transaction and its spot price are negotiated by buyers and sellers, 
and the total savings in supplying the load is the payoff for cooperation in a 
power market. Suppose that the generation cost function in a utility is 
represented by Figure 6.4. 
 
 
 

 C 

P 

λ1 ∆T 

λ2 

∆C 

 
Figure 6.4 Cost Function and Transaction 

 

         In the Figure, P and C represent system generation and operation 
cost, λ1 and λ2 represent the system’s marginal costs before and after a 
transaction, ∆T and ∆C represent a transaction increment and the 
corresponding cost increment. The incremental cost is defined as ∆C/∆T, 
and it may represent the transaction price, which depends on the utility’s 
initial generation level and the amount of power transaction. In this 
chapter, we will evaluate the relationship between transaction and price 
based on a game method. 

 Figure 6.5 illustrates the generation cost as a function of generation. 
The generation cost C for a power P generated by generator i is represented 
as a quadratic polynomial a + bP + cP2 (though, the analysis is not limited 
to the quadratic function), where a, b, and c are cost coefficients.  
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Figure 6.5 Generation Cost for Generator i 

 

 The cost increment incurred by the generation increment ∆P(i) = P(i) 
−P0(i)  is calculated as: 
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The incremental cost is determined as 
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where π(i) is also referred to as the transaction price. The transaction price 
is the minimum price at which one can accept an increment ∆P(i), because 
this price multiplied by the incremental power represents the incremental 
cost to the utility. An exporting utility will offer ∆P(i) > 0 to the market at 
a price equal to or larger than π(i) ($/MWh) and collect a minimum of 
∆P(i) × π(i) ($/h) from the market for the export. Likewise, the utility may 
buy ∆P(i) < 0 from the market if the transaction cost is lower than or at 
most equal to ∆C(i). When ∆P(i) approaches 0, the incremental cost would 
represent the generator’s marginal cost: 
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 In Figure 6.6, λ and π are depicted as a function of the generation 
level in a utility. In this figure, the utility may increase its generation up to 
its maximum capacity Pmax and construct its trading price curves either 
from the marginal cost or from the incremental cost curve. The incremental 
cost curve will provide a utility with the maximum price to pay for a 
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purchase (or minimum price to receive from the sale) of power equal to 
T(i). 

 
 λ, π 

P 

λ(i) 
π(i) 

P0(i) Pmax(i) 

λ0(i) 

T(i)  

Figure 6.6 Marginal Cost and Incremental Price Curves 
 
 
 The curves in Figure 6.6 are interpreted as follows: the utility will 
increase its generation level beyond P0(i)  if the selling price for each unit 
of extra power is greater than λ0(i). The lowest price to accept for the 
export is given by the incremental cost curve. If the spot price is lower than 
λ0(i), the utility will import power to supply its local load. The highest 
price to pay for the import is given by the incremental cost curve. 

 From the participant’s point of view, the problem is to define the 
price levels for maximizing the payoffs associated with individual utilities. 
From a market’s point of view, the aim in the optimal scheduling of power 
transactions is to define the amount and price of power transactions among 
utilities in order to maximize the payoffs corresponding to the market 
operation. These payoffs are maximized for a particular electricity market 
and a given amount of generation offered to the power system, by 
minimizing the total operation cost of the system. 

 Depending on competitive conditions in an electricity market, 
utilities drop the offered price to its lowest limit, meaning the incremental 
cost. The utilities in this environment try to buy electric power from the 
network at a price that is at most equal to their incremental costs. If the 
price of power offered by other utilities is higher than the buyer’s 
incremental cost, it will be more reasonable for the buyer utility to generate 
its own power. 
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 Since incremental cost and marginal cost are linear functions of 
generation, we assume that participants’ bids are also linear functions of 
generation: 

)()()()( 0 iPimii += λλ λ(i)                                                           (6.4) 

where 

 λ(i)   =  price (bid) per unit of power at generation level P(i) 

 λ0(i)  =  marginal cost of electricity at P0(i)   

 m(i)  =  slope of bid curve 

 
 The market coordinator receives participants’ bids as (6.4) and 
matches the lowest bid with the load. In Figure 6.7, the participant intends 
to increase the generation beyond P0(i) if the spot market price is greater 
than λ0(i). Here, T(i) is the net interchanged power; if T(i) is positive 
(negative), the participant is selling power to (buying power from) the 
market, −P0(i) ≤ T(i) ≤ Pmax(i) − P0(i). Each participant will produce P(i) = 
P0(i) + T(i) to supply the market’s load. 
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Figure 6.7 Participant i’s Bid 
 

 
6.3.3 Participant’s Objective  
 
For a given spot market price ρ, the participant’s payoff is 

 B(i) = −∆C(i) + ρT(i)                                                          (6.5) 
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Other pricing schemes [Rud97] would result in different allocations 
of payoffs among participants; however, our approach is general enough to 
be used in other scenarios as well. We focus on generating units and 
transmission charges in this chapter. The participant’s objective is to 
maximize its payoff; hence, using (6.5), we obtain the condition for payoff 
maximization as 
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Hence, in the absence of binding constraints, 
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 In perfect competition, sellers and buyers are very small compared to 
the market size; no participant can significantly affect the existing market 
price; hence, the spot price at which each participant can sell or buy 
electric power is essentially given. In (6.7), for a fixed spot market price ρ, 
a participant adjusts its generation level in order to match its marginal cost 
with the given price. Electricity market’s and participant’s payoffs are 
maximized simultaneously, and the market price is the optimal spot market 
price defined in [Sch88].  
 
 
6.4 NASH BARGAINING PROBLEM 
 
In this chapter, the transaction problem is considered as a bargaining model 
and analyzed by the Nash bargaining method. The main features of the 
method are: 

• The objective function is the sum of product of individual payoff 
functions. 

• In formulating the payoff functions, local power demands are 
considered proprietary information. 

• The price that a utility is willing to pay for importing power is 
considered an important variable for local decision making. An 
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arbitrator may assist both participants to coordinate their plans for 
optimizing revenues. 

• The final result should be pareto optimal; that is no participant will be 
better off financially by withdrawing from the game. 

  
Here both buyer and seller are considered participants that buy and sell 
power according to a spot market price. If the two participants want to 
reach an agreement on transactions, they need to negotiate a flow pattern 
that will be acceptable to both parties. This scenario corresponds to 
coordination among participants in a decentralized power system, which is 
different from that in a centralized system; in a decentralized system, each 
participant presents an objective or price policy while mastering its own 
control devices and payoffs from association with other power systems in a 
bilateral manner. 

 A detailed discussion of the Nash bargaining problem is provided in 
[Aub82]. The main point are summarized here. Let T denote a possible 
trade; associated with each trade T is a pair of utility payoffs (µ, ν) 
representing participants 1 and 2. The Nash bargaining problem for two 
participants is denoted by [ℜ, (µ, ν)] characterized by a region ℜ, and a 
payoff point (µ, ν) in ℜ. If no trade occurs, the payoff is (0, 0); a trade 
would take place if and only if both participants agree upon a solution in ℜ 
which represents a fair outcome for the participants. The problem is stated 
as follows: given (µ0, ν0) = (0, 0) in ℜ as the initial solution, find a 
different solution (µ1, ν1,) that satisfies the conditions 

• (µ1, ν1) is a point of ℜ. 

• µ1ν1 ≥ µ0ν0, for all (µ0, v0) in ℜ, where µ1>0 and ν1>0. 

The point (µ1, ν1) is the Nash equilibrium solution to the bargaining game 
[ℜ, (µ, ν)]. 
 
 
6.4.1 Nash Bargaining Model for Transaction Analysis  
 
The objective function, based on the preceding discussion, is stated as 

max        ( )∑ ∏
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where  ( ) ( ) ( )giiijgiiijijijij
k
ij PCTPCTpTpR ++−= ',   

 ijijij TTT '' ∆+=  

and k
ijR  = payoff function for contract k 

  K = set of contracts 
 Tij =   transaction power generated by participant i 
 T 'ij =   transaction Power received by participant j 
 ∆T 'ij =  transmission loss 
 pij =  transaction price per unit of transaction Tij 
 Pgi =   power output of participant i 
 Ci =   production cost of participant i 
 
Tij and pij correspond to a transaction contract between the two participants. 
There are additional constraints considered for each participant that affect 
the level of transaction, including load balance constraints as well as the 
transmission system constraints. In Figure 6.8, the payment is based on the 
amount of power received by the buyer; that is, transmission losses are 
accounted for in the operation cost of the seller.  
 
 The Nash bargaining solution is obtained next by stating the problem 
as a two-participant problem and searching an optimal solution for (6.8). 
 
 

 
T12 T '12 

Pg1 Pg2 

Pd1 Pd2 
 

Figure 6.8 A Two-Participant System 
 
 
6.4.2 Two-Participant Problem Analysis  
 
In this study, a two-participant system is analyzed based on the Nash 
bargaining method for seeking the optimal price for each transaction. 
According to (6.8), the two-participant bargaining problem is described as 
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L = max {R1 x R2}                                                                                          (6.9) 

where 
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where Tp  is the transaction price. The first term in R1 or R2 is the payment 
for a given transaction, and the second term is the change in the 
participant’s operation cost owing to the transaction. Each utility has a 
constrained generation capacity, and payoffs are constrained by R1 ≥ 0 and 
R2 ≥ 0, indicating that the negative payoff is excluded. When there are no 
transactions, the payoff for each participant is zero. In order to maximize 
(6.9), we use 
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and 
 

( ) ( ) ( )( )
( ) ( ) ( )( ) 0'

'
'

''
'

12111112
12

1222

12222212
12

12

12

1211
'

12

=+−+⋅





∂

−∂
+−+

−−+−⋅





∂
∂⋅

∂
+∂

−=
∂
∂

TPCPCTp
T

TPC
p

TPCPCTp
T
T

T
TPC

p
T
L

ggT
g

T

ggT
g

T
 (6.11) 

Equation (6.9) is a non-linear problem with a non-linear objective 
function and constraints, and multiple extreme points exist in the 
optimization problem. One of these extreme points is the zero transaction 
defined by (6.10), which of course does not represent the maximum 
objective function. Three important results may be deducted from (6.10) 
and (6.11), for pT > 0 and |T| > 0: 

1. Transaction payoffs are divided equally between two participants. 

2. If we assume a lossless case, i.e., Tij = T 'ij, then the marginal costs of the 
two participants will be the same, indicating that the operation cost is 
minimized. 

3. The optimal value of pT is derived as (6.12), which represents the 
incremental system operation cost divided by the amount of transaction, 
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Hence, the optimal price is not decided by one participant; rather it depends 
on both participants’ transmitted power and incremental cost of operation. 
 
 
6.4.3 Discussion on Optimal Transaction and Its Price  
 
The transaction price (6.12) obtained by the game model is different from 
the spot price. Here we discuss the difference. When there is a surplus 
generation in a participant and no network constrains are imposed, the spot 
price will be the same as the system’s marginal cost. The marginal cost 
relates to the system’s optimal status. However, it may not provide equal 
savings for the two participants when used for spot pricing as there is no 
consideration of payoff assignments in the optimization procedure. In 
contrast, (6.12) may be written as 
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where 1p  and 2p  represent the incremental costs of the two participants, 
and the transaction price is denoted as the average of these two costs. 
Furthermore, let the cost function be represented as a quadratic function, 

2)( iiiiiii PcPbaPC ++=       (6.14) 

also let the marginal costs in the two participants before trading power be 
λ10< λ20 . Then the optimal operation of two interconnected participants is 
given by  
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If we disregard transaction losses (i.e., 12T  = 12'T ) and use (6.13), 
the optimal transaction price, and λ will be related by 

( ) 2/'1212 Tccp OPT ⋅−+= λ                                                     (6.15) 
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where λOP is the spot price of the system. Though these results are 
presented for a lossless system, a lossy system can be analyzed similarly. 
The first condition in (6.16) shows that in order to divide the payoffs fairly 
between the two participants (equal division in this chapter), the transaction 
price should be higher than the optimal system’s lambda. In other words, 
using the optimal price as transaction price may result in an unfair (less 
than optimal) division of payoffs between the two participants. Other 
conditions in (6.16) can be analyzed similarly. The quadratic cost function 
is used here, although the method works equally well for other types of 
production cost curves (such as piecewise linear). 

 Based on (6.11), 
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which in a lossless case corresponds to 12
'

12 TT =  and .1
'12

12 =
∂
∂
T
T

 In a lossy 

transmission, (6.17) represents equal marginal costs after trading power, 
which results in minimum operation costs for the two participants. 

 In general, many factors including security and environmental or 
political considerations may affect transaction flow limits in a 
decentralized system. As discussed in the following section, the production 
cost may be affected by transaction flow constraints. However, the 
proposed method for price and transaction optimization is valid with or 
without the transaction flow limits. 
 
 
6.4.4 Test Results 
 
 6.4.4.1 Two-Utility System  
 
The two-utility system illustrated in Figure 6.8 is used here for discussion, 
with data given in Table 6.1. In this example, we don’t consider 
transmission loss. Later, we will study the effect of transmission loss. 
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 By solving the optimization problem (6.9) for different prices, we 
obtain the optimal transaction between the two utilities, as shown in Figure 
6.1. The summary before and after the transaction is given in Table 6.2.  

 From Figure 6.1 and Table 6.2, the optimal transaction power is 
16.667 MW. The transaction price (23.083 $/MWh) is between the two λ’s 
for utility 1 and utility 2 before the transaction (21 and 26 $/MWh). The 
two λ’s after the transaction are the same (22.667 $/MWh), which is also 
the system λ since no loss is considered. Note that the transaction price 
satisfies (6.15), that is, 23.083 = 22.667 + (0.1- 0.05) × 16.667/2, and that 
price is higher than that of the system λ after the transaction, which 
corresponds to the first condition of (6.16) since c2 > c1. The total operation 
cost of the system decreases from $1085 (= 205 + 880) to $1043.334 (= 
568.889 + 474.445), and the difference represents the system’s saving 
(1085 - 1043.334 = 2 × 20.833  = $41.666), which is equally divided by the 
two utilities.  

From utility 1, the seller’s point of view, its payoff is represented by 
utility 2, the buyer’s payment minus the increase in its operation cost, that 
is, 20.833 = 16.667 × 23.083 - [(0.0 + 20 × 26.667 + 0.05 × 26.6672) - (0.0 
+ 20 × 10 + 0.05 × 102)].  From utility 2, the buyer’s point of view, its 
payoff is represented by the reduction in its operation cost minus its 
payment to utility 2, the buyer, that is 20.833 = [(0.0 + 18 × 40 + 0.1 × 402) 
-(0.0 + 18 × 23.333 + 0.1 × 23.3332)] - 16.667 × 23.083. In summary, both 
utilities have positive payoffs through cooperation. 

 
Table 6.1 Test Data for the Two-Utility System 

Utility a b c Load (MW) Generation Limit (MW) 
1 0.0 20 0.05 10 50 
2 0.0 18 0.10 40 50 

 
 

Table 6.2 Test Results without Losses 

  Generation 
(MW) 

λOP 
($/MWh) 

Operation Cost 
($/h) 

Savings 
($/h) 

Utility 1 10.0 21 205 - Before 
transaction Utility 2 40.0 26 880 - 

Utility 1 26.667 22.667 568.889 20.833 After 
transaction Utility 2 23.333 22.667 474.445 20.833 
Transaction power T'12 16.667 MW 

Transaction price 23.083 $/MWh 
Transaction payment $384.722 
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6.4.4.1.1 Effect of Transmission Losses. Transmission losses are mostly 
neglected in transaction analyses. Here, transmission losses are 
incorporated in utility 1, the seller’s generation using T = αT' + (βT')2. 
Other loss formulations, e.g., B coefficients, may also be used. Three 
simple cases defined in Table 6.3 are used to analyze our results, where 
Case I corresponds to the lossless case discussed above. 
 
 Figure 6.9 shows the relationship between price and transaction 
power for the three cases based on (6.12), where the effect of transmission 
losses is considered in calculating the seller utility’s operation cost. It is 
anticipated that the inclusion of transmission losses will reduce the net 
transaction for a given power generation at the seller’s utility level, or 
increase the transaction price for a given power transaction as compared 
with the lossless condition. In Figure 6.9, the optimal power transmission 
and its price shifts from curve I to II to III are depicted as transmission 
losses increase. That is, the transaction is decreased, and the price is 
increased corresponding to an increase in system losses.  

   

 
Table 6.3 Loss Coefficients for the Test System 

Cases α β 
I 1.00 0.000 
II 1.04 0.001 
III 1.08 0.001 
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Figure 6.9 Transaction Price and Power Losses 
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 Taking a closer look, we can see that the results of Case I are the 
same as those in Table 6.2, and that Table 6.4 corresponds to the results of 
Case III. Comparing Table 6.4 (with loss) with Table 6.2 (without loss), we 
can see that the optimal transaction is reduced from 16.667 to 9.180 MW, 
and that the transaction price is increased from 23.083 to 24.249 $/MWh. 
The total system operation cost increases from $1043.334 to $1069.718, 
thus the system payoff decreases from $41.666 (=2 × 20.833) to $15.282 
(=2 × 7.641). The net payoff to each utility is reduced to $7.641.  

 

Table 6.4 Test Results with Losses 

  Generation 
(MW) 

λOP 
($/MWh) 

Operation Cost 
($/h) 

Savings 
($/h) 

Utility 1 10.0 21 205 - Before 
transaction Utility 2 40.0 26 880 - 

Utility 1 19.999 22.000 419.986 7.641 After 
transaction Utility 2 30.819 24.164 649.732 7.641 

Transaction power T'12 9.180 MW 
Transaction price 24.249 $/MWh 

Transaction payment $222.627 
 

6.4.4.1.2 Production Cost Curve and Optimal Price. As was discussed in 
Section 6.4.3, the optimal transaction price might be higher or lower than 
the marginal cost. Three different production cost functions in each utility 
are tested, with data given in Table 6.5 and results in Table 6.6. Note that 
Cases 1, 2, and 3 correspond to the first, the second, and the third 
conditions of (6.16), respectively. For instance, when coefficient c is the 
same for the two utilities (Case 2), the optimal transaction price is equal to 
the marginal cost. 

 
6.4.4.1.3 Discussion on Transaction Flow Limits. Several factors in 
addition to the thermal limit of a line may affect the transmission 
capability; among these factors are dynamic stability limit, voltage stability 
limit, and static security constraint. Transmission capability may even be 
constrained by long-term economics or strategic considerations. The 
marginal costs may be different if transactions are limited. A limited 
transaction case is tested and results are shown in Table 6.7. 

 In Table 6.7, the system’s data are the same as those of Case III in 
Table 6.6 except that the transaction at the receiving end (utility 2) is 
limited to 5 MW. The transaction price is 24.29 $/MWh, which is between 
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the two lambdas after transaction. The transaction power on the seller’s 
side is 5.425 MW, which includes losses.  

 

Table 6.5 Data for Different Production Cost Curves 

Case Utility a b c 
1 0.0 20 0.05 I 
2 0.0 18 0.10 
1 0.0 20 0.05 II 
2 0.0 18 0.05 
1 0.0 20 0.05 III 
2 0.0 20 0.025 

 
 

Table 6.6 Optimal Price and Transaction 

 
Case 

Initial  
λ10, λ20 

After Transaction 
λOP1, λOP2 

Transaction Price 
($/MWh) 

Transaction 
Power (MW) 

Saving 
($/h) 

I 21, 26 22.667 23.083 16.667 20.833 
II 21, 22 21.500 21.500 5.000 1.250 
III 21, 22 21.667 21.583 6.667 1.667 

 
 

Table 6.7 Optimal Price and Transaction with Limit 

Initial 
λ10, λ20 

After Transaction 
λOP1, λOP2 

Transaction Price 
($/MWh) 

Transaction 
Power (MW) 

Saving 
($/h) 

21, 26 21.54, 25.0 24.290 5.0 6.052 
 
 
 6.4.4.2 Three-Utility System  
 
The power market coordinator may use the procedures described in this 
section to identify market power imposed by some of the participants. The 
coordinator may accordingly take adequate corrective measures to 
eliminate unanticipated problems. 

 The power system used in this section is a three-bus power market in 
which each utility can either supply its local load or sell its power 
depending on the market price. These utilities are tied with lines that have 
equal reactance with negligible resistance. For simplicity, each utility is 
represented by a single generator. Here, no capacity limits are imposed on 
tie lines, and participants are not facing any additional constraints (e.g., 
interruptible power from contracts, contingencies in local resources) in 
defining offered prices. 
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Before transactions are defined, each utility supplies its local load by 
applying an economic dispatch. Then, each utility offers prices for its 
power to the market using curves similar to those in Figure 6.7. The 
characteristics of utilities are listed in Table 6.8. Based on price 
coefficients in Table 6.8, utility A and B will sell power while utility C will 
buy power in the market. The information in Table 6.8 is only available to 
the power market coordinator. 

 
Table 6.8 Example System 

Price Coefficients  
Utility 

Load 
(MW) 

Pmax 
(MW) a b c 

λ0 
($/MWh) 

A 
B 
C 

50 
40 

100 

100 
100 
100 

0 
0 
0 

15 
12 
17 

0.025 
0.05 
0.01 

17.5 
16 
19 

 
 
 

Utilities’ Strategies. Utilities are able to change their prices by adjusting 
the slope in Figure 6.7. Using economic dispatch, market’s payoffs will be 
maximized when utilities trade power at marginal cost, m(i) = 2c(i) in 
equation (6.4). However, as utilities try to maximize their own payoffs, 
they may opt to either decrease their bids in order to sell more power or 
increase the price in order to earn more. Among the infinite set of feasible 
alternatives for each participant, we analyze the following three strategies: 

H: Trade power at 1.15 times the marginal cost, m(i) = 2.3c(i). The 
utility’s strategy is to bid high.  

M: Trade power at marginal cost, m(i) = 2c(i). The utility’s strategy is to 
cooperate with the market. 

L: Trade power at 0.85 times the marginal cost, m(i) = 1.7c(i). The 
utility’s strategy is to bid low. 

In each case, payoffs are assumed positive, and they represent the sum 
of payments and incremental costs. Here, we identify the possible 
coalitions: a coalition between any two participants, the grand coalition, 
and any representation of the three one-utility coalitions. Correspondingly, 
there are four possible non-cooperative game strategies between coalitions 
and counter-coalitions.  
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 The situation when all utilities cooperate with the power market (i.e., 
grand coalition) conduces to the maximum payoff. The grand coalition’s 
solution is the same as that of a traditional centralized economic dispatch 
with minimizing cost functions. The optimum dispatch in this case 
corresponds to the minimum operation cost of 3138.75 $/h, generations of 
57.5, 51.25, and 81.25 MW for the three utilities, and payoffs of 7.03, 
23.20, and 3.52 $/h for the three utilities, respectively. 

 The competition under the condition that no limit is imposed on the 
tie lines represents perfect competition as participants’ size or location does 
not pose a biased control over the market price and participants cannot take 
advantage of external constraints. However, various conditions could deter 
perfect competition, including the economic pre-eminence of certain 
participants, the mix of generating resources available to each participant, 
and the geographical location of participants. When the market is under 
imperfect competition, some participants may find that it is possible to 
obtain higher payoffs by colluding with other participants.   

 Consider an example where the line connecting B to C is limited to 
10 MW, which could constrain the economic dispatch among utilities. In 
this game, A and C could collude against B for higher payoffs. The set of 
available strategies in each coalition is represented by multiplying the 
number of strategies in the coalition. In Table 6.9, the payoff matrix of 
non-cooperative game is shown for coalition S = {A, C} and its counter-
coalition Sc  = {B}.  

  
Table 6.9 Payoff Matrix ($/h) 

a

}B{ }CA{
↓
,  

H L M 

HH 13.40, 17.23 12.63, 21.05 11.43, 21.39 
HL 10.70, 22.93 4.77, 28.20 6.34, 27.05 
HM 11.67, 22.00 5.69, 27.15 7.28, 26.02 
LH 19.05, 13.51 18.85, 11.90 14.50, 19.12 
LL 14.85, 15.38 14.62, 16.14 11.41, 22.05 
LM 15.58, 15.18 9.67, 24.04 11.94, 21.69 
MH 18.04, 14.52 17.66, 14.40 13.57, 19.87 
ML 14.00, 17.74 13.72, 18.34 9.90, 23.83 
MM 14.78, 17.28 8.36, 25.17 10.55, 23.20 

 
 
Coalition {A, C} have nine possible strategies as listed in Table 6.9. The 
value of each entry in the payoff matrix is computed using the spot price to 
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define transactions among utilities for that particular strategy (set of 
prices). Each entry in the table signifies a pair of payoffs for coalition 
members and the counter-coalition, respectively. The first value in each 
pair represents the sum of payoffs for A and C. The second value is B’s 
payoff for the same set of strategies. 

 The characteristic function (v) represents an estimate of the best 
possible outcome in the worst situation of a coalition. In this example, the 
characteristic function of coalition {A,C} is found by first locating the 
minimum payoff in each row in Table 6.9 (i.e., 11.43 $/h in row 1, 4.77 $/h 
in row 2, . . ., 8.36 $/h in row 9) and then choosing the maximum payoff 
for B in the selected minimums which results in v({A,C}) = 14.50 $/h. The 
chosen strategy is the max-min strategy. In this regard, A would bid below 
marginal cost and C would bid above marginal cost, because the coalition 
would offer a higher payoff than that obtained in the grand coalition (10.55 
$/h). Note that C is buying; hence, when bidding high, it is buying at a 
lower price. It is seen that no matter what B’s bid is, coalition {A,C} would 
make more money than that of grand coalition. 

 The characteristic function is a pessimistic estimate because it 
assumes that the counter-coalition is playing to minimize the coalition’s 
payoff when in fact the counter-coalition is trying to maximize its own 
payoff. For instance, in Table 6.9, if B decides to sell above its marginal 
cost (i.e., H instead of M), the coalition payoff would be higher than that of 
the characteristic function.  

 If all bids are based on max–min strategies, the market’s payoff will 
not be maximum (i.e., 33.75 $/h), total operation cost will increase to 
3138.88 $/h, and B’s payoffs will drop to 19.12$/h. In this case, A will bid 
L while C will bid H, while the best bid for B will be M. The game is in 
equilibrium because these strategies are the best according to the 
opponent’s strategy. Other equilibrium states may also be identified in the 
game.  

 Other criteria than the max–min criterion may also be used to 
simulate participants’ decision process. For instance, both pessimism–
optimism criteria and the criterion based on the principle of insufficient 
reasons [Lut57] would concentrate the decision on a weighted combination 
of the best and the worst states of participants. The proper decision criteria 
will depend on participants’ characteristics. 
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6.5  MARKET COMPETITION WITH INCOMPLETE 
INFORMATION  

 
In this section, we analyze the competition (with incomplete information) 
among participants in an electricity market. Each participant’s payoff in 
this market is a function of production costs, power transactions, and spot 
market price. Hence, individual participant’s payoff is a function of bids 
offered by other participants, and each participant intends to estimate the 
other participants’ bids in order to maximize its own payoff.   
 
 
6.5.1 Participants and Bidding Information   
 
In the electricity market, it is perceived that each participant has the 
complete information on its own payoffs but lacks much information on 
other participant’s payoffs. Hence, the competition between participants for 
the market’s load is modeled as an (incomplete) i-game. Here, a 
participant’s unknown characteristics are modeled as a participant’s type. 
The type of participant embodies any information that is not common to all 
participants. This information may include, in addition to the participant’s 
payoff function, its beliefs about other participants’ payoff functions, its 
beliefs about other participants’ perception of its beliefs, fuel prices, 
availability of transmission installations, and so on. In this section, a 
participant’s type corresponds to its cost structure, that is, coefficients a, b, 
and c. 

 Each participant would have a full knowledge of its own costs, but 
only an estimate of the remaining participants’ costs. Each participant 
adjusts m in (6.4) in order to maximize its payoff B in (6.5).  We consider 
the choice of m as a strategy (bid low, bid high, etc.) in the game. The 
problem is defined as: what value of m should a participant offer to the 
market in order to maximize its payoff when the participant would not have 
much knowledge of other participants’ parameters. 

 This game is based on the assumption that participants would use a 
Bayesian approach for dealing with incomplete information. That is, they 
assign a basic joint probability distribution Π to unknown variables. Once 
this is done, they maximize the mathematical expectation of their payoffs 
in terms of Π. In estimating the probability distribution, each participant 
uses the information common to all participants. Here, not only a 
participant’s perspective is taken into account but also other participants’ 
perspectives of the participant are considered.  
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 The basic probability of game is assumed as being based on random 
fuel prices. This topic is discussed next. 
 
 
6.5.2 Basic Probability Distribution of the Game  
 
In order to discuss the proposed methodology, we present a scenario from 
participant B’s perspective when B is competing with participant A for 
selling power to participant C. We assume that participants’ types are 
drawn at random from hypothetical populations ΦA and ΦB containing 
types tA

q
 and tB

r
 respectively. The superscripts q = 1, …, Q and r = 1, …, R 

stand for the types of participants A and B, respectively. For instance, to 
model the uncertainty in A’s cost, B would assume that there are Q possible 
types of A, each with its corresponding cost. Generally, B knows its type r 
but does not know its opponent’s type q (i.e., it does not know A’s costs).  

 Participants estimate the opponents’ probability distributions Π 
based on the published information such as known fuel contracts, 
availability of transmission lines, and participants’ parameters. Element πqr 

in the basic probability distribution Π corresponds to the probability that A 
is type q and B is type r.  

 The amount of power that individual participants could trade is a 
function of spot market price. The higher the price, the lower will be the 
amount of power that A and B will sell to C. For simplicity, we suppose 
that C’s cost function is known to A and B. From the data in Table 6.8, we 
see that C would purchase 0 MW when the spot price is as high as 19 
$/MWh and 100 MW when the spot price is as low as 17 $/MWh. Given 
the participants’ bids in (6.4), when network constraints and losses are 
ignored, power transactions are derived as 

λA = λB = ρ          s.t.  PA + PB = LC(ρ)                             (6.18) 

where 

 PA   =  excess power over participant A’s load sold to participant C 

 PB   =  excess power over participant B’s load sold to participant C 

 LC   =  purchased power by participant C 

 ρ    =  spot market price 
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6.5.3 Conditional Probabilities and Expected Payoff  
 
The conditional probability )(rθ q

A  signifies the probability that A’s type q 
would face B’s type r: 

          

∑π

π
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Likewise,  
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A participant’s strategy (bid) will depend on its type. A possible vector of 
strategies could include: bid high, bid at marginal cost, and bid low. Let q

As  
be the vector of strategies for A’s type q. A’s conditional payoff 

),,( r ,qssGG r
B

q
A

q
 A

q
 A =  would depend not only on its strategy but also on 

its opponent’s strategies r
Bs . In order to maximize q

 AG , A should know its 
opponent’s type, and since this information is unavailable to A in the i-
game, A will try to maximize its expected payoff as  
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where q
AE  depends on its opponents’ strategies r

Bt . Likewise,  
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In (6.21) and (6.22), participants would consider all types of opponents. 
The original i-game is now interpreted as a (Q + R)-participant (complete) 
c-game with Q types of participant A and R types of participant B. The 
transformed game is with complete but imperfect information. Participants 
know the mathematical structure of the game (payoff functions q

AE  and 
r
BE , basic probability distribution of the game, etc.) but do not know the 

opponent’s type. In this c-game, the Nash equilibrium is the solution.  
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6.5.4 Gaming Methodology  
 
We now illustrate the proposed methodology by applying the following 
steps to the market:  

 
Step 1: Define participants’ types. 

We would define Q = 2 and R = 2 with participant A’s cost coefficients are 

aA = [0, 0] $/h 

bA = [15, 15.5] $/MWh   

cA = [0.025, 0.027] $/MW2h 

The two elements in each vector corresponds to q = 1, 2, respectively.  

Participant B’s cost coefficients are 

aB = [0, 0] $/h 

bB = [12, 11.7] $/MWh 

cB = [0.05, 0.06] $/MW2h 

The two elements in each vector corresponds to r = 1, 2 respectively.  

The participant’s type is defined based on scenarios of fuel prices (f). A 

probability distribution function ϕ(f) is used where 1
1

=∑
F

=f
(f)ϕ . Two 

scenarios are considered here for fuel prices. The first scenario corresponds 
to a low fuel price with ϕ(1) = 0.6, while the second scenario corresponds 
to a higher fuel price with ϕ(2) = 0.4.  

 Probability distributions f
AΩ and f

BΩ  are used for modeling 
uncertainties in each participant’s operation cost. For the first fuel scenario, 
we use 

0.42] [0.58,

0.16] [0.84,
1

1

=Ω

=Ω

B

A                                                                    (6.23) 

where the first element in 1
AΩ corresponds to the probability that A is type 

1 for f  = 1, and the second element corresponds to the probability that A is 
type 2 for f = 1. The same notation applies to 1

BΩ . In (6.23), it is more 
probable that A and B will have low operation costs when fuel prices are 
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low. These probability distributions may also represent the available 
information on each participant’s equipment characteristics. For the second 
fuel scenario we use 

 
0.63] [0.37,

0.64] [0.36,
2

2

=Ω

=Ω

B

A  

 

Step 2: Define the basic probability distribution of the game. 

The probability that (q, r) would represent participants A and B’s types, 
respectively, would depend on fuel price. We define πqr as the expected 
probability that A is type q and B is type r: 

 ( )∑ ΩΩ=
F

=f

f
B

f
Aqr r q f

1
)()()(ϕπ  

In the example: 
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Through matrix Π, the original i-game is transformed into c-game with 
imperfect information. In the new c-game, each participant would know its 
fuel prices and compute its own operation costs without knowing the 
opponent’s operation cost.  

 According to (6.19) and (6.20), the conditional probability vectors 
for participants A and B are 

 [ ]4666705333301 ..A =θ   [ ]5727304272702 ..A =θ  

 [ ]3032306967701 ..B =θ   [ ]40602 ..B =θ  

where participant B assumes a positive correlation between its type and 
participant A’s type. For instance, when B has low costs  (i.e., type 1), there 
is a higher probability that A will also have low costs, )2()1( 11

BB θθ > . 

Step 3: Define participants’ strategies. 

A participant’s type corresponds to a set of strategies defined by bid slopes. 
We assume that each participant observes the same three strategies as in 
(6.4). The slope of a bid curve is computed as mi = kS  × ci  where kS is set to 
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1.7, 2, and 2.3 for the three strategies. The vector of strategies for each 
participant’s type is: 

 [ ]057500500042501 .     .  .s A =  $/MW2h 

 [ ]062100540045902 .  .  .s A =  $/MW2h 

 [ ]115001000085001 .    .   .sB =  $/MW2h 

 [ ]138001200102002 .    .   .sB =  $/MW2h 

A strategy vector element represents a bid slope for the combination of a 
participant’s type and strategy. For instance, the second element in 2

As  
represents the bid slope for A’s type 2, as A bids marginal  (i.e., 2 × 0.027 
$/MW2h.) 

 
Step 4: Define participants’ conditional payoff. 

We solve (6.18) for a combination of participant types and strategies and 
calculate each participant’s payoff using (6.5). For example, conditional 
payoffs ($/h) for participant A’s type 1 against participant B’s type 1 are 
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In )1(1
 AG , each row corresponds to a strategy of A for type 1 and each 

column corresponds to a strategy of B for type 1. For instance, the element 
at row 3 and column 2 in )1(1

A G  corresponds to A’s type 1 payoff if A 
decides to bid above marginal cost against a situation where B is type 1 and 
bids marginal. Other conditional payoff matrices such as )2(1

 AG , )1(2
A G , 

)2(2
 AG , )1(1

 BG , )2(1
 BG , )1(2

 BG , and )2(2
 BG  could be computed 

similarly. 

 
Step 5: Define expected payoff matrices. 

We compute expected payoff matrices 1
AE , 2

AE , 1
BE , and 2

BE  using (6.21) 
and (6.22) and the conditional payoff matrices computed in Step 4. Each 
row in 1

AE  or 2
AE  is participant A’s strategy corresponding to type 1 or 
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type 2, respectively. Each column in 1
AE  or 2

AE  corresponds to the 
presumed strategy of participant A’s opponent. For instance, column z23 in 

1
AE  is A’s type 1 payoff when B uses strategy 2 against A’s type 1 and 

strategy 3 against A’s type 2. The same notation applies to 1
BE  and 2

BE . 
 

z11 z12 z13 z21 z22 z23 z31 z32 z33 















=
093.7918.6697.6705.6530.6309.6229.6054.6834.5
742.6578.6371.6377.6213.6007.6929.5765.5558.5
979.5837.5657.5660.5518.5338.5266.5124.5944.4

1
AE















=
904.0838.0759.0772.0705.0626.0632.0565.0486.0
863.0800.0725.0736.0673.0598.0603.0540.0465.0
769.0713.0647.0657.0601.0534.0538.0482.0415.0

2
AE

 

y11 y12 y13 y21 y22 y23 y31 y32 Y33 















=
172.22109.22746.21893.21829.21467.21676.20613.20250.20
611.21555.21209.21356.21300.21954.20188.20132.20786.19
919.20871.20547.20693.20645.20321.20584.19536.19212.19

1
BE















=
028.26857.25638.25344.25173.25954.24472.24301.24082.24
266.26099.26885.25595.25429.25215.25740.24574.24539.24
189.25037.25840.24571.24419.24222.24781.23628.23432.23

2
BE

 

Step 6: Obtain Nash equilibrium of strategies.  

Using 1
AE , 2

AE , 1
BE , and 2

BE , we try to find Nash equilibrium pairs. We 
look for the collection of strategies in which each participant’s strategy 
would be represented by the best response to other participant’s strategies. 
By inspecting 1

AE  and 2
AE , we learn that rows )3(1

As  and )3(2
As  dominate 

other rows; in other words, no matter what strategy participant B uses, 
participant A obtains a higher payoff by bidding above its marginal costs. 
Hence, a rational participant A will always choose to bid above marginal 
costs regardless of its costs. Participant A’s optimal strategy is represented 
by column y33 in 1

BE  and 2
BE . 
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 Accordingly, participant B has learned that A would bid above its 
marginal costs in all cases. Hence, B would only analyze the last column in 

1
BE  and 2

BE . By inspecting column y33, we learn that a rational participant 

B would bid )3(1
Bs   (above its marginal cost) when it is type 1 and )2(2

Bs  
(at marginal cost) when it is type 2. This strategy is represented by column 
z32 in 1

AE  and 2
AE .  

 The pair of strategies y33 and z32 is the Nash equilibrium of the game. 
The Nash equilibrium is a “consistent” prediction of how the game will be 
played. A participant’s optimal bid is derived for this equilibrium point. In 
essence, all participants predict that a particular Nash equilibrium will 
occur and there is no incentive to play differently. The strategy pairs in 
Nash equilibrium are the participants’ maximum strategies [Aub82, Fud91, 
Mor94], which maximize participants’ conditional payoffs. That is, a 
participant could obtain at least the payoff at the equilibrium point (or it 
may obtain more depending on his opponent’s strategy). 
 
 
6.6  MARKET COMPETITION FOR MULTIPLE 

ELECTRICITY PRODUCTS  
 
In this section, we extend the discussion of Section 6.5 in optimizing the 
participant’s payoff by including multiple products (i.e., energy and 
ancillary services). The participant applies generation scheduling and 
provides the ISO with bids for supplying the load and ancillary services as 
discussed in the PBUC chapter (Chapter 4). The ISO will analyze the 
offered bids and define power transactions among participants, by 
minimizing the spot prices for energy and ancillary services in the power 
market while preserving network constraints. 
 
  
6.6.1 Solution Methodology  
 
This method in general considers any number of participants within the 
market. It resembles the method discussed in Section 6.5 except that we 
would run PBUC here in order to distinguish different products and their 
bids offered to the market. The procedure is explained as follows: 
 
1. Depending on fuel prices, various types are assigned to individual 

participants. 
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2. PBUC is applied to each participant’s type and marginal bids of 
generators are calculated. Each participant simulates the market 
behavior in order to calculate its own bids.  The procedure is presented 
next for participant A. 

3. Participant A simulates the market operation using the available 
information based on the following steps: 

3.1 For Energy 

I. Participant A assumes that other participants can play 
different strategies against it. 

II. Participant A applies the game and obtains its own dominant 
strategies and bids by applying Nash equilibrium.  

III. Participant A identifies the operating point x shown in Figure 
6.10, for every unit in A (see Chapter 4 for additional details 
on PBUC). 

       3.2 For Ancillary Services 

Participant A repeats the procedure above based on point x in 
order to define the dominant strategy for its ancillary services 
bids. 

4. The above procedure is followed by all participants in order to 
calculate their bids.  

5. All bids are then submitted by participants to the ISO. 

6. The ISO analyzes the submitted bids, determines the winners and 
accordingly sends the transaction information back to each winner. 

 
 
6.6.2 Study System   
 
Figure 6.11 shows a modified IEEE 30-bus system with 9 generating units, 
20 loads, 30 buses, and 41 transmission lines. The system is divided into 
two participants: A and B. Participant A has three base load units (1, 5, and 
8), one intermediate unit (2), and three peaking units (11, 24, and 30). 
Participant B has two intermediate units (13,15). A study period of 24 
hours is considered. The spinning reserve is 5% of the load and the peak 
load occurs at hour 18. The corresponding data are given in Appendix D.4. 
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Figure 6.10 Spinning Reserve Bid 
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Figure 6.11 Modified IEEE 30-Bus System 
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6.6.3 Gaming Methodology  
 

Step 1: Define participant types. 

Participants may define two scenarios for fuel prices. Assume that each 
participant’s type depends on fuel prices and that the fuel price of type 2 is 
higher than that of type 1. This condition is represented by increasing the 
value of coefficient c in generation cost functions by 20%. The 
participant’s type 1 cost coefficients are shown in Table D.20 of Appendix 
D.4. The two types are estimated by the participants using the information 
available to them. Local loads are independent of the participant’s type. 

 A probability distribution ϕ(f) is used to model the fuel price 
uncertainty. Two scenarios are introduced as ϕ(1) = 0.6 and ϕ(2) = 0.4 to 
represent low and high fuel prices, respectively. Probability distributions 

f
AΩ  and f

BΩ  are for modeling uncertainties in each participant’s actual 
cost. For example, experience provides the following probabilities. 

 
0.30] [0.70,

0.15] [0.85,
1

1

=Ω

=Ω

B

A                
0.63] [0.37,

0.64] [0.36,
2

2

=Ω

=Ω

B

A                                        

The first (second) element in 1
AΩ  corresponds to the probability that 

type 1 (2) represents participant A when fuel price is low f = 1. Others 
could be explained similarly. These probability distributions may be 
derived from the information available on the equipment characteristics of 
each participant.  

Step 2: Define basic probability distributions of the game. 

Define πqr as the expected value, over all fuel scenarios, that participant A 
is type q and participant B is type r:  

 ( )∑ ΩΩ=
2

1
)()()(

=f

f
B

f
Aqr r q fϕπ  

For this example, we have 

 







=Π

188280157720
243720410280
..
..

  

Matrix Π is used to transform the original incomplete information game 
into a complete game with imperfect information. Each participant has 
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partial information on its opponent but does not know the opponent’s 
operation cost. The conditional probability vectors in participants A and B 
are 

 1
Aθ [ ]3726605.06273395.0=   

 2
Aθ [ ]5441618.04558382.0=   

 1
Bθ [ ]2776761.07223239.0=   

 2
Bθ [ ]4358333.05641667.0=   

The first (or second) element in 1
Aθ  corresponds to the conditional 

probability that participant A is playing against participant B type 1 (or 2) 
subject to the condition that participant A is type 1. Others could be 
explained similarly. 

Step 3: Unit commitment before gaming.  

Consider the base case unit commitment executed by each participant for 
determining optimal transactions before gaming. The base case unit 
commitment for local loads is shown in Table 6.10. Note that at off-peak 
hours (1– 9, 24), the intermediate unit at bus 2 is decommitted.  

 
Table 6.10 Base Case Unit Commitment before the Game 

 
Participant 

Generator 
At Bus No. Hour (1-24) 

A 

30 
24 
11 
2 
8 
5 
1 

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  0 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

B 13 
15 

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

 
 

Step 4: Define participants’ generation strategies. 

Each participant may play different strategies represented by different bid 
slopes. Some basic bid parameters are shown in Table 6.11. P0(i) represents 
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bilateral contract which is calculated for each participant, and marginal cost 
λ0(i) is evaluated at P0(i). Other parameters are also computed, including 
λmin(i) and λmax(i), which are defined as λmin(i) = λ0(i) - P0(i) × c(i), and 
λmax(i) = λ0(i) + (Pmax(i) - P0(i)) × c(i). 
 

 

Table 6.11 Marginal Generation Bids at Hour 18 

Type 1 Type 2  
 

Participant 

 
Bus 
No. 

 λ0(i)    λmin(i)   λmax(i) 
($/MWh) 

P0(i) 
(MW) 

 λ0(i)    λmin(i)   λmax(i) 
($/MWh) 

P0(i) 
(MW) 

A 

30 
24 
11 
2 
8 
5 
1 

49.32    49.32    49.81 
40.05    39.97    40.29 
38.03    37.96    38.24 
18.86    18.48    18.97 
14.24    13.80    14.24 
14.20    13.76    14.20 
11.20    10.94    11.41 

0.0 
5.0 
5.0 

62.3 
50.0 
50.0 
54.9 

49.32    49.32    49.91 
40.08    39.98    40.37 
38.06    37.97    38.31 
19.01    18.55    19.14 
14.42    13.89    14.42 
14.37    13.85    14.37 
11.30    10.99    11.55 

0.0 
5.0 
5.0 

62.3 
50.0 
50.0 
54.9 

B 13 
15 

19.32    19.32    20.05 
19.10    18.70    19.12 

0.0 
56.2 

19.32    19.32    20.19 
19.26    18.78    19.29 

0.0 
56.2 

 
 
Step 5: Compute participants’ parameters for trading energy. 

For each combination of type-strategy, participant A plays a game against 
participant B using its generation bids. Each participant’s objective is to 
maximize its own payoff by modifying the slope of its generation bid curve 
for each generator in Table 6.11. While modifying bids, a participant 
would check its trade options by monitoring its hourly revenues and 
calculating operating point x in Figure 6.10. This point identifies each 
unit’s power generation and the corresponding spinning reserve available 
for trading. Table 6.12 shows each participant’s generation before and after 
gaming at hour 18. For type 1, participant A is buying 11 MW from 
participant B since participant B’s offer is cheaper. 

 
Table 6.12 Generation before and after Gaming at Hour 18  

without Generation Reserve 

Generation before Game (MW) Generation after Game (MW) 
Participant A Participant B Participant A Participant B 

227.2 56.2 216.2 67.2 
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Step 6: Compute participants’ parameters for spinning reserve. 

In Figure 6.10, once point x is calculated for a participant, the participant 
can play a game of offering reserve bids. The participant’s objective is to 
maximize its own payoff by modifying the slope of the reserve bid curve 
for each generator. While modifying bids, the participant checks its trades 
by monitoring hourly revenues.  
 
 
Step 7: Determine expected optimal parameters. 

By substituting the results of Steps 5 and 6 into the conditional probability 
formula, the participant obtains the results for types 1 and 2.  
 
 
Step 8: Find the Nash equilibrium.  

Using the results of Step 7, the participant determines the Nash equilibrium 
point. Tables 6.13 and 6.14 show the dominant strategies without and with 
spinning reserve for hours 6 and 18. In these tables, the modified load 
refers to the amount of load that a participant has to supply due to its 
gaming strategy. Note that when participant A’s fuel price is low (i.e., type 
1), its modified load is higher since it can trade more power. Also, the 
optimal reserve price (38.3 $/MWh) is higher than the corresponding spot 
price for energy (25.41 $/MWh). 

 
Table 6.13 Payoffs without Spinning Reserve at Hours 6 and 18 

Participant A Participant B  
 

Type 

 
 

Hour 
Total Payoff 

($/h) 
Modified 

Load (MW) 
Total Payoff 

($/h) 
Modified 

Load (MW) 

Spot Price 
for Energy 
($/MWh) 

6 44.0 178.5 23.1 5.7 17.86 1 
18 134.4 216.2 67.0 67.2 25.41 
6 37.3 173.3 19.9 10.9 17.9 2 

18 134.3 216.1 67.7 67.3 25.46 

 
 

Table 6.14 Payoffs with Spinning Reserve at Hours 6 and 18 

Participant A Participant B  
 

Type 

 
 

Hour 
Total Payoff 

($/h) 
Modified 

Load (MW) 
Total Payoff 

($/h) 
Modified 

Load (MW) 

Optimal 
Reserve Price 

($/MWh) 
6 46.0 180.0 27.5 13.4 19.2 1 

18 173.0 219.0 222.3 78.57 38.3 
6 38.6 174.8 22.4 18.6 19.2 2 

18 182.2 218.9 217.6 78.67 38.4 
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 The total load at hour 18 is 283.4 MW and the required spinning 
reserve by the ISO is 5% (14.17 MW). The reserve allocation after gaming 
for type 1 at hour 18 is shown in Table 6.15. Participant B because of its 
lower generation cost, will generate most of the spinning reserve. 

 As was discussed in Chapter 4, the spinning reserve and power 
generation can have different slopes (bids). Table 6.16 is analogous to 
Table 6.14, except that Table 6.16 represents the case where the spinning 
reserve and generation are forced to bid the same. We decided to use Table 
6.14 (which is based on unit commitment) rather than Table 6.16 because 
the payoffs are higher. Note that the optimal spinning reserve price is 
higher than the energy spot price. However, the difference is smaller at off-
peak hours. 
 
 
 

Table 6.15 Reserve Allocation after Gaming at Hour 18 

Participant Unit Reserve (MW) 
A 2 2.8 
B 13 11.37 

 
  

Table 6.16 Payoffs with Spinning Reserve   

Participant A Participant B  
 

Type 

 
 

Hour 
Total Payoff 

($/h) 
Modified 

Load (MW) 
Total Payoff 

($/h) 
Modified 

Load (MW) 

Optimal 
Reserve Price 

($/MWh) 
6 45.5 180.0 23.8 13.40 18.88 1 
18 160.4 218.8 122.5 78.77 29.54 
6 38.3 179.9 20.9 13.41 19.00 2 
18 164.7 218.7 128.8 78.87 31.62 

 

 

Step 10: Generate schedule with spinning reserves.  

After calculating the modified hourly load, each participant applies unit 
commitment and the results are shown in Table 6.17. Table 6.18 shows 
comparative results without spinning reserves. In comparison, participant B 
commits the unit at bus 13 for a longer period to sell spinning reserve.  
Participant A does not have to commit any more units, since the available 
capacity of unit 2 is enough to sell the required reserve. 
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Table 6.17 Schedule with Spinning Reserve 

 
Participant 

Generator 
At Bus No. Hour (1-24) 

A 

30 
24 
11 
2 
8 
5 
1 

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

B 13 
15 

0  0  0  0  0  0  0  0  0  0  1  1  1  0  0  0  1  1  1  1  1  1  0  0 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

 
 

Table 6.18 Schedule without Spinning Reserve 

 
Participant 

Generator 
At Bus No. Hour (1-24) 

A 

30 
24 
11 
2 
8 
5 
1 

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

B 13 
15 

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  1  1  0  0  0 
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

 
 
6.7 CONCLUSIONS 
 
Deregulation in the electric power industry is expected to increase payoffs 
associated with the operation of interconnected power systems. In this 
chapter, we use game theory concepts to simulate the behavior of 
participants in the restructured energy markets. We assume a completely 
restructured power market in which each participant defines prices to 
interchange power with the remaining participants of the electricity 
marketplace. 

 From the results obtained in the chapter, we learn that all participants 
try to maximize their payoffs by cooperating with the power market to 
obtain the maximum systemwide payoffs when the system constraints do 
not limit the interchanges. The notion that increasing competition will help 
decrease operational costs appears to be supported by the results obtained 
in the chapter. Mathematically, as competition increases (through entry of 
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more participants, additional tie lines to avoid flow congestion, etc.) the 
grand coalition strategy becomes more appealing to all participants. 

 We also reviewed the case where a network imposes additional 
constraints on the bids, and participants increase their payoffs by 
coordinating bidding strategies and sharing payoffs. The analysis may be 
used by market coordinators to identify non-competitive situations and to 
encourage pricing policies that lead to maximum systemwide payoffs. 

 Competition among participants for the market’s load is modeled as a 
non-cooperative game. Each participant has incomplete information of the 
game. In our example, participants know their own operation costs, but 
they do not know the operation costs of their opponents. The game is 
solved using the Nash equilibrium idea for a transformed game with 
complete but imperfect information. The optimal price decision is derived 
for the Nash equilibrium point. 

 The proposed methodology is geared toward providing support for 
price decisions in the electricity market. We do not look for a specific 
value in the price that maximizes the participant’s payoff; this “best value” 
can be later defined using the results obtained from the methodologies in 
this chapter and other mathematical tools. 

 The obtained strategies for the Nash equilibrium of the game 
maximize the expected conditional payoff in participants; moreover, the 
obtained strategies are the participants’ maximum strategies. This fact 
makes the obtained Nash equilibrium strategies even more appealing to 
participants. 

 The proposed approach is a more general case than that when 
participants model their opponents’ costs with uncorrelated probability 
distributions. The approach presented in this chapter allows a participant in 
the electricity market to make optimal pricing decisions that take into 
account not only his own perspective of the energy market but also the 
beliefs that other participants have of him. 

 In a restructured power market, participants can bid for generation 
and spinning reserve. In this uncertain environment, generation scheduling 
is done by participants in order to maximize payoffs while satisfying 
transmission constraints provided by the TRANSCOs. For each participant, 
unit commitment depends on the generation spot price, spinning reserve 
price, and transmission capabilities, and an hourly scheduling may be 
optimized by security-constrained optimal power flow. We model the 
competition in the market as a non-cooperative game with incomplete 
information; then we transform the incomplete information game into a 
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complete game with imperfect information and seek Nash equilibrium. The 
unit commitment solution determines the modified load, committed units, 
as well as dominant strategies for each committed unit. This method can be 
used by the ISO to calculate the expected spot price and the spinning 
reserve price, and by participants in risk management. 
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Chapter 7  
 

Generation Asset Valuation and Risk Analysis 
 
 
 

7.1 INTRODUCTION 
 
 
7.1.1 Asset Valuation 
 
Asset valuation is the process of calculating the profit that occurs due to the 
utilization of a certain asset. The value of the asset is the difference 
between the revenue from and the cost incurred by that asset. In generation 
scheduling, a GENCO commits certain generating units and transforms 
various types of fuel into electricity for sale to the power market. The profit 
in this process is the value of committed generating units.  

 There are two types of valuation for generating units. One is the 
valuation based on the daily scheduled generation. The other is the 
valuation based on the available capacity of generating units. 

 Generation Asset Valuation. In the first application, we operate 
generating units on a daily basis and the issue would be to value generating 
units based on the current market information. As we commit units and 
submit bids to the market based on the forecasted market price, the value of 
the generating units is realized by the accepted bids. So valuation is based 
on the spot market price and not on a forecasted market price. In addition 
to the market price, the bidding strategy (i.e., commitment and bidding of 
units) has a major impact on the value of generating units.  

 Generation Capacity Valuation. In the second application, 
valuation is based on the available capacity for trading in the market. 
Hence, the physical characteristics of the units such as maximum/minimum 
capacity, force outage rate (i.e., availability), fuel consumption function 
(i.e., efficiency), and ramp rate (i.e., response capability) are among factors 



234    CHAPTER 7 

used in determining the value of generating units. Besides the physical 
characteristics, market price and commitment procedure can affect the 
value of the generating capacity. Obviously, higher market prices for 
electricity and lower fuel prices would increase the value of generation 
capacity. In addition, a weak commitment strategy could decrease the value 
of generating capacity.  

 There are two main differences between the two applications. First, 
the value of the generation asset in a daily operation is mostly realized in 
the form of accepted bids through market settlement, while generation 
capacity is mainly settled bilaterally. The second difference concerns long-
term and short-term operation. The daily generation asset valuation is 
basically short term, while generation capacity valuation is long term, since 
it signifies the future availability of units.  
  
 
7.1.2 Value at Risk (VaR) 
 
Risk plays a major role in valuing generating units in a competitive power 
market. Risk is both objective and subjective. It is objective because all 
market participants would face the same market uncertainties. It is 
subjective because different attitudes to the market operation could incur 
different degrees of risk. Risk measurement then deserves rigorous indices 
to encompass the underlining issues. VaR is a viable measure for risk 
analysis that considers many risk factors synthetically and provides a single 
number for evaluating the effect of risk.  

 VaR is an estimate that shows how much a portfolio could lose due 
to market movements at a particular time horizon and for a given 
probability of occurrence. The given probability is called confidence level, 
which represents the degree of certainty of VaR. The common confidence 
level is 0.95 (or 95%) which means that 95% of the time participants’ 
losses will be less than VaR and 5% of the time losses will be more than 
VaR. In mathematical terms, VaR corresponds to a percentile of a portfolio 
Profit & Loss (P&L) distribution, and can be expressed either as a potential 
loss from the current value of the portfolio, or as the loss from the expected 
value at the horizon [Min00].  

 Figure 7.1 shows a portfolio’s P&L distribution. The expected P&L 
is 20 and the 5% percentile is minus 60. Hence, we can either express 95% 
VaR as a loss from the current value (VaR = 60), or as a loss from the 
expected value (VaR = 80). The decision to anchor the VaR calculation at 
the current value or the expected value is arbitrary, and as most people do, 
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we define VaR as the difference between the corresponding percentile of 
the P&L distribution and the current value of a portfolio. 

 

 

 

 

 

 

 

 

 

 

 
Figure 7.1 Illustration of VaR 

 

7.1.3 Applications of VaR to Asset Valuation in Power Markets 

As described earlier, the value of generating units depends on the 
generating units’ efficiency and on market prices, which can be very 
uncertain in a restructured power market. In this chapter, we apply the 
concept of VaR to value the generation assets and assess the risk of 
generation capacity profitability, based on the daily operation and trading 
point of view. 

 According to Section 7.1.2, VaR is the estimated loss of a portfolio 
due to market movements at a particular time horizon and for a given 
probability of occurrence. So the larger the VaR, the higher the risk is. 

 In generation asset valuation, the value of generation asset is 
positive, so the estimated loss (VaR) is a negative number. In order to 
represent VaR with a positive value in this chapter, we consider a slightly 
different definition for VaR. We define VaR as an estimated earning of a 
portfolio due to market movements at a particular time horizon and for a 
given probability of occurrence. So the larger the VaR, the smaller the risk 
is. 

 The traditional value of VaR is the negative of the VaR considered in 
this chapter.  
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Probability 

Expected 
Profit & Loss VAR from expected value 

VAR from current value 



236    CHAPTER 7 

7.2 VAR FOR GENERATION ASSET VALUATION 
 
The value of generation assets in a daily operation is realized through 
bidding in a market. The value is calculated based on accepted bids. In this 
section, we first propose a framework for calculating VaR. Then, a single 
time period example is presented for illustrating the procedure. Next, a 
more practical example with 36 units, 24 time periods, and bilateral 
contracts is presented. In this section, we also study the impact of market 
prices and bidding strategies. 
 
  
7.2.1 Framework of the VaR Calculation  
 
Figure 7.2 shows the framework for calculating the VaR for short-term 
generation asset valuation. Six modules are represented in Figure 7.2:  

• Price forecasting module  
• Market price simulation module  
• Bids generating module 
• Market settling module  
• Profits analysis module  
• VaR calculation module 

These modules are discussed as follows: 

••••    The details of market price forecast are the same as provided in 
Chapter 3.  

••••    According to the forecasted spot market price, GENCO runs PBUC for 
calculating energy bids. Here, physical constraints of generating units 
such as emission and fuel constraints are considered. 

••••    The actual spot market price is simulated, which could be different 
from the forecasted spot market price. In simulating the price, a 
GENCO may assume that the spot price distribution follows that of the 
historical price information and calculate the probability distribution of 
price difference accordingly (statistical simulation model-1). The 
results of the price difference analysis are fed to the market price 
simulation module. The GENCO may otherwise assume a priori that 
the actual spot market price follows a certain probability distribution 
with the forecasted spot market price as its expected value (statistical 
simulation model-2).  
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••••    Based on the simulated spot market price, the GENCO runs the PBUC 
and calculates the bids that are going to be offered to the market. The 
bids are settled in the market-settling module. The output of the 
market-settling module includes the generation quantity and its 
corresponding price.  

••••    The output of the market-settling module is fed to the profit analysis 
module. The profit analysis module calculates the revenue and the 
production cost for GENCO, and obtains the profit distribution.  

••••    Based on the profit distribution and a specified confidence level, VaR 
is calculated in the VaR calculation module. 

 

 

  

 

 
                                                                                       
                                                                                    

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 7.2 VaR Calculation for Short-Term Generation Asset Valuation 

 

Forecasted 
Price 

Price Forecasting 

Simulation 
Model-1 

Market Price  
Simulation 

Bids Generating 
(PBUC) 

Market Settling 

Profits Analysis 

VaR Calculation 

Forecasted 
Price 

Historical 
Forecasts 

Possible Market 
Prices Distribution Bids  

Market 
Prices 

Generations 

Profits 
Distribution 

Simulation 
Model-2 

Difference 
Distribution 



238    CHAPTER 7 

 Note that the proposed framework for calculating VaR is very 
general. We can substitute any of the proposed modules with a different 
module in a specific application. For example, we can specify a different 
method for simulating the spot market price and study the sensitivity of 
VaR to the specified method. Within this framework, we can also study the 
risk of different bidding strategies in terms of VaR.  The modules in Figure 
7.2 are discussed further in the section that follows. 
 
 
7.2.2 Spot Market Price Simulation 

Recall that we simulate the actual spot market price based on the forecasted 
price. In doing so, we choose one of two patterns of the market price 
behavior as follows:  
 
 
 7.2.2.1 Statistical Simulation Model-1 
 
Figure 7.3a compares the typical values for a spot market price forecast 
with the actual spot market price. We assume that the difference between 
actual and forecasted market prices follows the historical pattern of the spot 
price. Based on Figure 7.3a, we derive the price difference (actual price - 
forecasted price) distribution as shown in Figure 7.3b. Using Figure 7.3b, 
we add the price difference to any forecasted spot price in order to simulate 
the actual spot market price. 
 
 
 7.2.2.2 Statistical Simulation Model-2 
 
We assume that the actual spot market price deviation from the forecasted 
market price follows a probability distribution function with forecasted 
price as its expected value. The most widely used probability distribution is 
the normal distribution. However, other distributions including triangular, 
lognormal, and exponential distributions can be used in our discussion.  

 Suppose that the spot market price follows a normal distribution. 
Figure 7.4 shows the distribution of the forecasted spot market price where 
the mean is 20 $/MWh (forecasted spot price) and the standard deviation is 
presumed to be 10% of the mean (2 $/MWh). 
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Figure 7.3a Historical Prices 

 

 

 

 

 

 
 

Figure 7.3b Price Difference Distribution 
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Figure 7.4 Normal Distribution of Price Forecast 
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7.2.3 A Numerical Example 

In this section, we consider an example in which a GENCO follows the 
framework described in Section 7.2.1 and include a simple calculation of 
the VaR. 

 7.2.3.1 Historical Price Difference Analysis 
 
Figure 7.5 shows a typical spot price forecast with relation to the actual 
spot market price. From Figure 7.5, we obtain the price difference curve 
shown in Figure 7.6 and then the price difference distribution shown in 
Figure 7.7. The corresponding numerical values for price difference 
distribution are given in Table 7.1. 

 

0 50 100 150 200 
15 

20 

25 

30 

35 

40 

Time (Hour) 

Pr
ic

e 
($

/M
W

h)
 

Actual Price   
Forecast Price 

 
Figure 7.5 Historical Price Forecast 
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Figure 7.6 Price Difference 
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Figure 7.7 Price Difference Distribution 

 
 

Table 7.1 Price Difference Distribution 

Price difference ($/MWh) -5 -4 -3 -2 -1 0 1 
Probability (%) 1.79 3.57 5.95 6.55 14.88 25.60 17.86 
Price difference ($/MWh) 2 3 4 5 6 7 8 
Probability (%) 10.71 5.95 1.79 1.79 1.19 1.19 1.19 

  
 
 
 7.2.3.2 Market Price Simulation based on the Price Forecast 
 
Suppose that the forecasted price for a given hour is 30 $/MWh. Based on 
the price difference distribution (Figure 7.7), we obtain the simulated spot 
market price distribution (spot market price = forecasted price + price 
difference). The probability of a possible spot market price would be the 
same as the probability of the corresponding price difference, as shown in 
Table 7.2 and Figure 7.8. 

 
 

Table 7.2 Possible Market Price Distribution 

Spot market price ($/MWh) 25 26 27 28 29 30 31 
Probability (%) 1.79 3.57 5.95 6.55 14.88 25.60 17.86 
Spot market price ($/MWh) 32 33 34 35 36 37 38 
Probability (%) 10.71 5.95 1.79 1.79 1.19 1.19 1.19 
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Figure 7.8 Simulated Spot Market Price Distribution 

 
 
 7.2.3.3 Bidding Curve and Cost Curve 
 
We execute PBUC using a specific bidding strategy. Accordingly, the 
generating capacity cost curve and the bidding curve are shown in Table 
7.3 and Figure 7.9. 
 
 

Table 7.3 Bidding Curve and Capacity Cost Curve 

MW 50 100 150 200 250 300 350 400 500 
Bid Price 
($/MWh) 26.2 27.1 27.8 28.5 29.3 29.5 29.9 31.2 33.5 

Unit Cost 
($/MWh) 27.5 27.75 28 28.25 28.5 28.75 29 30 32 

 
 
 
 7.2.3.4 Market Settlement Simulation 
 
Using the simulated spot market prices (Figure 7.8) and the bidding curve 
(Figure 7.9), a GENCO could simulate the market settlement. The market 
settlement refers to the amount of energy that the GENCO will be able to 
sell to the spot market based on the market prices. The market will accept 
any bidding price offered by the GENCO that is less than the spot market 
price. Table 7.4 shows results of the market settlement simulation. The 
accepted bids depend on market prices. 
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Figure 7.9 Bidding Curve and Capacity Cost Curve 

 
 

Table 7.4 Market Settlements 

Simulated market 
price ($/MWh) 

25 26 27 28 29 30 31 

Probability (%) 1.79 3.57 5.95 6.55 14.88 25.60 17.86 

Accepted 
generation (MW) 

0 0 50 150 200 350 350 

Simulated market 
price ($/MWh) 

32 33 34 35 36 37 38 

Probability (%) 10.71 5.95 1.79 1.79 1.19 1.19 1.19 

Accepted 
generation (MW) 

400 400 500 500 500 500 500 

 
 
 
 7.2.3.5 Profit Analysis 
 
From the market settlement and the marginal cost curve, we calculate the 
profit as shown in Table 7.5. Here, revenue = simulated market price x 
MW, total cost = capacity cost x MW, and profit = revenue - total cost. 
Table 7.6, which is derived from Table 7.5, shows the probability 
distribution of the profit. Note here that if certain market prices would 
result in the same profit, the probability for that profit would be the sum of 
corresponding probabilities. 
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Figure 7.10 shows the revenue distribution. Figure 7.11 shows the 
probability density function (PDF) of the profit. Figure 7.12 shows the 
cumulative distribution function (CDF) of the profit. 

 
Table 7.5 Profit Analysis 

Spot market price     
($/MWh) 25 26 27 28 29 30 31 

Probability (%) 1.79 3.57 5.95 6.55 14.88 25.60 17.86 
Accepted 
Generation (MW) 0 0 50 150 200 350 350 

Revenue ($) 0 0 1350 4200 5800 10500 10850 
Total Cost ($) 0 0 1375 4200 5650 10150 10150 
Net Profit ($) 0 0 -25 0 150 350 700 
Spot market price 
($/MWh) 32 33 34 35 36 37 38 

Probability (%) 10.71 5.95 1.79 1.79 1.19 1.19 1.19 
Accepted 
Generation (MW) 400 400 500 500 500 500 500 

Revenue ($) 12800 13200 17000 17500 18000 18500 19000 
Total Cost ($) 12000 12000 16000 16000 16000 16000 16000 
Net Profit ($) 800 1200 1000 1500 2000 2500 3000 

 
Table 7.6 Probability Distribution of Profit 

Net Profit ($) -25 0 150 350 700 800 
Probability (%) 5.95 11.91 14.88 25.60 17.86 10.71 
Net profit ($) 1000 1200 1500 2000 2500 3000 
Probability (%) 5.95 1.79 1.79 1.19 1.19 1.19 
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Figure 7.10 Revenue Distribution 
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Figure 7.11 Profit Distribution 
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Figure 7.12 Cumulative Profit Distribution 

 
 
 7.2.3.6 Calculating VaR 
 
Suppose that we are interested in calculating VaR with a 94.05% (i.e., 100 
- 5.95) confidence level. According to Figure 7.12 and Table 7.6, VaR =    
-$25, which means that 94.05% of time the profit is larger than -$25, or 
5.95% time the profit is worse than -$25. Another example is when we 
want to calculate VaR with a 95% confidence level. From Table 7.5b, the 
probability of the first net profit value is over 5% (i.e., 100 - 95) and 
extrapolation is employed to get the net profit corresponding to 5% 
probability. The first two points in Figure 7.10 are used: 
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We obtain the VaR with 95% confidence level as -28.98$. This means that 
95% of the time the participant’s profit will be more than -$28.98, and that 
5% of the time the profit will be less than -$28.98. Since the profit is 
negative, it becomes a loss. In other words, 5% of the time the participant’s 
loss will be more than $28.98, and 95% (confidence level) of the time the 
participant’s loss will be less than $28.98. 
 
 
7.2.4 A Practical Example 
 
In this section, we turn to a practical example of VaR calculation. The 
GENCO has 36 units with 24 time periods. Some units must serve bilateral 
contracts.  

 Since VaR depends on market structure and market settlement rules, 
we first describe the market model and set up some settlement rules. Then, 
we discuss the modules in the framework. 
 
 
 7.2.4.1 Market Model  
 
In order to value generation assets in a market, we must know the market 
rules. The market model considered in this example is shown in Figure 
7.13. In this model, the ISO runs an auction market. GENCOs submit sale 
bids to the market, DISCOs submit purchase bids to the market, and the 
ISO settles the market and returns settlements to the GENCOs and 
DISCOs. GENCOs can sign bilateral contracts with customers in this 
market. Note that in Figure 7.13, a bid includes its price and quantity, and a 
settlement includes its price and quantity. 
 
 
 7.2.4.2 Market Settlement Rules 
 
Settlement rules in the auction market are given as follows: 

• Based on the submitted sale and purchase bids, the ISO determines the 
market-clearing price (MCP).  
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Figure 7.13 Market Model in the Study 

 
 
• Sale bids that are less than or equal to MCP will be accepted. The 

settlement price will be the same as MCP for the bidding quantity.   

• Purchase bids that are higher than or equal to MCP will be accepted. 
The settlement price will be the same as MCP for the bidding 
quantity.  

Settlement rules for bilateral contracts are given as follows: 

• If the bilateral contract is honored in its entirety (GENCO can provide 
the entire contracted quantity to the user), the settlement quantity will 
be the contracted quantity, and settlement price will be the GENCO’s 
marginal price to produce the contracted quantity times one plus a 
profit factor. The profit factor will be negotiated beforehand to 
characterize the GENCO’s profit margin from the bilateral contract. 

• If the bilateral contract is nullified (GENCO provides nothing to the 
user), the settlement quantity will be the contracted quantity, and the 
settlement price will be the current market price times one plus a 
penalty factor. The penalty factor will be negotiated beforehand to 
characterize the GENCO’s defaulted contract with the user.  
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• If the bilateral contract is partially honored (GENCO can only provide 
part of the contracted quantity to the user), the settlement will be 
comprised of two parts. In the first part, the settlement quantity is the 
quantity that the GENCO can provide, and the settlement price is the 
GENCO’s marginal price to produce the contracted quantity times one 
plus a profit factor. In the second part, the settlement quantity will be 
the contracted quantity minus the settlement quantity in the first part 
of the settlement, and the settlement price will be the current market 
price times one plus a penalty factor.  

 
 
 7.2.4.3 PBUC and Generation Bids 
 
Based on market prices, a GENCO executes the PBUC that answers the 
following question: Given market prices, what is the best generation 
schedule? However, PBUC doesn’t answer the following question: What is 
the best bidding strategy (i.e., how to bid)? Here, we characterize the bids 
based on the PBUC output. The bidding quantity is the same as generation 
schedule and the bidding price is the marginal cost corresponding to 
generation schedule.  

The input to PBUC includes: 

• Unit characteristics and operating limits 

• Market prices 

• Bilateral contracts 

• System constraints (energy, reserve, emission and fuel constraints) 

The output of PBUC includes: 

• Generating units status  

• Generation schedule 

 
See Appendix D.2 for unit characteristics. In this example, we only 
consider energy market with prices shown in Figure 7.14. Bilateral 
contracts are plotted in Figure 7.15. Energy constraints are shown in Table 
7.7. No emission and fuel constraints are imposed. Tables 7.8 to 7.11 
include all the bidding information. 
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Figure 7.14 Forecasted Energy Market Prices 
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Figure 7.15 Bilateral Contracts 
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Table 7.7 System Energy Limits 
 

Hour 
Lower Limit  

(MW) 
Upper Limit  

(MW) 
 

Hour 
Lower Limit  

(MW) 
Upper Limit  

(MW) 
1 3308.76 2008.76 13 3817.80 2517.80 
2 3054.24 1754.24 14 3732.96 2432.96 
3 2884.56 1584.56 15 3690.54 2390.54 
4 2799.72 1499.72 16 3690.54 2390.54 
5 2794.88 1494.88 17 3860.22 2560.22 
6 2797.30 1497.30 18 4242.00 2920.00 
7 2799.72 1499.72 19 4199.58 2899.58 
8 2969.40 1669.40 20 4114.74 2814.74 
9 3393.60 2093.60 21 3987.48 2687.48 

10 3732.96 2232.96 22 3902.64 2602.64 
11 3817.80 2517.80 23 3690.54 2390.54 
12 3860.22 2560.22 24 3436.02 2136.02 

 

 

Table 7.8 PBUC Schedule 

          Hour 
  Unit 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

1 2 0 0 0 0 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 0 0 0 
2-7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8-11 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 0 0 0 0 
12 0 0 0 0 0 25 25 25 25 25 25 25 53 53 53 53 53 52 52 25 0 0 0 0 
13 25 25 0 0 0 25 25 25 25 25 25 53 53 53 53 53 53 52 52 25 0 0 0 0 
14 25 25 0 0 0 25 25 25 25 25 53 53 53 53 53 53 53 52 52 50 0 0 0 0 
15 0 0 0 0 0 25 25 25 25 53 53 53 53 53 53 53 53 52 52 50 0 0 0 0 
16 0 0 0 0 0 25 25 25 53 53 53 53 53 53 53 53 53 52 52 50 0 0 0 0 
17 0 0 0 0 0 25 25 25 53 53 53 53 53 53 53 53 53 51 52 50 0 0 0 0 
18 0 0 0 0 0 25 25 25 53 54 54 54 54 54 54 54 54 53 53 50 0 0 0 0 
19 54 54 54 54 54 62 62 62 64 63 63 63 64 64 64 64 64 61 62 62 78 0 0 0 
20 54 54 54 54 54 62 62 62 64 63 64 64 64 64 64 64 64 62 62 62 78 0 0 0 
21 54 54 54 54 54 62 62 62 64 64 64 64 64 64 64 64 64 62 62 62 78 0 0 0 
22 0 0 0 0 0 69 69 69 69 69 82 82 83 83 83 83 82 77 78 77 0 0 0 0 
23 0 0 0 0 0 69 69 69 69 69 82 82 83 83 83 83 82 77 78 78 0 0 0 0 
24 0 0 0 0 0 69 69 69 69 69 82 82 83 83 83 83 82 77 78 78 0 0 0 0 
25 0 0 0 0 0 0 0 69 69 69 82 82 83 83 83 83 82 77 78 69 0 0 0 0 
26 0 0 0 0 0 0 0 69 69 69 82 82 83 83 83 83 82 77 78 69 0 0 0 0 
27 0 0 0 0 0 69 69 69 69 69 82 82 83 83 83 83 82 77 78 78 0 0 0 0 
28 150 155 156 157 157 155 155 156 158 155 155 155 156 157 157 157 155 147 148 148 350 350 350 175 
29 150 155 157 157 157 155 155 156 158 155 156 155 156 157 157 157 156 148 149 149 350 350 350 350 
30 148 154 156 157 157 155 155 156 157 154 154 154 155 156 157 157 155 145 147 146 350 350 350 175 
31 152 156 157 158 158 155 155 156 158 156 157 156 157 158 158 158 157 149 151 150 350 350 350 350 
32 275 274 273 271 271 260 260 261 270 274 274 274 273 272 271 271 274 274 274 274 400 400 400 400 
33 275 274 273 272 271 260 260 261 270 274 274 274 273 272 272 272 274 274 275 275 400 400 400 400 
34 275 274 273 272 272 260 260 261 270 274 274 274 273 272 272 272 274 275 275 275 400 400 400 400 
35 275 274 273 272 272 260 260 261 270 274 274 274 273 272 272 272 274 275 275 275 400 400 400 400 
36 275 274 273 272 272 260 260 261 270 274 274 274 273 272 272 272 274 275 275 275 400 400 400 400 
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Table 7.9 Purchase Schedule 

        Hour 
  Unit 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

1-11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
12 0 0 0 0 0 0 0 0 0 0 0 0 45 40 37 37 47 50 50 0 0 0 0 0 
13 0 0 0 0 0 0 0 0 0 0 0 50 46 41 38 38 48 50 50 0 0 0 0 0 
14 0 0 0 0 0 0 0 0 0 0 49 50 45 40 38 38 48 50 50 50 0 0 0 0 
15 0 0 0 0 0 0 0 0 0 50 50 50 46 41 39 39 49 50 50 50 0 0 0 0 
16 0 0 0 0 0 0 0 0 32 50 49 50 46 41 38 38 48 50 50 50 0 0 0 0 
17 0 0 0 0 0 0 0 0 33 50 50 50 47 42 39 39 49 50 50 50 0 0 0 0 
18 0 0 0 0 0 0 0 0 30 47 45 46 42 37 35 35 44 50 50 50 0 0 0 0 
19 0 0 0 0 0 15 15 17 40 60 60 60 57 50 47 47 60 60 60 60 0 0 0 0 
20 0 0 0 0 0 15 15 17 40 60 60 60 56 50 47 47 59 60 60 60 0 0 0 0 
21 0 0 0 0 0 15 15 17 39 60 60 60 56 50 47 47 59 60 60 60 0 0 0 0 

22-23 0 0 0 0 0 0 0 0 0 0 80 80 80 80 77 77 80 80 80 80 0 0 0 0 
24-26 0 0 0 0 0 0 0 0 0 0 80 80 80 80 76 76 80 80 80 80 0 0 0 0 

27 0 0 0 0 0 0 0 0 0 0 80 80 80 80 77 77 80 80 80 80 0 0 0 0 
28 150 150 150 137 136 44 44 50 116 150 150 150 150 146 137 137 150 150 150 150 0 0 0 0 
29 150 150 150 136 134 43 44 49 114 150 150 150 150 144 135 135 150 150 150 150 0 0 0 0 
30 150 150 150 142 141 45 46 52 120 150 150 150 150 150 141 141 150 150 150 150 0 0 0 0 
31 150 150 147 130 129 42 42 47 110 150 150 150 150 138 130 130 150 150 150 150 0 0 0 0 
32 250 198 168 148 147 47 47 53 125 198 192 195 178 158 148 148 188 250 250 250 0 0 0 0 
33 250 197 168 148 147 46 47 53 124 198 191 195 178 157 148 148 188 250 250 250 0 0 0 0 
34 250 197 167 147 146 46 47 53 124 197 191 194 177 157 147 147 188 250 250 250 0 0 0 0 
35 250 196 167 147 146 46 47 53 124 197 190 194 177 157 147 147 187 250 250 250 0 0 0 0 
36 250 196 166 146 145 46 46 53 123 196 189 193 176 156 146 146 186 250 250 250 0 0 0 0 

 
 

Table 7.10 Sale Bidding Price 

          Hour 
  Unit 1 2 3 4 5 6 7 8 9 10 11 12 

1 25.669 0 0 0 0 25.669 25.669 25.669 25.669 25.669 25.669 25.669 
2-7 0 0 0 0 0 0 0 0 0 0 0 0 
8 13.8 13.8 13.8 13.8 13.8 13.8 13.8 13.8 13.8 13.8 13.8 13.8 
9 13.594 13.594 13.594 13.594 13.594 13.594 13.594 13.594 13.594 13.594 13.594 13.594 

10 13.626 13.626 13.626 13.626 13.626 13.626 13.626 13.626 13.626 13.626 13.626 13.626 
11 13.691 13.691 13.691 13.691 13.691 13.691 13.691 13.691 13.691 13.691 13.691 13.691 
12 0 0 0 0 0 18.312 18.312 18.312 18.312 18.312 18.312 18.312 
13 18.899 18.899 0 0 0 18.899 18.899 18.899 18.899 18.899 18.899 19.409 
14 18.406 18.406 0 0 0 18.406 18.406 18.406 18.406 18.406 18.923 18.925 
15 0 0 0 0 0 18.574 18.574 18.574 18.574 19.073 19.075 19.074 
16 0 0 0 0 0 18.499 18.499 18.499 18.951 19.007 19.007 19.008 
17 0 0 0 0 0 17.569 17.569 17.569 18.009 18.059 18.062 18.06 
18 0 0 0 0 0 19.549 19.549 19.549 20.062 20.126 20.121 20.124 
19 11.229 11.229 11.229 11.229 11.229 11.348 11.349 11.357 11.433 11.48 11.483 11.481 
20 11.259 11.259 11.259 11.259 11.259 11.38 11.38 11.388 11.465 11.514 11.518 11.516 
21 11.287 11.287 11.287 11.287 11.287 11.409 11.409 11.417 11.495 11.546 11.549 11.548 
22 0 0 0 0 0 23.257 23.257 23.257 23.257 23.257 23.555 23.553 
23 0 0 0 0 0 23.459 23.459 23.459 23.459 23.459 23.657 23.656 
24 0 0 0 0 0 23.563 23.563 23.563 23.563 23.563 23.764 23.762 
25 0 0 0 0 0 0 0 23.764 23.764 23.764 23.966 23.965 
26 0 0 0 0 0 0 0 23.868 23.868 23.868 24.073 24.071 
27 0 0 0 0 0 23.4 23.4 23.4 23.4 23.4 23.599 23.598 
28 11.414 11.443 11.456 11.448 11.448 11.352 11.352 11.36 11.43 11.443 11.446 11.444 
29 11.446 11.476 11.489 11.478 11.478 11.381 11.382 11.389 11.459 11.476 11.479 11.477 
30 11.205 11.234 11.247 11.245 11.244 11.15 11.15 11.157 11.226 11.234 11.237 11.235 
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Table 7.10 Sale Bidding Price (Continued) 

          Hour 
  Unit 1 2 3 4 5 6 7 8 9 10 11 12 

31 11.586 11.617 11.627 11.612 11.611 11.513 11.513 11.52 11.593 11.617 11.62 11.619 
32 8.763 8.731 8.702 8.681 8.68 8.545 8.545 8.555 8.654 8.731 8.725 8.729 
33 8.78 8.748 8.719 8.698 8.696 8.561 8.562 8.571 8.67 8.748 8.742 8.745 
34 8.796 8.762 8.734 8.712 8.711 8.575 8.576 8.586 8.685 8.763 8.757 8.76 
35 8.823 8.788 8.759 8.738 8.736 8.6 8.601 8.611 8.71 8.788 8.782 8.786 
36 8.916 8.88 8.851 8.829 8.828 8.691 8.691 8.701 8.801 8.88 8.874 8.877 

 
 

Table 7.10 Sale Bidding Price (Continued) 

          Hour 
  Unit 13 14 15 16 17 18 19 20 21 22 23 24 

1 25.669 25.669 25.669 25.669 25.669 25.669 25.669 25.669 0 0 0 0 
2-7 0 0 0 0 0 0 0 0 0 0 0 0 
8 13.8 13.8 13.8 13.8 13.8 13.8 13.8 13.8 0 0 0 0 
9 13.594 13.594 13.594 13.594 13.594 13.594 13.594 13.594 0 0 0 0 
10 13.626 13.626 13.626 13.626 13.626 13.626 13.626 13.626 0 0 0 0 
11 13.691 13.691 13.691 13.691 13.691 13.691 13.691 13.691 0 0 0 0 
12 18.825 18.809 18.8 18.8 18.833 18.789 18.796 18.312 0 0 0 0 
13 19.398 19.382 19.373 19.373 19.405 19.357 19.364 18.899 0 0 0 0 
14 18.912 18.896 18.888 18.888 18.92 18.874 18.881 18.87 0 0 0 0 
15 19.065 19.049 19.041 19.041 19.073 19.023 19.029 19.02 0 0 0 0 
16 18.997 18.981 18.972 18.972 19.004 18.956 18.963 18.953 0 0 0 0 
17 18.054 18.038 18.03 18.03 18.061 18.009 18.016 18.008 0 0 0 0 
18 20.11 20.093 20.084 20.084 20.119 20.088 20.096 20.079 0 0 0 0 
19 11.477 11.462 11.454 11.454 11.485 11.431 11.437 11.436 11.83 0 0 0 
20 11.51 11.494 11.486 11.486 11.517 11.465 11.472 11.47 11.87 0 0 0 
21 11.539 11.524 11.515 11.515 11.547 11.496 11.503 11.501 11.906 0 0 0 
22 23.561 23.569 23.567 23.567 23.556 23.512 23.518 23.517 0 0 0 0 
23 23.663 23.671 23.669 23.669 23.659 23.614 23.62 23.619 0 0 0 0 
24 23.77 23.778 23.774 23.774 23.765 23.721 23.726 23.725 0 0 0 0 
25 23.972 23.98 23.976 23.976 23.967 23.923 23.928 23.764 0 0 0 0 
26 24.079 24.087 24.081 24.081 24.074 24.029 24.035 23.868 0 0 0 0 
27 23.605 23.614 23.61 23.61 23.601 23.557 23.562 23.561 0 0 0 0 
28 11.452 11.456 11.448 11.448 11.447 11.401 11.407 11.406 12.256 12.179 12.246 11.629 
29 11.485 11.486 11.478 11.478 11.48 11.433 11.439 11.438 12.305 12.226 12.294 12.238 
30 11.243 11.251 11.245 11.245 11.238 11.193 11.199 11.198 12.01 11.936 12 11.412 
31 11.627 11.619 11.612 11.612 11.622 11.573 11.579 11.578 12.499 12.415 12.488 12.428 
32 8.712 8.691 8.681 8.681 8.722 8.741 8.751 8.749 9.736 9.621 9.72 9.639 
33 8.729 8.708 8.697 8.697 8.739 8.759 8.769 8.767 9.758 9.643 9.743 9.662 
34 8.743 8.723 8.712 8.712 8.754 8.775 8.784 8.782 9.779 9.663 9.763 9.682 
35 8.769 8.748 8.737 8.737 8.779 8.801 8.811 8.809 9.81 9.694 9.795 9.713 
36 8.86 8.839 8.829 8.829 8.871 8.894 8.904 8.902 9.914 9.796 9.898 9.815 
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Table 7.11 Purchase Bidding Price 
          Hour 
  Unit 1 2 3 4 5 6 7 8 9 10 11 12 

1-12 0 0 0 0 0 0 0 0 0 0 0 0 
13 0 0 0 0 0 0 0 0 0 0 0 18.899 
14 0 0 0 0 0 0 0 0 0 0 18.406 18.406 
15 0 0 0 0 0 0 0 0 0 18.574 18.574 18.574 
16 0 0 0 0 0 0 0 0 18.499 18.499 18.499 18.499 
17 0 0 0 0 0 0 0 0 17.569 17.569 17.569 17.569 
18 0 0 0 0 0 0 0 0 19.549 19.549 19.549 19.549 
19 0 0 0 0 0 11.212 11.211 11.201 11.094 10.999 10.999 10.999 
20 0 0 0 0 0 11.242 11.241 11.232 11.123 11.025 11.025 11.025 
21 0 0 0 0 0 11.27 11.27 11.26 11.151 11.05 11.051 11.05 
22 0 0 0 0 0 0 0 0 0 0 23.207 23.207 
23 0 0 0 0 0 0 0 0 0 0 23.208 23.208 
24 0 0 0 0 0 0 0 0 0 0 23.41 23.41 
25 0 0 0 0 0 0 0 0 0 0 23.611 23.611 
26 0 0 0 0 0 0 0 0 0 0 23.714 23.714 
27 0 0 0 0 0 0 0 0 0 0 23.249 23.249 
28 11.067 11.067 11.067 11.086 11.087 11.226 11.225 11.216 11.118 11.067 11.067 11.067 
29 11.091 11.091 11.091 11.113 11.115 11.254 11.254 11.245 11.146 11.091 11.091 11.091 
30 10.876 10.876 10.876 10.888 10.889 11.026 11.025 11.017 10.919 10.876 10.876 10.876 
31 11.206 11.206 11.211 11.239 11.24 11.383 11.382 11.373 11.272 11.206 11.206 11.206 
32 7.88 7.88 7.88 7.88 7.88 7.88 7.88 7.88 7.88 7.88 7.88 7.88 
33 7.893 7.893 7.893 7.893 7.893 7.893 7.893 7.893 7.893 7.893 7.893 7.893 
34 7.904 7.904 7.904 7.904 7.904 7.904 7.904 7.904 7.904 7.904 7.904 7.904 
35 7.926 7.926 7.926 7.926 7.926 7.926 7.926 7.926 7.926 7.926 7.926 7.926 
36 8.01 8.01 8.01 8.01 8.01 8.01 8.01 8.01 8.01 8.01 8.01 8.01 

Table 7.11 Purchase Bidding Price (Continued) 

          Hour 
  Unit 13 14 15 16 17 18 19 20 21 22 23 24 

1-11 0 0 0 0 0 0 0 0 0 0 0 0 
12 18.312 18.312 18.312 18.312 18.312 18.312 18.312 0 0 0 0 0 
13 18.899 18.899 18.899 18.899 18.899 18.899 18.899 0 0 0 0 0 
14 18.406 18.406 18.406 18.406 18.406 18.406 18.406 18.406 0 0 0 0 
15 18.574 18.574 18.574 18.574 18.574 18.574 18.574 18.574 0 0 0 0 
16 18.499 18.499 18.499 18.499 18.499 18.499 18.499 18.499 0 0 0 0 
17 17.569 17.569 17.569 17.569 17.569 17.569 17.569 17.569 0 0 0 0 
18 19.549 19.549 19.549 19.549 19.549 19.549 19.549 19.549 0 0 0 0 
19 11.015 11.044 11.059 11.059 10.999 10.999 10.999 10.999 0 0 0 0 
20 11.044 11.074 11.088 11.088 11.028 11.025 11.025 11.025 0 0 0 0 
21 11.071 11.101 11.116 11.116 11.055 11.05 11.05 11.05 0 0 0 0 
22 23.207 23.207 23.214 23.214 23.207 23.207 23.207 23.207 0 0 0 0 
23 23.208 23.208 23.216 23.216 23.208 23.208 23.208 23.208 0 0 0 0 
24 23.41 23.41 23.42 23.42 23.41 23.41 23.41 23.41 0 0 0 0 
25 23.611 23.611 23.621 23.621 23.611 23.611 23.611 0 0 0 0 0 
26 23.714 23.714 23.725 23.725 23.714 23.714 23.714 0 0 0 0 0 
27 23.249 23.249 23.257 23.257 23.249 23.249 23.249 23.249 0 0 0 0 
28 11.067 11.073 11.086 11.086 11.067 11.067 11.067 11.067 0 0 0 0 
29 11.091 11.1 11.114 11.114 11.091 11.091 11.091 11.091 0 0 0 0 
30 10.876 10.876 10.888 10.888 10.876 10.876 10.876 10.876 0 0 0 0 
31 11.206 11.225 11.239 11.239 11.206 11.206 11.206 11.206 0 0 0 0 
32 7.88 7.88 7.88 7.88 7.88 7.88 7.88 7.88 0 0 0 0 
33 7.893 7.893 7.893 7.893 7.893 7.893 7.893 7.893 0 0 0 0 
34 7.904 7.904 7.904 7.904 7.904 7.904 7.904 7.904 0 0 0 0 
35 7.926 7.926 7.926 7.926 7.926 7.926 7.926 7.926 0 0 0 0 
36 8.01 8.01 8.01 8.01 8.01 8.01 8.01 8.01 0 0 0 0 
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 7.2.4.4 Historical Price Forecast 
 
One historical forecast is shown in Figure 7.16, and the price difference 
distribution is shown in Figure 7.17. According to Figure 7.17, it is likely 
that the spot market price is higher than the forecasted market price (the 
cumulative probability of a positive price difference is larger than that of a 
negative price difference). 
 
 
 7.2.4.5 Market Price Simulation 
 
7.2.4.5.1 Statistical Simulation Model-1. Figure 7.18 shows the 
probability distribution of 1000 price simulations at hour 9. The forecasted 
price at hour 9 is 32.6 $/MWh. The distribution is similar to the historical 
price difference distribution in Figure 7.17. Figure 7.19 shows a case of the 
simulated 24-hour market prices. 
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Figure 7.16 Historical Price Forecast 
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Figure 7.17 Historical Price Difference Distribution 
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Figure 7.18 Simulated Market Price Distribution at Hour 9  
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Figure 7.19 Simulated Market Prices 
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7.2.4.5.2 Statistical Simulation Model-2. Figures 7.20 and 7.21 show the 
examples of simulated market price based on the normal distribution. 
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Figure 7.20 Simulated Market Price Distribution at Hour 9  

(Statistical Simulation Model-2, σ = 10%µ) 
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Figure 7.21 Simulated Market Prices  

(Statistical Simulation Model-2, σ = 10%µ) 

 
 
Figures 7.20 shows the probability distribution of 1000 simulations of the 
price at hour 9. The forecasted price at hour 9 is 32.6 $/MWh. Figure 7.21 
shows a case of the simulated market prices. In this figure, the mean µ is 
the forecasted market price; the standard deviation σ is 10% of the mean 
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value. A higher standard deviation would represent a larger dispersion of 
the simulated market price and more volatility in the market, which 
translates into more risks. When the standard deviation is excessive (50%), 
the deviation of the actual price from the forecasted market price will be 
very large, and perhaps unreasonable. So, in the following simulation, we 
set the maximum standard deviation at 20% of the mean value. 
 
 
 7.2.4.6 Market Settlement, Profit Analysis and VaR Calculation 
 
For our example of the VaR calculation, the conditions are:  

• 10,000 Monte Carlo simulations  

• A normal probability distribution for market price 

• Standard deviation is 10% of mean 

• Confidence level is 95%. 

Figure 7.22 shows profits for the first 1000 simulations. The horizontal 
solid line indicates the expected PBUC profit. Figure 7.23 shows the CDF 
of 1000 simulations. The profit corresponding to (100% - 95% = 5%) is 
VaR, that is, $215,777.25. According to Figure 7.23, there is a 95% 
probability that the actual profit will be larger than $215,777.25.  
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Figure 7.22 Profits Based on 1000 Simulations 
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Figure 7.23 Cumulative Distribution Function of Profits  

 
 
 
7.2.5 Sensitivity Analysis 
 
 7.2.5.1 Simulation of Bidding Strategy  
 
We define the bidding strategy based on the bid’s price and quantity as 
follows. For the bidding price strategy (BPS): 

• BPS1: bidding price is based on the forecasted price 

• BPS2: bidding price is based on the marginal cost 

In the case of BPS1, if the forecasted market price is FP, we consider 
bidding at 0.5FP, 0.8FP, and 0.9FP (bidding low) and bidding at 1.1FP, 
1.2FP, and 1.5FP (bidding high). Similarly, in the case of BPS2, if the 
marginal cost is MC, we consider bidding at 0.5MC, 0.8MC, and 0.9MC 
(bidding low) and bidding at 1.1MC, 1.2MC, and 1.5MC (bidding high). 
To simplify the notation, we define kp as the bidding price coefficient 
which is the ratio of bidding price to marginal cost (or forecasted market 
price) and set kp at 0.5, 0.8, 0.9, 1.0, 1.1, 1.2, or 1.5 for sensitivity analysis.  

 The PBUC output is used as bidding quantity. A GENCO satisfies its 
bilateral contracts either by local generation or by purchasing from the 
market. Correspondingly, we define the following strategies for satisfying 
bilateral contracts. For the bidding quantity strategy (BQS): 

• BQS1: local generation is used for bilateral contracts and excess 
generation is offered for sale to the market.  
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• BQS2: energy is purchased from the market (when the market price is 
low) for supplying bilateral contracts. 

 
We learned in the discussion of arbitrage in Chapter 5 that the BQS2 option 
is more profitable. In this chapter, we study the risk associated with BQS 
options. If there were no bilateral contracts, then BQS1 and BQS2 would 
be the same. 
 
 
 7.2.5.2 Simulation of Market Price  
 
In general, there are two categories of factors that would impact the market 
price and the associated risks. The first category is related to system 
demand, power exchange, and transmission network constraints. This 
category is relatively “objective” and can be forecasted by the usual 
forecasting models. Using an artificial neural network (ANN) is a good 
option. The second category is related to the bidding strategies of market 
participants. This category is relatively “subjective” and difficult to be 
considered by the usual forecasting models.  

 For the first category, the presumption is that we can forecast the 
market price with certain accuracy. To simulate the associated risk in this 
category, we assume a normal distribution for the spot market price, with 
the forecasted price as its mean value. By varying the standard deviation, 
we simulate different degrees of volatility. Suppose that the forecasted 
market price is µ (mean) and the volatility is σ (standard deviation). For 
sensitivity analysis, we consider σ to be equal to kσµ, where kσ is the 
volatility coefficient and selected as 5%, 10%, 15%, or 20%.  

 For the second category, we could consider gaming for analyzing the 
bidding strategy of the market participant and its impact on market price. In 
a perfect competition, no participant can change the market price by 
changing its bidding price. In other words, every participant is a price 
taker. On the contrary, in an imperfect competition, some participants may 
change the market price by bidding high or low. Here, we adopt a simple 
way to simulate the impact of the participant’s bidding strategy on market 
price by introducing an adjustment factor [Bha00] to the forecasted market 
price µ. Accordingly, 
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where µ' is the expected spot market price considering the impact of a 
participant’s bidding strategy, δ  is a parameter that simulates the impact. If 
δ approaches infinity, there will be no impact. If δ  is zero, the participant’s 
bidding price (BP) determines the market price. The equation above 
assumes that BP within the range of µ ± δ has no impact on the market 
price. Beyond the range of µ ± δ, µ will be adjusted linearly according to 
the difference between BP and µ + δ or µ - δ. Simplifying (7.1), we have 
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Figure 7.24 shows the impact of bidding price on market price. In our 
study, we consider the case where δ is kδµ, where kδ is denoted as the 
bidding strategy coefficient and selected as 0.0, 0.1, …, 1.0 for sensitivity 
analysis. 

 

 
 

 

 
 

 

 

 
 

 
Figure 7.24 Impact of Bidding Price on Market Price 
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 7.2.5.3 Case Study  
 
In this section, we analyze the impact of market price and bidding strategy 
on associated risks. 
 
7.2.5.3.1 Perfect Competition: Market Price is Independent of Bidding 
Strategy. In perfect competition, no participant can change the market 
price by changing its bidding price (kδ approaching infinity in (7.2)). Table 
7.12 shows the VaR for different bidding strategies and different market 
volatilities (kσ). 
 

Table 7.12 VaR in Perfect Competition 

Bidding 
Strategy 

          kσ 
    kp 

0.05 0.10 0.15 0.20 

0.5 598547.63 570694.20 542840.78 514994.42 
0.8 598547.63 548143.66 489476.47 453337.31 
0.9 561211.15 445033.35 385202.72 372011.18 
1.0 195304.29 208973.86 224299.98 238139.27 
1.1 -3100.00 4237.34 73435.24 117566.67 
1.2 -3100.00 -3100.00 -3100.00 6911.56 

BPS1, 
BQS1 

1.5 -3100.00 -3100.00 -3100.00 -3100.00 
0.5 607453.24 579896.76 552340.28 524920.01 
0.8 607453.24 557066.04 495575.05 462267.72 
0.9 569449.93 454816.65 396466.42 380783.47 
1.0 205808.09 219296.75 233231.86 247166.97 
1.1 7882.07 13857.22 83828.19 127460.21 
1.2 7806.86 6935.09 8020.75 17716.35 

BPS1, 
BQS2 

1.5 7806.86 6744.11 5681.36 4642.47 
0.5 598547.63 570697.74 542840.78 514987.36 
0.8 599126.68 571223.45 545844.10 523800.86 
0.9 599402.43 572382.63 550126.27 531011.27 
1.0 600374.48 574944.18 553546.12 534279.12 
1.1 599565.32 574302.55 551541.97 531185.46 
1.2 586693.35 564433.07 541120.17 522500.24 

BPS2, 
BQS1 

1.5 525813.81 505789.35 487057.84 470764.26 
0.5 607453.24 579896.76 552340.28 524783.81 
0.8 607731.91 579964.87 555174.07 532733.73 
0.9 607885.67 581377.14 558779.81 540482.97 
1.0 608687.95 584217.63 562434.97 542628.89 
1.1 608279.62 582817.55 560813.15 541075.59 
1.2 595761.65 573160.43 551561.64 531555.17 

BPS2, 
BQS2 

1.5 537459.18 518583.00 498835.05 481847.68 
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Based on Table 7.12, we present the following analyses. 

 
Impact of the Bidding Price Strategy. In similar conditions, VaR of 
BPS1 would be smaller than that of BPS2, which means that bidding at the 
forecasted market price would be more risky than bidding at marginal cost. 
This observation contradicts with the popular belief that the best strategy is 
to bid at the forecasted market price. This conclusion can be explained 
using Figure 7.24.  

 

 

 

 

 
Figure 7.24 Bidding Price Illustration 

 

 Recall that any sale bids less than the spot market price will be 
accepted, and any purchase bids larger than the spot market price will be 
accepted. According to PBUC, the marginal cost of a sale bid will be 
smaller than the forecasted market price. In Figure 7.24, when the spot 
market price is extended from marginal cost to forecasted market price, 
bids at the marginal cost will have a higher chance of being accepted, thus 
VaR of BPS2 will be larger than that of BPS1. 

 At BPS1, bidding high (i.e., kp larger than 1) is more risky than 
bidding low. This is because higher bids have a smaller chance of being 
accepted. If the accepted quantity by the market drops, the GENCO’s 
generation cost as well as its revenue will drop because (revenue = market 
price × accepted quantity). Since (profit = revenue - cost), the GENCO’s 
profit will depend on decrements in revenue and cost. At BPS1, decrement 
in revenue is larger than decrement in cost, which leads to smaller profit, 
thus lower VaR and larger risk. At BPS2, bidding high or low will 
introduce additional risks compared to bidding at exactly the marginal cost, 
since in both cases, decrement in revenue is larger than decrement in cost.  

 
Impact of Bidding Quantity Strategy. At BQS1, a bilateral contract is 
guaranteed by local generation, while at BQS2 it is satisfied by purchase 
from the market when forecasted market price is low. In practice, BQS1 is 

Marginal 
Cost 

Forecasted 
Market 
Price 

Spot 
Market 
Price 
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regarded as more conservative than BQS2 and, in similar conditions, the 
VaR of BQS2 is regarded as larger than that of BQS1.  

 Since PBUC profits for BQS1 ($626,401.88) and BQS2 
($6,350,010.50) are different, to highlight the differences among VaRs, we 
compare in Table 7.13 the incremental differences of VaR and the PBUC 
profit for kp = 1.0. The actual value of VaR would be the value in the table 
plus the corresponding PBUC profit. 

 In Table 7.13, BQS1 is almost as risky as BQS2, although the 
purchase bid for BQS2 may not be accepted (i.e., the bidding price would 
be smaller than the spot market price). This can be explained as follows: 
The purchase bid can be less profitable (i.e., the spot market price is larger 
than the forecasted market price but still smaller than bidding price), or the 
purchase bid can be more profitable (i.e., the spot market price is smaller 
than the forecasted market price). Since the probability of the spot market 
price being larger than the forecasted market price is the same as the 
probability of the spot market price being smaller than the forecasted 
market price, we expect that the presumed risk does not change for either 
BQS1 or BQS2.  

 However, if we penalize the supplier for defaulting on the bilateral 
contract, the BQS2 risk will increase. In Table 7.14, the VaR for BQS2 
decreases, which means a larger risk. In comparison, the BQS1 risk will 
not change, since bilateral contract is guaranteed by local generation in 
BQS1. In Table 7.14, the VaR for BQS1 remains unchanged relative to the 
no-penalty case.  
 

Table 7.13 Difference of VaR and PBUC Profit for kp = 1.0 

kσ  
Bidding Strategy 0.05 0.10 0.15 0.20 

BPS1 BQS1 -431097.59 -417428.02 -402101.90 -388262.61 
BPS1 BQS2 -429202.41 -415713.75 -401778.64 -387843.53 
BPS2 BQS1 -26027.40 -51457.70 -72855.76 -92122.76 
BPS2 BQS2 -26322.55 -50792.87 -72575.53 -92381.61 

 
Table 7.14 Difference of VaR and PBUC Profit for Bidding Strategies 

(Penalizing Default on Bilateral Contract) 

kσ  
Bidding Strategy 0.05 0.10 0.15 0.20 

BPS1 BQS1 -431097.59 -417428.02 -402101.90 -388262.61 
PS1 BQS2 -430777.07 -418366.01 -404537.17 -390708.34 

BPS2 BQS1 -26027.40 -51457.70 -72855.76 -92122.76 
BPS2 BQS2 -26684.12 -51049.36 -73064.95 -93124.03 
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Impact of Market Volatility. In a volatile market, bidding based on 
forecasted market price (BPS1) would increase the VaR and decrease the 
risk as the market’s volatility increases (larger kσ). This can be explained as 
follows: Since the simulated market price follows a normal distribution, the 
probability of a simulated market price being larger than the forecasted 
market price is the same as the probability of the simulated market price 
being smaller than the forecasted market price. For the smaller price, the 
simulated market price will not affect BPS1 because the bid is never 
accepted. For the larger price, market volatility will force the market price 
above the bidding price, leading to incrementally higher profit. 

 In a volatile market, bidding based on marginal cost (BPS2) would 
result in a lower VaR and larger risk as the market becomes more volatile 
(larger kσ). This can be explained as follows: As the market’s volatility 
increases, the chance of a bid not being accepted is greater, which results in 
smaller profits. On the other hand, a higher price will result in higher 
profits. For BPS2, the decrement is larger than increment, so the VaR 
decreases. 

 
7.2.5.3.2 Market Price is Dependent on Bidding Strategy. In this 
section, we expand the discussion of Section 7.2.5.2.2 to the case where the 
bidding price has an impact on the market price. We test kδ from 0.0 to 1.0 
with a step size of 0.1. Experiments show when kδ is larger than a specific 
value (kδ

*), the results would be the same as those from Section 7.5.2.2.2 
where market price is independent of bidding strategy. Table 7.16 shows 
detailed VaR information for kδ = 0.0, Table 7.17 is for kδ = 0.4, and Table 
7.12 is for kδ approaching infinity. 

 When kδ is 0.0, the bidding price determines the market price, and 
VaR for bidding high is larger than that for bidding low. When kδ  is larger 
than zero, the decision on whether to bid high or low would depend on the 
bidding strategy and the volatility of the market.  
 
 

Table 7.15 kδ
* of Different Bidding Strategies 

Bidding Strategy kδ
* 

BPS1 BQS1 0.5 
BPS1 BQS2 0.5 
BPS2 BQS1 0.8 
BPS2 BQS2 >1.0 
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Table 7.16 VaR in Imperfect Competition (kδ  = 0.0) 

Bidding 
Strategy 

          kσ 
    kp 

0.05 0.10 0.15 0.20 

0.5 -37704.67 -26070.54 -16691.62 -8349.16 
0.8 107865.50 119455.78 131575.55 140543.94 
0.9 152008.33 164155.62 177811.79 189435.23 
1.0 195304.29 208973.86 224299.98 238139.27 
1.1 239234.80 253732.91 271450.44 287549.19 
1.2 282675.85 298491.96 317671.47 337155.15 

BPS1, 
BQS1 

1.5 412998.92 435047.48 456081.89 482726.22 
0.5 -9889.52 925.75 9210.32 16860.24 
0.8 124245.32 134844.78 146082.92 156540.81 
0.9 164993.03 175945.97 188624.95 201241.67 
1.0 205808.09 219296.75 233231.86 247166.97 
1.1 246002.04 262186.70 277096.35 293198.83 
1.2 284837.59 303681.28 319204.08 338239.63 

BPS1, 
BQS2 

1.5 407437.76 426294.79 447646.05 473361.97 
0.5 -121565.65 -108915.58 -99557.10 -93215.59 
0.8 229668.35 224391.31 216394.47 210953.10 
0.9 344562.61 332280.83 320015.46 310238.90 
1.0 458718.23 440314.92 424021.74 409064.15 
1.1 572804.45 548237.45 527704.90 507889.40 
1.2 686173.79 656637.50 631991.22 607344.87 

BPS2, 
BQS1 

1.5 1026770.11 979333.84 942721.48 904921.04 
0.5 -103181.00 -90578.69 -82108.98 -75164.25 
0.8 338093.72 223922.18 215937.95 209760.91 
0.9 446061.99 325830.52 313888.48 302525.23 
1.0 427462.72 427462.72 410840.98 395546.21 
1.1 529837.63 529837.63 508904.72 488475.11 
1.2 630780.25 630780.25 606089.92 581982.61 

BPS2, 
BQS2 

1.5 934290.86 934290.86 898359.02 862154.83 
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Table 7.17 VaR in Imperfect Competition (kδ  = 0.4) 

Bidding 
Strategy 

          kσ 
    kp 

0.05 0.10 0.15 0.20 

0.5 464306.87 439238.79 414170.71 391505.52 
0.8 598547.63 548143.66 489476.47 453337.31 
0.9 561211.15 445033.35 385202.72 372011.18 
1.0 195304.29 208973.86 224299.98 238139.27 
1.1 -3100.00 4237.34 73435.24 117566.67 
1.2 -3100.00 -3100.00 -3100.00 6911.56 

BPS1, 
BQS1 

1.5 -3100.00 -3100.00 -3100.00 -3100.00 
0.5 477319.91 452519.07 427718.24 405578.79 
0.8 607453.24 557066.04 495575.05 462267.72 
0.9 569449.93 454816.65 396466.42 380783.47 
1.0 205808.09 219296.75 233231.86 247166.97 
1.1 7882.07 13857.22 83828.19 127460.21 
1.2 7806.86 6935.09 8020.75 17716.35 

BPS1, 
BQS2 

1.5 5260.88 4091.85 2965.79 2542.41 
0.5 402007.23 378999.75 355992.26 334208.26 
0.8 603906.91 576080.86 551763.99 529073.38 
0.9 601082.48 574407.57 551609.46 533526.54 
1.0 597951.49 573301.46 550883.42 531503.26 
1.1 593439.20 567745.90 545077.11 525888.24 
1.2 576319.59 553456.75 532390.51 512164.07 

BPS2, 
BQS1 

1.5 526645.69 504812.71 483510.34 463515.76 
0.5 402007.23 378999.75 355992.26 334208.26 
0.8 603906.91 576080.86 551763.99 529073.38 
0.9 601082.48 574407.57 551609.46 533526.54 
1.0 597951.49 573301.46 550883.42 531503.26 
1.1 593439.20 567745.90 545077.11 525888.24 
1.2 576319.59 553456.75 532390.51 512164.07 

BPS2, 
BQS2 

1.5 526645.69 504812.71 483510.34 463515.76 
 

 
Table 7.18 lists the best values for kp, which represent bidding high 

or bidding low. This table shows that the best kp for bidding strategies 
(BPS1, BQS1), (BPS1, BQS2), and (BPS2, BQS1) are not responsive to 
market volatility (kσ). However, the best kp for bidding strategy (BPS2, 
BQS2) depends on market volatility.  

For BPS1, when kδ  is small, the bidding price has a large impact on 
the market price. In this case, bidding close to (and slightly lower than) the 
forecasted market price will result in a large VaR. When kδ is large, which 
means the bidding price has little impact on the market price, bidding very 
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low will result in a large VaR. For (BPS2, BQS1), a similar conclusion can 
be reached. The difference is that we always need to bid high. For (BPS2, 
BQS2), the best kp depends on market volatility. A general postulate can be 
derived as follows: when kδ is small, bid high; as kδ becomes larger, bid 
low; as kδ becomes even larger, bid exactly at marginal cost.  

 

Table 7.18 Best kp Values 

Bidding 
Strategy 

BPS1, 
BQS1 

BPS1, 
BQS2 

BPS2, 
BQS1 

  
BPS2, BQS2 

        kσ 
    kδ 

All All All 0.05 0.1 0.15 0.2 

Infinity 0.5 0.5 1.0 1.0 1.0 1.0 1.0 
1.0 0.5 0.5 1.0 0.8 1.0 1.0 1.0 
0.9 0.5 0.5 1.0 0.8 0.8 1.0 0.9 
0.8 0.5 0.5 1.0 0.8 0.5 1.0 0.9 
0.7 0.5 0.5 1.0 0.5 0.5 1.0 0.9 
0.6 0.5 0.5 1.0 0.8 0.8 1.0 0.9 
0.5 0.5 0.5 1.0 0.8 0.8 0.9 0.9 
0.4 0.8 0.8 1.0 0.8 0.8 0.8 0.9 
0.3 0.8 0.8 1.5 0.9 1.0 1.0 1.0 
0.2 0.8 0.8 1.5 1.5 1.5 1.5 1.5 
0.1 0.9 0.9 1.5 1.5 1.5 1.5 1.5 
0.0 1.5 1.5 1.5 1.5 1.5 1.5 1.5 

    Note  “All” corresponds to kσ equal to 0.05, 0.1, 0.15 or 0.2. 
  
 
 The difference between (BPS2, BQS2) and (BPS2, BQS1) is that the 
bilateral contract may be satisfied by a purchase in the market. Since 
bidding high could increase the market price, in turn leading to a higher 
purchase price (sometimes even higher than the marginal cost), the 
probability that a purchase bid is rejected will also increase. So bidding 
high may not always result in higher profits. In this situation, the best 
strategy could only be derived from a Monte Carlo simulation. 
 
 
7.3 GENERATION CAPACITY VALUATION   
 
In generation capacity valuation, the risks are due to uncertainty in the 
market price and to unit availability. In this section, we first propose a 
framework for calculating VaR for generation capacity valuation. Then, we 
present some examples and examine the impact of market price simulation 
and physical constraints. 
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7.3.1 Framework of VaR Calculation  
 
Figure 7.25 shows the framework for calculating VaR for generation 
capacity valuation. This framework is similar to that of Figure 7.2 for 
short-term generation assets valuation. Both frameworks are used for 
market price simulations, profit analyses and VaR calculations. However, 
there are some important differences: 

1. In Figure 7.25, the PBUC module supersedes the bids-generating 
module. 

2. In Figure 7.25, the market price simulation occurs prior to PBUC.  

3. There is no market settling module in Figure 7.25. The PBUC profit 
module directly feeds into the profit analysis module. 

4. Unit availability must be evaluated, for the long-term operation, in 
Figure 7.25. In daily practice, the availability of units is known a priori 
because of the short-term nature of unit availability.  

5. Because of its long-term nature, the price forecasting module in Figure 
7.25 provides typical price forecasts. However, in the case of 
generation asset valuation, short-term price forecasting is done daily. 

 Differences 1, 2, and 3 can be attributed to a settlement procedure. 
Generation capacity valuation is settled bilaterally, whereas generation 
asset valuation is settled through the power market. The value of the 
generation capacity is assessed by running PBUC extensively under 
different market price scenarios. However, the value of a generation asset 
is offered as the bid and settled as an accepted bid through the power 
market. Differences 4 and 5 can be attributed to the differences between 
long-term and short-term valuation.  

 
7.3.2 An Example 
 
A six-unit system, which is the same as the system used in our discussion 
of arbitrage in Chapter 5, is used here to study generation capacity 
valuation. No bilateral contracts are considered in this case. One typical 
energy market price scenario is shown in Table 7.19, and the profits for 
individual units are shown in Table 7.20. According to Table 7.20, we can 
make $116,573.77 profit in one day by using unit 6 to burn fuel and sell 
electricity. In other words, the value of unit 6 is $116,573.77. 
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 If we drop the typical market price uniformly by -5.0 $/MWh (i.e., in 
case 1), and increase it by 5.0 $/MWh (i.e., in case 3), or by 10.0 $/MWh 
(i.e., in case 4), Table 7.21 shows the profit for different cases where the 
original case is case 2. In Table 7.21, where the valuation of a unit depends 
on market price, the bidding decision may be according to an average 
quantity of valuation. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 
Figure 7.25 VaR Calculation for Generation Capacity Valuation 
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Table 7.19 Typical Energy Market Prices 

Hour 1 2 3 4 5 6 7 8 9 10 11 12 
Energy price 

($/MWh) 16.74 12.70 6.99 5.00 8.00 19.08 18.98 21.29 23.60 26.00 29.25 29.40 
Hour 13 14 15 16 17 18 19 20 21 22 23 24 

Energy price 
($/MWh) 27.01 28.32 29.00 34.34 33.12 29.75 29.51 26.45 21.45 13.59 11.00 5.50 

 
 

Table 7.20 Unit Profits Corresponding to Typical Energy Market Prices 

Unit  1 2 3 4 5 6 System 
Profit ($) 274.75 1071.95 14382.56 45919.82 84180.8 116573.77 262403.66 

 
 

Table 7.21 Unit Profits Corresponding to Different Typical Energy Market Prices 

      Unit  
   Case 1 2 3 4 5 6 System 

1 0.00 107.36 5551.41 27519.12 54418.59 77732.90 165329.38 
2 274.75 1071.95 14382.56 45919.82 84180.80 116573.77 262403.66 
3 1817.12 3693.68 25202.17 66395.67 121544.32 162176.39 380829.38 
4 4736.74 7202.41 38247.98 90012.37 163137.48 210176.36 513513.38 

Average 1707.15 3018.85 20846.03 57461.75 105820.30 141664.86 330518.95 
 
 
7.3.3 Sensitivity Analysis 
 
In this section, we use the typical example presented in the previous section 
to conduct additional analyses in examining the sensitivity of capacity 
valuation to market prices and physical constraints. 
 
 
 7.3.3.1 Impact of Market Price Simulation  
 
In this section, we consider the impact of market price on generation 
capacity valuation. For the purpose of illustration, we assume that the 
market price follows a normal distribution with the typical market price as 
its mean (µ) and the deviation (σ) being kσµ, where kσ is selected as 5%, 
10%, 15%, or 20%. Table 7.22 shows the results, where the mean value is 
perceived as a unit’s expected profit and VaR considers the presumed risk. 
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 Table 7.22 Impact of Market Price Simulation 

 kσ Unit  1 2 3 4 5 6 System 
Mean ($) 309.64 1133.39 14376.25 45922.88 84142.39 116507.18 262391.82 0.05 
VaR ($) 114.25 821.27 13172.06 44107.22 80932.45 112858.14 252274.84 
Mean ($) 475.29 1337.13 14393.08 45895.19 84142.17 116442.59 262685.46 0.1 
VaR ($) 108.62 748.77 12015.56 42253.55 77716.30 109120.65 242570.75 
Mean ($) 714.67 1603.13 14503.86 45892.58 84219.51 116449.84 263383.60 0.15 
VaR ($) 164.87 784.59 10885.30 40482.02 74785.09 105352.77 233136.66 
Mean ($) 994.02 1909.57 14718.60 45939.84 84373.26 116481.22 264416.52 0.2 
VaR ($) 256.75 853.91 9923.80 38722.16 72116.08 101619.90 224519.58 

 
 

 In Table 7.22, the mean values indicate that the market price 
volatility has the largest impact on unit 1 and a moderate impact on unit 2, 
while it has not much effect on other units. This can be explained as 
follows: In the base case, units 1 and 2 are often shut down because of their 
high marginal costs. Then, in the hours when the units are OFF, a drop in 
market price will not impact units 1 and 2 much. However, in those hours, 
if the market price is high, units 1 and 2 would be utilized and their value 
would be increased. For other units, since market price volatility does not 
have much effect on the commitment, its impact on the valuation is not so 
significant.  

 In terms of VaR, its value will be smaller for units 3 to 6 in a more 
volatile market. However, no simple relationship exists between the 
volatility of the market price and the VaR for units 1 and 2. VaR for units 1 
and 2 is quite different from its mean value, while VaR values are more 
comparable to the mean values for units 3 to 6, in particular, VaR and 
mean value are very close for unit 6. Consequently, the risk of units 1 and 2 
due to market price volatility is greater than that of units 3 to 6. 

 
 

 7.3.3.2 Impact of Physical Constraints  
 
In this section, we study the effect of physical constraints on generation 
capacity valuation. We assume that kσ is 0.1.  
 
7.3.3.2.1 Impact of Force Outage Rates (FOR). The availability of a unit 
affects its capacity valuation; that is to say, if a unit is unavailable, its profit 
will be zero. For example, Table 7.23 shows the impact of FOR on unit 6.  

 According to Table 7.23, with an increase in FOR, both mean and 
VaR will decrease. In the 95% confidence case, VaR becomes zero when 



272    CHAPTER 7 

FOR is larger than 5%. This shows that VaR may be zero for a high 
confidence level if FOR is large (i.e., larger than 100% - confidence level). 
In this case, it would be essential to consider a lower confidence level such 
as 90% for VaR. 

 Note that when FOR is larger than 0.07, the VaR for 90% confidence 
will be larger than the mean value. This is due to the zero profit effect 
when the unit is unavailable. This example points to the importance of 
FOR in generation capacity valuation. 
 

7.3.3.2.2 Impact of Ramp Rates. A ramp rate represents the response 
capability of a unit. With low ramp rates, a unit will have to be started 
earlier to take advantage of higher market price periods, meanwhile it may 
be losing revenues at low market price periods. Table 7.24 shows the 
impact of ramp rates on unit 6. Here both mean and VaR increase with 
higher ramp rates.  
 

 
Table 7.23 Impact of FOR on Valuation 

FOR Mean ($) VaR (95%) ($) VaR (90%) ($) 
0 116442.59 109120.65 110832.63 

0.01 115284.07 108827.83 110551.38 
0.02 114139.77 108230.48 110289.98 
0.03 112992.06 107785.6 110060.49 
0.04 111854.63 107200.64 109811.18 
0.05 110746.49 104180.11 109288.78 
0.06 109674.48 0 108932.81 
0.07 108596.06 0 108426.52 
0.08 107503.33 0 107903.03 
0.09 106451.64 0 107376.37 
0.1 105345.02 0 105725.45 

 

 
 

Table 7.24 Impact of Ramp Rate on Valuation 

Ramp Rate (MW/min) Mean ($) VaR (95%) ($) 
3.33 116442.59 109120.65 
3.0 115958.94 108636.84 
2.5 115713.52 108355.19 
2.0 114912.45 107568.12 
1.5 114363.26 107019.03 
1.0 114313.91 106967.39 
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7.3.3.2.3 Impact of Minimum ON/OFF Times. The minimum ON/OFF 
times can affect a unit’s response and thus its valuation. Table 7.25 shows 
the effect of minimum ON/OFF times. Since unit 6 is always running given 
the typical market price, unit 2 is considered in this example. According to 
Table 7.25, with an increase in the minimum ON/OFF times, the mean and 
VaR values drop. 
 
7.3.3.2.4 Impact of Start-up Cost. The start-up cost may affect the 
commitment status of a unit and its valuation. Table 7.26 shows the impact 
of start-up costs as unit 2 is considered. According to Table 7.26, with an 
increase in start-up cost, both the mean and VaR values drop. 
 
 

Table 7.25 Impact of Minimum ON/OFF Times on Valuation 

Min ON Time (Hour) Min OFF Time (Hour) Mean ($) VaR (95%) ($) 
1 -1 1337.13 748.77 
2 -1 1302.30 705.45 
3 -1 1266.84 676.08 
4 -1 1238.58 632.20 
5 -1 1213.78 601.91 
3 -3 1229.92 631.59 

 
 

Table 7.26 Impact of Start-up Cost on Valuation 

Start-up Cost ($) Mean ($) VaR (95%) ($) 
0 1337.13 748.77 
50 1229.83 632.32 

100 1143.21 547.09 
150 1075.22 476.27 
200 1019.02 414.54 
500 716.75 109.89 
1000 280.54 0.00 

10000 0.00 0.00 

 
 
7.4 CONCLUSIONS 
 
In this chapter, generation asset valuation (short term) and generation 
capacity valuation (long term) are discussed. To consider the impact of 
risk, the concept of VaR is utilized.  
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 The framework to calculate VaR in short-term generation asset 
valuation is described in detail, and examples are presented to illustrate the 
framework. The framework proposed in this chapter is general. For a real 
system, the market structure, market settlement rules, and market changes 
may be different from those described in this chapter. A framework is 
proposed to calculate VaR in generation capacity valuation, and the impact 
of market price simulation and physical constraints are discussed. 

 A market price simulation is the core of the proposed framework, 
since it reflects the market changes that are the main source of risk. Two 
possible ways to simulate market changes are proposed: one is based on 
historical information (i.e., statistical simulation model-1) and the other is 
based on a specific probability distribution (i.e., statistical simulation 
model-2). The normal distribution is extensively used in this chapter, 
though other distributions may also be used without any difficulty. The 
VaR values due to different market prices and bidding strategies are 
compared.  
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Chapter 8 
 

Security–Constrained Unit Commitment 
 

Impact of Reliability Constraints  
 
 
 

8.1 INTRODUCTION 
 
The objective of security-constrained unit commitment (SCUC) discussed 
in this chapter is to obtain a unit commitment schedule at minimum 
production cost without compromising the system reliability. The 
reliability of a system is interpreted as satisfying two functions: adequacy 
and security. An adequate amount of capacity resources must be available 
to meet the peak demand (adequacy), and the system must be able to 
withstand changes or contingencies on a daily and hourly basis (security). 

In several power markets, the ISO plans the day-ahead schedule 
using SCUC. The traditional unit commitment algorithm determines the 
unit schedules to minimize the operating costs and satisfy the prevailing 
constraints such as load balance, system spinning reserve, ramp rate limits, 
fuel constraints, multiple emission requirements and minimum up and 
down time limits over a set of time periods. The scheduled units supply the 
load demands and possibly maintain transmission flows and bus voltages 
within their permissible limits. However, in circumstances where most of 
the committed units are located in one region of the system, it becomes 
more difficult to satisfy network constraints throughout the system. As the 
system becomes more congested, the ISO would consider the alternative of 
incorporating the network flow constraints in the unit commitment 
formulation (i.e., SCUC) to minimize the violation and the related costs of 
the normal operation of the system.   

SCUC decomposes the scheduling formulation into a master problem 
and a subproblem based on the Benders decomposition. The master 
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problem involves calculating unit commitment, by augmented Lagrangian 
relaxation, using the prevailing constraints but omitting the network 
constraints. Given a certain unit commitment schedule, the subproblem 
performs one of the following tasks: 

1. Minimizes the network violations. For a linearized network, such as the 
one used in this study, the subproblem is decoupled into two smaller 
subproblems corresponding to transmission and voltage constraints. 
The transmission subproblem seeks to minimize transmission flow 
violations for the steady state and n-1 contingencies by unit generation 
and phase shifter adjustments. The reactive subproblem examines the 
voltage constraints and minimizes the violations by reactive power and 
tap changer adjustments.  

2. Minimizes the expected unserved energy (EUE). The subproblem takes 
into consideration the forced outage rates of committed generating 
units and in-service transmission lines, and correspondingly adjusts the 
available control facilities to minimize EUE.  

In both tasks, Benders cuts are generated if any violation is detected 
in the subproblems. With Benders cuts, the unit commitment in the master 
problem is solved iteratively to provide a minimum cost generation 
schedule while satisfying all constraints. Since a decomposed problem is 
easier to solve and requires less complicated and smaller computing 
capabilities, the SCUC solution is more accurate and results are obtained 
faster.  

This chapter is organized as follows. In Section 8.2, we present the 
problem formulation for SCUC, where a new model on ramping constraint 
is discussed in detail. In Section 8.3, we discuss how to apply a Benders 
decomposition to solve the SCUC problem. The master problem is also 
presented in Section 8.3. Tasks 1 and 2 are discussed in Section 8.4 and 
Section 8.5, respectively. In Section 8.4, SCUC is used to minimize a 
network violation (Task 1), and the discussion includes transmission flow 
constraints and voltage constraints. In Section 8.5, SCUC is used to 
minimize EUE (Task 2) and this includes transmission flow constraints 
and EUE limits. Section 8.6 concludes the chapter.  

 
8.2 SCUC PROBLEM FORMULATION 
 
SCUC is treated as an optimization problem that minimizes perceived 
operating costs based on the incremental costs submitted by generating 
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units. The list of symbols is given in Appendix A. The objective function is 
given as  

min     [ ]∑∑
= =

+
g tN

i

N

t
i tiStiItiPC

1 1
),(),()),((                                        (8.0) 

The first term inside the bracket is the production cost ))(( tPC ii , 
which is calculated as the product of the heat rate (MBTU/h) and the unit’s 
fuel cost ($/MBTU). The second term represents the start-up cost of the 
units which depends on the length of time that the unit has been off. The 
start-up cost is defined as  
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The prevailing constraints are as follows: 

System Real power Balance  

∑
=

==
gN

i
tD Nt       tPtiItiP

1
,...,1)(),(),(      (8.1) 

System Spinning Reserve Requirements 

∑
=

=≥
gN

i
tss Nt       tRtiItir

1
,...,1)(),(),(      (8.2) 

where, { }),(),(),(10min),( tiPtiPiMSRtir gmaxs −×= .  

The spinning reserve requirement, R ts( ) , is typically defined as a base 
component plus a fraction of the load requirement and a fraction of the 
high operating limit of the largest on-line unit. 

System Operating Reserve Requirements 

∑
=

=≥
gN

i
too Nt       tRtiItir

1
,...,1)(),(),(      (8.3) 
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where,     




=
ON is unit  if),(

OFF is unit  if),(
),(

i  ,tir
i     iq

tir
s

o  

Interruptible loads are usually added to the operating reserve capacity of 
units (left-hand side of (8.3)). The operating reserve requirement, )(tRo , is 
commonly defined similar to R ts( )  as a function of a base component plus 
a fraction of the load requirement and a fraction of the high operating limit 
of the largest on-line unit. 

Unit Generation Limits 

tggmaxgmin Nt     Ni    iPtiPiP ,...,1,...,1)(),()( ==≤≤                  (8.4) 

Thermal Unit Minimum Starting Up/Down Times 

0)],()1,([)](),([ ≥× ti-It-iIi-TtiX onon                                                     (8.5) 

0)],()1,([)],()1,([ ≥× ti-It-iIti-Tt-iX offoff                                             (8.6) 

Ramping Constraints  

 iURt-i-PtiP )()1,(),( ≤  as unit i ramps up                           (8.7) 

  iDRti-Pt-iP )(),()1,( ≤ as unit i ramps down                                (8.8) 

A more general model on ramping constraints is discussed at the end of this 
section. 

Fuel Constraints (for all fuel types) 

( ) )(),(),(),()(
1

FTFtiStiItiPCFTF max
f

N

t FTi
fi

min
t

≤+≤ ∑ ∑
= ∈

    (8.9) 

where FTi ∈  corresponds to all fuel-constrained units burning fuel FT    

System Emission Limit 
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≤+
t gN

t

N

i
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1 1
),(),()),((                                       (8.10) 
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where several emission types (e.g. 2SO , XNO  ) are considered. 

Regional Emission Limit 

∑∑
= ∈

≤+
tN

t Ai
eei EMAtiStiItiPC

1
),(),()),((                                        (8.11) 

where Ai ∈  corresponds to all units in the constrained emission region A 
and several emission types can be considered. 

Transmission Flow Limit from Bus k to Bus m 

  PttftPP max
kmkm

max
km ≤=≤− ))(),(()( φP       tNt ,...,1=             (8.12) 

where )(tP  is real power generation vector and  )(tφ  is phase shifter 
control vector at time t.       

Reactive Power Operating Reserve Requirement 

)(),()(
1

tQtiIiQ D

N

i
gmax

g

≥∑
=

        tNt ,...,1=                                  (8.13) 

Reactive Power Generation Limits and Load Bus Balance                                

)()()()( 1 ttt      max
GG

min
G IQVFQIQ ≤=≤           tNt ,...,1=         (8.14) 

Q F VL ( ) ( )t = 2          tNt ,...,1=                                                 (8.15) 

where )(tI  is unit commitment status vector at time t.       

System Voltage and Transformer Tap Limits 

          maxmin VVV ≤≤                                                                   (8.16) 

maxmin TTT ≤≤                                                                         (8.17) 

Expected Unserved Energy (EUE) Limits 

t
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j
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rE ε≤











∑
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           tNt ,...,1=                                                (8.18) 
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Formulations (8.1–8.11) are real power generation constraints. 
(8.12) is the transmission flow constraint. The transmission flow depends 
on unit generation and phase shifter controls. Equations (8.13–8.17) are 
reactive power generation and voltage constraints. Equation (8.18) 
represents the reliability constraint. It points out that EUE should be kept 
below a certain limit to maintain the reliability of the system. For the first 
task discussed before, (8.18) will not be considered. 

 

8.2.1 Discussion on Ramping Constraints  

In the restructured power market, ramping constraint deserves more 
attention since it relates to ancillary services (reserves) trading. Here, we 
study a more general ramping model by considering the ramping as a 
function of unit loading. The ramping constraint may consist of many 
segments, each segment corresponding to a unit loading level. Within each 
loading level, the ramp rate is assumed to be fixed. However, at different 
loading levels, the ramp rates could differ. If the unit is ramping-up/down 
from one loading level to the other, it could remain in the original loading 
level for some time, which is referred to as ramping delay. The traditional 
model for ramping is considered as a special case of the above; that is the 
ramp rates are fixed at all loading levels and the ramping delay is not 
considered. 

Consider the example in Figure 8.1a for ramping. There are four 
segments corresponding to four loading levels. The first ramping is from 
20 to 40 MW with a ramp rate of 1 MW/min. The second ramping is from 
40 to 70 MW, and the ramp rate is 2 MW/min. Suppose that the unit is 
ramping-up from the first loading level (40 MW) to the second loading 
level (70 MW). After reaching 40 MW, the unit would remain at 40 MW 
for at least 10 minutes before ascending to the second loading level. So, in 
Figure 8.1a, at the first loading level, (1,10) refers to a ramp rate of 1 
MW/min and a ramping delay of 10 minutes. Other loading levels in 
Figure 8.1a could be similarly analyzed. Note that ramping from 70 to 90 
MW is not delayed, which means that it is not necessary to remain at the 
90 MW loading before resuming the ramping process. 

We calculate the relationship between ramping and the loading 
level, as shown in Figure 8.1b. Suppose the process is initiated at t = 0. At 
the 20 MW level, with a fixed ramp up rate of 1 MW/min, it takes 20 
minutes to ramp up from 20 MW to 40 MW. Here, the unit remains for 10 
minutes at 40 MW level before ramping to 70 MW. So, starting from 20 
MW it takes 30 minutes (i.e., 20 +10) before this unit initiates the second 
ramping process. Then, in the second ramping process (from 40 to 70 
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MW) with a fixed ramp-up rate of 2 MW/min, it takes another 15 minutes 
to reach 70 MW. The rest of the process can be analyzed similarly.  

 

 

 

 

 

 

 

Figure 8.1a Ramp-up Rate versus Loading 

 
 

 

 
 
 
 
 
 
 
 

Figure 8.1b Ramping-up Process versus Loading 

 

 
 

 

 
 
 

 
 

Figure 8.1c Example of Ramping-up Process 
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According to Figure 8.1b, we calculate the necessary time to ramp up 
from one loading level to another. For instance, in Figure 8.1c, suppose 
that the initial loading is 60 MW and we are interested in determining the 
maximum loading capability after 30 minutes. In this figure, the 
corresponding loading will be 82.5 MW. 

The ramping-down process can be similarly analyzed. Figures 8.2a 
to 8.2c depict a ramping-down process. In Figure 8.2a, the loading levels 
and the corresponding ramp-down rates are the same as those in Figure 
8.1a. The only difference is that the ramping delay relates to ramping-
down.  

According to Figure 8.2b, we calculate the necessary time to ramp 
down from one loading level to another. An example is shown in Figure 
8.2c in which the process starts at the 60 MW loading level and takes 30 
minutes to reach the 30 MW loading. 

 

 

 

 

 

 

 

Figure 8.2a Ramp-down Rate versus Loading 

 

 

 

 

 

 

 

 

Figure 8.2b Ramping-Down Process versus Loading 
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Figure 8.2c Example of Ramping-Down Process 

 
Generally, for each unit the user can specify the number of ramping-

up/down segments (loading levels). Then for each segment, the user can 
specify the lower limit and upper limit of the loading level, the 
corresponding ramp rate, and the ramping delay if necessary.  

Table 8.1 shows the input data for the ramping process. Note that 
each unit could have different number of segments for ramping. Also, the 
number of ramping-up segments could be different from the number of 
ramping-down segments for each unit.  

 
Table 8.1 User Input Data for Ramping 
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In Table 8.1, the variables are defined as follows: 

 Sui = number of loading levels of unit i (ramping-up 
process) 

 Puik = lower limit of the kth loading level of unit i (ramping-
up process) 

 Puik+1 = upper limit of the kth loading level of unit i (ramping-
up process) 

 Ruik = ramp-up rate of the kth loading level of unit i  

 Tuik = ramp-up delay time of unit i from the kth loading 
level to the k+1th loading level  

 Sdi = number of loading levels of unit i (ramping-down 
process) 

 Pdik = lower limit of the kth loading level of unit i (ramping-
down process) 

 Pdik+1 = upper limit of the kth loading level of unit i (ramping-
down process) 

 Rdik = ramp-down rate of the kth loading level of unit i  

 Tdik = ramp-down delay time of unit i from the kth loading 
level to the k-1th loading level  

 

Corresponding to Table 8.1, we derive the ramping functions as,  

 )(Lft uu =  for ramping-up 

 )(Lft dd =  for ramping-down 

Where, L is loading, and tu and td are the corresponding time for ramping-
up and down processes, respectively.  

The inverse ramping process functions are 

 )( uu tgL =  for ramping-up process 

 )( dd tgL =  for ramping-down process 

Suppose that the loading at time period t1 is L1 and we are interested in 
calculating maximum and minimum loading at the next time period t2. 
First, we find the initial time point corresponding to L1. 
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  )( 11 Lft uu =  for ramping-up process 

 )( 11 Lft dd =  for ramping-down process 

Next we find the time corresponding to t2: 

 )( 1212 tttt uu −+=  for ramping-up process 

 )( 1212 tttt dd −−=  for ramping-down process 

Based on the inverse ramping process functions, we calculate the 
maximum and minimum loading at t2. 

 )( 22 uuu tgL =   

 )( 22 ddd tgL =   

where, Lu2 is the maximum loading and Ld2 is the minimum loading. 

In summary 

 ))()(( 1212 ttLfgL uuu −+=   

 ))()(( 1212 ttLfgL ddd −−=   

The ramping constraint between t2 and t1 could be represented by 

 222 ud LLL ≤≤   

where L2 is the loading at t2. Or 

 ))()(())()(( 1212121 ttLfgLttLfg uudd −+≤≤−−   

 
 
8.3 BENDERS DECOMPOSITION SOLUTION OF SCUC 
 
In the SCUC solution process, if all transmission constraints were relaxed 
in the Lagrangian objective function, the problem would become vastly 
complicated and impossible to solve because of the large number of 
Lagrangian multipliers. Since the exact level of unit generation ),( tiP  is 
unknown, it is difficult to consider unit generation and phase shifter 
controls in the unit commitment. The Benders decomposition approach is a 
good way to solve the problem. The decomposition in Figure 8.3 takes into 
account network control actions that minimize congestion or maximize the 
reliability for transmission-constrained unit commitment. A brief 
discussion on Benders decomposition is presented next. 
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Figure 8.3 SCUC Problem with Network Constraints 

 

 
8.3.1 Benders Decomposition  
 
A standard form of Benders formulation is 

hFyEx
bAx  

ux 

≥+
≥

       

 
 s.t.

min
         (8.19) 

Using Benders decomposition, the formulation above can be decomposed 
into a master problem and a subproblem, which is solved as follows: 

1. In the master problem, the unit commitment state x is calculated as  

0x        w
bAx   

ux   

≤
≥
)(

 s.t.
min

                                                (8.20) 

where )(xw  is the cut that provides the information regarding the 
feasibility of the unit commitment state x in terms of transmission security 
and voltage constrains.  

2. Given $x , the subproblem is formulated as 

xEhFy
dyx

ˆs.t.
)ˆ(min

−≥   
=w  

                                                               (8.21) 

Unit Commitment 

Schedule  
Benders cut  

Network Violations 
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If the objective function )ˆ(xw  is larger than zero, we produce the Benders 
cuts w( )x ≤ 0 once a violation is detected in the subproblem. A linear 
approximation of the Benders cut may be generated based on the 
subproblem results in which the coefficients of the linear approximation 
are the Simplex multipliers iπ  associated with constraints in (8.19). The 
linear form of a Benders cut is  

 0)ˆ()ˆ()( ≤−+= xxπxx ww                                           (8.22) 

where w( $)x  =  optimal solution of (8.21) 

 x̂  = solution for the master problem 

 π  = simplex multiplier vector 

 
i

i x
w

∂
∂π =  = simplex multiplier in linear programming 

 
8.3.2 Application of Benders Decomposition to SCUC 
 
The SCUC problem can be rewritten as a standard Benders formulation. 
Corresponding to SCUC, in (8.19), x represents the unit commitment states 
and y represents the penalty variables for satisfying unit generation control, 
phase shifter, and tap transformer preventive controls. The composite 
formulation represents minimizing the operating cost subject to two sets of 
constraints. The first set of inequalities represents generating unit 
constraints given in (8.1–8.11) and the second set represents transmission 
flow, voltage and EUE constraints given in (8.12–8.18).  

Applying Benders decomposition, one may solve SCUC in two 
stages. First, we solve the unit commitment problem for eliminating 
network violations or minimizing EUE without regard to the transmission 
flow, voltage, and EUE constraints (master problem, 8.1–8.11). Second, 
taking the unit commitment schedule of the first stage, we solve one of the 
two subproblems (Task 1 or 2) using (8.12–8.18). We create Benders cuts 
again for solving the master problem if any violation is detected at this 
stage. 
 

8.3.3 Master Problem Formulation 
 
The master problem is the traditional unit commitment problem without 
considering transmission flow, voltage, and EUE constraints. At present, 
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one of the potential approaches for solving the unit commitment problem 
is the Lagrangian relaxation (LR) method. The basic idea of LR is to relax 
system constraints in the objective function by using Lagrangian 
multipliers. The relaxed problem is then decomposed into N subproblems 
for each unit. The dynamic programming process is used to search the 
optimal commitment for a single unit. The Lagrangian multipliers are 
updated based on violations of system constraints. The convergence 
criterion is satisfied if the duality gap in Lagrangian relaxation is within a 
given limit.  

The quality of the final LR solution depends on the sensitivity of the 
commitment to Lagrangian multipliers. Slow and unsteady convergence of 
LR has always been a problem in finding the global optimum solution as 
reported in most unit commitment solutions. Unless a proper modification 
of multipliers is ensured in every iteration, unnecessary commitment of the 
generating units may occur, which may result in higher production costs. 
The difficulties are often explained by the non-convexity of the 
optimization problem. The non-convexity can be overcome by the 
augmented Lagrangian method in which quadratic penalty terms 
associated with power demand are added to the objective function to 
improve the convexity of the problem. The augmented Lagrangian 
function for unit commitment is given as follows: 
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In (8.23), the terms that are independent of the decision variable 
have been dropped. Obviously, the quadratic term in the equation is not 
separable and may disrupt the decomposability of the problem. However, 
by applying the decomposition and coordination technique, the non-
separable quadratic penalty terms are linearized around the solution 
obtained from the previous iteration. Moreover, in order to improve the 
convergence property, we impose quadratic terms of decision variables in 
(8.23) in order to limit them from deviating too far from the last computed 
solution.   

These quadratic terms are separable, convex, and differentiable with 
respect to P(i,t) [Abd96]. It should be emphasized that these added terms 
do not affect the optimality since they vanish at the optimal solution. In 
this regard, the optimization problem in k+1th iteration can be decoupled 
into Ng subproblems, each corresponding to the optimal unit commitment 
of individual units over the entire study period expressed as  
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(8.24) 
 

subject to unit constraints (8.4–8.8).  

In (8.24), the variables given with ^ are known. At this stage, P(i,t) is 
set equal to the unit power generation corresponding to the Lagrangian 
multiplier )(tλ . Consequently, the integer variables ),( tiI , tNt ,...,1=  are 
the only unknown factors. We adopt a dynamic programming model to find 
the suitable values of ),( tiI  that minimize (8.24). The detail procedure of 
augmented Lagrangian relaxation for unit commitment is described in 
[Wan95]. 
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Once the units are committed, economic dispatch will be solved as a 
continuous variable optimization process subject to a set of system 
(coupling) and unit constraints, such as system load balances (8.1), unit 
generation limits (8.4) and ramping limits (8.7–8.8). A piecewise linear 
fuel cost function is adopted in our economic dispatch, so we may use an 
LP approach to minimize the objective function. There is a possibility that 
we will encounter ramping violations at some hours, if we start the 
optimization process from t = 1, especially at those hours with maximum 
system demand or those hours with small difference between committed 
capacity and system demand. Therefore, we initiate the economic dispatch 
at the hour that corresponds to the maximum system demand. At that hour, 
the objective function is minimized without ramp rate constraints. Then we 
consider ramping and proceed forward and backward to optimize the 
generation schedule at other time intervals. In some cases when ramping 
violation is encountered, we re-initiate the scheduling process at the hour 
with smallest difference between the committed capacity and system 
demand. Then the scheduling process proceeds forward and backward to 
include other time intervals. 
 
 
8.4 SCUC TO MINIMIZE NETWORK VIOLATION   
 
In Task 1, the security constraints that we would consider include 
transmission flow constraints and voltage constraints (8.12–8.17). In the 
subproblem, we would try to minimize violation of these constraints. Both 
steady state cases and contingency cases would be considered. 
 
 
8.4.1 Linearization of Network Constraints 
 
For transmission flow constraints, since we are primarily interested in 
screening transmission violations in the subproblem, we could use a dc 
load flow to expedite the process. Accordingly, we use linear sensitivity 
factors (LSFs) to formulate transmission constraints. The constraints are 
given by: 

1. Steady state constraints (no contingencies) 

∑
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2. Contingency constraints 
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M is the number of buses. ),( tiP , ),( tiPφ , and ),( tiPd  are generation, 
load demand, and equivalent power injection from phase shifter, 
respectively, at bus i at time t. i

kmA  and )( jEi
km  are LSFs. i

kmA  represents 

the sensitivity of the flow on line k–m to generation at bus i . )( jEi
km  

represents the sensitivity of the flow on line k–m to the generation at bus i  
due to the outage of line j . The LSFs may be computed as follows. 

In the dc load flow, assuming that bus number 1 is the slack bus, we 
have 

]][[][ δBP =                                        (8.27) 

Therefore, the angles of the system are: 

]][[][ PX=δ                                        (8.28) 
where 

1][][ −= BX  

For each angle, we have 
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For dc load flow on line k–m 
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where 
km

mikii
km x

XX
A

−
= , ),(),(),( tiPtiPtiPP di −+= φ . In the case of 

contingency, the corresponding i
kmE  can be calculated from the modified 

][X  matrix.  

For voltage constraints, we assume that 0V  is the system voltage 
vector based on initial unit commitment state. If 0V  is infeasible, 
additional adjustments to the generation and/or distribution of reactive 
power may be necessary in order to shift the system voltage from 0V  to a 
desired value *V . We neglect the effect of reactive power adjustment on 
bus voltage angles. Equations (8.14–8.15) are linearized in the vicinity of 
the initial operating point 0V  and the effect of the tap-changing 
transformer on voltages is considered in the linearized form as follows 
[Qiu87]: 

1. Steady state constraints (no contingencies) 

max
T

max
G

s
1G

min
G

min
T Q+IQVJQIQ+Q '' ∆≤∆+≤∆ ][0      (8.31)  

       ][ 2 0=VJ '' ∆
s

                              (8.32) 

         maxmin V VV ∆≤∆≤∆                                   (8.33) 

2. Contingency constraints 

max
T

max
G

c
1G

min
G

min
T Q+IQVJQIQ+Q '' ∆≤∆+≤∆ ][0         (8.34)  

       ][ 2 0=VJ '' ∆
c

       (8.35) 

         maxmin V VV ∆≤∆≤∆                                       (8.36) 

where 0VVV * −=∆  is the incremental system voltage corresponding to 

GQ∆ . ][ ''
1

s
J  and ][ ''

1
c

J  are the modified Jacobian matrices for buses 
connected to generators and transformers in steady state and contingency 

cases respectively. Also, ][ ''
2

s
J  and ][ ''

2
c

J  are the modified Jacobian 
matrices for load buses in steady state and contingency cases respectively. 
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8.4.2 Subproblem Formulation 
 
Figure 8.4 depicts the process for SCUC problem with transmission and 
voltage (i.e., network) constraints. The infeasibility of network constraints 
can be represented by adding penalty variables to transmission and voltage 
constraints. Penalty variables are interpreted as the amount of transmission 
and voltage constraints violations associated with the base case unit 
commitment state Î . Therefore, we define the minimization of violations 
as the subproblem objective function )ˆ(Iw  at each hour. Accordingly, the 
formulation of the subproblem is given as follows.  

 

 
Figure 8.4  SCUC Problem with Transmission and Voltage Constraints 

 
 

Generation 
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j
,...,2,1)()(min)ˆ(
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+++= ∑∑
==

cscs FFGGI         (8.37) 

ss f   FPA ≤+⋅          s.t.                                                                (8.38) 

    ss gGVJ s ≤+∆⋅     ''                                       (8.39) 

         ncjj j  j ...,,2,1)()()( =≤+⋅ cc fFPE                        (8.40)  

ncjj j  j cc ...,,2,1)()()('' =≤+∆⋅ gGVJ c                     (8.41) 

    maxmin PPP ≤≤                                             (8.42) 

  maxmin VVV ∆≤∆≤∆                                         (8.43) 

Equations (8.38–8.39) represent the steady state and (8.40–8.41) are 
the contingency cases. The objective function represents the minimization 
of penalty variables which may be multiplied by weighting factors in the 
objective function.  P  is the real power generation vector, and V∆  is the 
increment voltage vector. Both are functions of unit commitment vector 
I . The formulation (8.37–8.43) consists of several independent linear 
programs. It could be decomposed into steady state subproblem and 
contingency subproblem, each including a transmission subproblem and a 
voltage subproblem. 
 
 
 8.4.2.1 Steady State Subproblem  
 
The steady state subproblem formulation is as follows. 
 
 
8.4.2.1.1 Transmission subproblem 
 

{ }sFI(  ws min)ˆ =                                                                   (8.44) 

ss fFPA ≤⋅ +   s.t.                                                                        (8.45) 

           maxmin PPP ≤≤                      (8.46) 

There are 24  steady state transmission subproblems that correspond to the 
24-hours horizon. 
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8.4.1.1.2 Voltage subproblem 
 

{ }sGI(  ws min)ˆ =                                                                            (8.47) 

sss'' gGVJ ≤∆⋅ +   s.t.                                                                  (8.48) 

          maxmin VVV ∆≤∆≤∆                         (8.49) 

There are 24  steady state voltage subproblems that correspond to the 24-
hour horizon. 
 
 
 8.4.2.2 Contingency Subproblem  
 
In each contingency case, the following subproblem is solved for each 
possible line outage j  considered in that contingency case: 
 
8.4.2.2.1 Transmission subproblem 
 

{ } ncjj jwc ,...,2,1)(min),ˆ( == cFI                               (8.50) 

    ncjjj+j   ,...,2,1)()()(s.t. =≤⋅ cc fFPE                  (8.51) 

            maxmin PPP ≤≤                                                                  (8.52) 

There are nc×24  transmission contingency subproblems that correspond 
to the 24-hour horizon. 
 
8.4.2.2.2 Voltage subproblem 

 
      { } ncjj jwc ,...,2,1)(min),ˆ( == cGI                         (8.53) 

ncj)j()j(+)j(   ,...,2,1s.t. =≤∆⋅ ccc'' gGVJ              8.54) 

       maxmin VVV ∆≤∆≤∆                                                            (8.55) 

There are nc×24  contingency voltage subproblems that correspond to the 
24 hours horizon. 

So the total number of subproblems is )11(24 ncnc +++×  which is 
)1(48 nc+× . With such a large number of constraints added to the master 

problem, the master problem becomes bigger and more complicated which 
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require a larger CPU time. However, the linear representation of these 
constraints would minimize the required CPU time. 

 
8.4.3 Benders Cuts Formulation 
 
After solving each subproblem, the optimal value of )(Iw  (i.e., )( Îsw  or 

)( jwc ,Î ) would be larger than zero if violation is detected in the 
corresponding subproblem. Based on this we could produce a Benders cut. 
A linear approximation of the Benders cut is generated based on the 
subproblem results as 

0)ˆ(π)ˆ()( ≤−+= IIII ww                    (8.56) 

where I  represents the unit commitment state, Î  represents the base case 
unit commitment state, and π  is the Simplex multiplier associated with the 
corresponding constraint in the subproblem. Specifically, the added 
constraints are as follows: 

24,...,2,10)ˆ(π)ˆ()( =≤−+= iww i
s

i
s

i
s IIII                                  (8.57) 

ncjijwjw i
c

i
c

i
c ,...,2,124,...,2,10)ˆ(π),ˆ(),( ==≤−+= IIII    (8.58) 

 
8.4.4 Case Study 
 
A 3-bus system, shown in Figure 8.5, is used to illustrate the proposed 
SCUC algorithm.  

 G1 G2 

G3 

D1=1 
D2=3 

D3=1  
Figure 8.5 3-Bus System 
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Characteristics of generators, transmission lines data, and hourly load 
distribution over a 24-hour horizon are given in Tables 8.2, 8.3 and 8.4, 
respectively. Line flow limits are 55 MW. Lower and upper voltage limits 
are 0.97 and 1.06, respectively. 

 
Table 8.2 Generators Data 

Cost coefficients Unit Bus 
No. a b c 

Pgmin       Pgmax 
(MW) 

G3 3 118.8206 37.8896 0.01433 5.0            20.0 
G2 2 218.3350 18.1000 0.00612 10.0          150.0 
G1 1 142.7348 10.6940 0.00463 20.0          200.0 

 
 

Table 8.3 Transmission Lines Parameters 

Line Resistance Reactance (p.u.) Flow Limit (MW) 
1–2 0.0 0.20 55.0 
1–3 0.0 0.40 55.0 
2–3 0.0 0.25 55.0 

 
 

Table 8.4  24 Hourly Load Distribution 

PD (MW) PD (MW) 
Hr 

D1 D2 D3 Total 
Hr 

D1 D2 D3 Total 
1 132.66 44.22 44.22 221.1 13 153.06 51.02 51.02 255.1 
2 122.4 40.8 40.8 204.0 14 149.64 49.88 49.88 249.4 
3 115.62 38.54 38.54 192.7 15 147.96 49.32 49.32 246.6 
4 112.2 37.4 37.4 187.0 16 147.96 49.32 49.32 246.6 
5 108.84 36.28 36.28 181.4 17 154.74 51.58 51.58 257.9 
6 110.52 36.84 36.84 184.2 18 170.04 56.68 56.68 283.4 
7 112.2 37.4 37.4 187.0 19 163.26 54.42 54.42 272.1 
8 119.04 39.68 39.68 198.4 20 161.52 53.84 53.84 269.2 
9 136.02 45.34 45.34 226.7 21 159.84 53.28 53.28 266.4 
10 149.64 49.88 49.88 249.4 22 156.42 52.14 52.14 260.7 
11 153.06 51.02 51.02 255.1 23 147.96 49.32 49.32 246.6 
12 154.74 51.58 51.58 257.9 24 137.76 45.92 45.92 229.6 
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8.4.4.1 Master Problem 
 
In the master problem, we consider no transmission or voltage constraints. 
The unit commitment has a total production cost of $79,117.4 and the 
execution time is 1.5 seconds. The commitment schedule is shown in Table 
8.5, where 1 or 0 represents ON/OFF states of units at different hours. In 
this table, units G1 and G2 are committed, while G3 remains decommitted 
because of its high cost. This unit will be committed later when additional 
constraints for transmission and voltage are considered. 
 
 

Table 8.5 Unit Commitment without Network Constraints 

Unit Hours (0–24) 
G3 
G2 
G1 

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  1  1  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

 
 

8.4.4.2 Network Constraints  
 
We start with the steady state constraints. Using unit commitment in Table 
8.4 as Î , we solve the transmission subproblem (8.44–8.46) to minimize 
transmission flow violations at each hour. If transmission violations persist, 
we introduce Benders cuts for recalculating the unit commitment. 
However, all line flows in this case are within the limits and no Benders 
cuts are required. The SCUC solution is the same as that of Table 8.5, 
though the execution time is 3 seconds, which is higher than that in the 
base case for checking transmission flow violations.  

Next, we consider both steady state and contingency constraints in 
transmission subproblems. We assume the loss of line 2–3 and, using the 
unit commitment schedule in Table 8.5 as Î , solve transmission 
subproblems (8.44–8.46) and (8.50–8.52) to minimize flow violations at 
each hour. Each contingency subproblem represents a line outage 
possibility. The maximum number of Benders cuts resulting from each 
subproblem is 24, since we check the violations hourly over the 24-hour 
horizon. Since transmission violations persist, we introduce Benders cuts 
as constraints in the unit commitment and solve the revised unit 
commitment. The results given in Table 8.6 satisfy all constraints with a 
total production cost of $79,628.9, which is higher than that of the base 
case due to the commitment of unit G3 at hour 18. In Figure 8.5, as we lose 
line 2–3, load D3 is larger than the line 1–3 flow limit, so G3 is committed 
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to supply D3. The execution time is 4.5 seconds, which is higher than that 
in previous cases due to the inclusion of line 2–3 contingency and a 
Benders cut added at hour 18.  
 

Next we consider the impact of outages of individual lines (2–3, 1–
3, 1–2) on SCUC. Using the unit commitment schedule in Table 8.5 as Î , 
we solve (8.44–8.46) and (8.50–8.52) to minimize transmission flow 
violations at each hour. The results are given in Table 8.7. Hour 18 
represents the peak load, which creates most of transmission violations as 
shown in Table 8.7. At hours 3-8, Table 8.7 indicates that there will be 
flow violations when line 1-3 is on outage. The reason is given in Table 
8.6 as G1 is the only committed unit at hours 3–8 and the remaining lines 
in each case are not strong enough to carry D2 and D3 requirements. In 
order to check the SCUC results, we run a security-constrained economic 
dispatch. Power generation and line flows are given in Table 8.8 which 
satisfy the corresponding limits. 

 
 

Table 8.6 SCUC Line 2-3 contingency 

Unit Hours ( 0–24 ) 
G3 
G2 
G1 

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0 
0  1  1  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

 
 

Table 8.7 Cost and Transmission Violations 

Outaged Line Cost ($) Number of Cuts Hours with Flow Violations 
2–3 79628.9 1 18 
1–3 81236.3 7 3–8,18 
1–2 80724.7 6 3–8 

 
 

Table 8.8 Generation and Line Flows at Hour 18 

Contingency  (MW) Generators 
and Lines 

Steady State  
(MW) Line 2–3 out Line 1–3 out Line 1–2 out 

G1 
G2 
G3 

200.0 
83.4 
OFF 

200.00 
78.40 
5.00 

200.00 
78.40 
5.00 

200.00 
78.40 
5.00 

1–2 
2–3 
1–3 

6.24 
32.96 
23.72 

-21.72 
0.00 
51.68 

29.96 
51.68 
0.00 

0.00 
21.72 
29.96 
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Next, we consider the following transmission security cases:  

• Case I (nc = 1): line 2–3 possibly on outage (same as the previous 
case)  

• Case II (nc = 2): line 2–3 or 1–3 possibly on outage 

• Case III (nc = 3): line 2–3 or 1–3 or 1–2 possibly on outage 

For instance, in Case III with nc =3, we consider independent 
outages of three lines (three single line outages) in SCUC. This case will 
require 3 x 24 transmission subproblems for contingencies in addition to 24 
subproblems for steady state transmission flows in 24 hours. We show the 
results in Table 8.9. The total production cost is increased due to the 
commitment of more expensive units to cover more possible contingencies. 
However, the cost in Case III is the same as that in Case II since the same 
number of units are committed. As the number of possible outages 
increases, the number of Benders cuts may increase, which could further 
complicate the optimization problem. 
 

Table 8.10 shows the SCUC results for Cases II and III with 
execution times of 6.5 and 8 seconds, respectively. Note that unit G2 is 
committed for additional hours as shown with bold numbers.  
 
 

Table 8.9 Transmission Flows in SCUC 

Case Cost ($) Number of Cuts Hours with Flow Violations 
I 79628.9 1 18 
II 81236.3 8 3–8, 18 
III 81236.3 14 3–8, 18 

 
 

Table 8.10 SCUC with Transmission Constraints (Cases II and III) 

Unit Hours ( 0–24 ) 
G3 
G2 
G1 

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0 
0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

 
 

 
To study the effect of line flow limits, we increase line flow limits in 

SCUC from 55 MW to 75 MW for all three lines. The SCUC results with 
transmission constraints for Case I are similar to the base case since the 
subproblem encounters no flow violations. The SCUC results with 
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transmission constraints for Cases II and III are given in Table 8.11 for the 
75 MW line flow limit. The production cost in this case is $79,668.5 which 
is lower than that of the case with the 55 MW line flow limit shown in 
Table 8.10.  
 
 

Table 8.11 SCUC with 75 MW Transmission Constraints (Cases II and III) 

Unit Hours ( 0–24 ) 
G3 
G2 
G1 

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  1  1  1  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

 
 

8.4.4.3 Voltage Constraints  
 
First, we consider the steady state case. Using the unit commitment in 
Table 8.4 as Î , we solve the steady state transmission and voltage 
subproblems (8.44–8.49) at each hour. There are 4 voltage Benders cuts at 
hours 18–21 that are added in the revised master problem. The SCUC 
results given in Table 8.12 satisfy all constraints with a total production 
cost of $80,267.1 and an execution time of 10 seconds. The production cost 
is increased as compared with the base case because of the commitment of 
unit G3 for additional hours to satisfy voltage constraints. 
 
 

Table 8.12 SCUC with Steady State Constraints 

Unit Hours ( 0–24 ) 
G3 
G2 
G1 

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  1  1  0  0  0 
0  1  1  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

 
 
 

Next, we consider voltage constraints in steady state as well as 
transmission and voltage contingency subproblems (8.44–8.55) for losing 
line 2–3 at each hour. There are 14 voltage Benders cuts at hours 10–23 
that are added to the revised master problem, in addition to 4 voltage and 1 
transmission Bender cuts discussed earlier. The results given in Table 8.13 
satisfy all constraints and represent the possible loss of line 2–3 with a total 
production cost of $82,407.7. The production cost increases due to the 
commitment of unit G3 for additional hours to accommodate voltage and 
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transmission security constraints. The execution time is 16 seconds, which 
is higher than that in the previous case. 

Table 8.14 shows the hours with voltage violations and the 
corresponding number of voltage Benders cuts in each possible line outage. 
Most of the Benders cuts are produced at high load hours when the load is 
more than 87% of the peak load (at hour 18), for the first two cases and 
more than 94% of the peak load in the third case. Each contingency 
subproblem represents a line outage possibility. 

The same contingency cases, discussed in section 8.4.4.2, will be 
adopted in this section to show the effect of voltage constraints on SCUC. 
In Case III with nc = 3 we consider 3 x 24 contingency transmission 
subproblems and 3 x 24 contingency voltage subproblems in addition to 24 
steady state transmission subproblems and 24 steady state voltage 
subproblems. For each contingency case, the revised production cost for 
SCUC is given in Table 8.15. As the number of Benders cuts increases in 
proportion to possible outages, the optimization problem becomes bigger 
and more complicated with more CPU time. 

 
 

Table 8.13 SCUC with Line 2–3 Outage and Voltage Constraints 

Unit Hours ( 0–24 ) 
G3 
G2 
G1 

0  0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  0 
0  1  1  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

 
 

Table 8.14 Cost and Voltage Violations 

Outaged line Cost ($) Number of Cuts Hours with Voltage Violations 
2–3 82407.7 14 10–23 
1–3 84015.0 14 10–23 
1–2 81874.4 4 18–21 

 
 

Table 8.15 Costs and Benders Cuts for Voltage Constraints 

 
Contingency 

 
Cost ($) 

Number of 
Trans. Cuts 

Number of 
Voltage Cuts 

Number of 
Cuts 

I 82407.7 1 18 19 
II 84015.0 8 32 40 
III 84015.0 14 36 50 
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Table 8.16 shows the same scheduling results for Cases II and III 
while the execution times are 24 and 32 seconds respectively. The 
production cost is $84,015.0 as shown in Table 8.15. In comparing Tables 
8.16 and 8.10, we learn that the most expensive unit G3 is committed for 
additional hours to satisfy voltage constraints. 

 
 

Table 8.16 SCUC with Transmission and Voltage Constraints (Cases II and III) 

Unit Hours ( 0–24 ) 
G3 
G2 
G1 

0  0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  0 
0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 
0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 

 
 
 
8.5  SCUC APPLICATION TO MINIMIZE EUE –

IMPACT OF RELIABILITY 
 
The need to represent operating conditions uncertainties in SCUC is widely 
recognized. In this section, uncertainties related to equipment outages and 
load variations (composite reliability evaluation) are taken into account. 
Corresponding to the problem formulation described in Section 8.1, we 
consider the security constraints discussed in Task 2 which include 
transmission flow constraints and EUE limits (8.12 and 8.18). Here, we 
disregard voltage constraints for simplicity, and use a transportation model 
to represent the transmission network, though we could also use the dc 
transmission network model as in Task 1. In the subproblem, we try to 
minimize the violation of EUE caused by equipment outages and load 
variations. EUE is defined as the expected unserved energy by generating 
units due to a capacity deficiency. In this chapter, we use EUE as the 
reliability index.   
 
 
8.5.1 Subproblem Formulation and Solution  
 
Again, we use a Benders decomposition in which the master problem 
encompasses the unit commitment without any regards to the transmission 
network model or equipment outages. The master problem here is the same 
as that for Task 1, which was discussed in Section 8.3. The difference 
between this solution and that for Task 1 is that here we consider forced 
outage rates (FOR) of transmission lines and generating units and our 
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objective is to minimize the expected value (EUE) of the penalty variables 
in the formulation.  

The formulation of subproblem for the set of committed units is 
given as (for a specific time period t): 
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                                                       (8.59) 

The objective again represents the penalty term (unserved load) in 
supplying the load, except that we are now considering the expected value 
since the solution of (8.59) involves a reliability evaluation of the 
composite system. The constraints in (8.59) represent the transportation 
network model for the transmission network, including load balance 
equation, system operation limits, and generation and line flow limits. The 
procedure for solving (8.59) is as follows: 

1. Select a system state ϕ according to the given FOR; that is to define 
load levels, equipment availability, operating conditions, and so on. 

2. Calculate (8.59) for the selected state, namely verify whether the 
specific configuration of generators and transmission lines is able to 
supply the specific load without violating system limits. 

3. Update the master problem solution if the subproblem is infeasible 
(EUE is larger than the required value).  

4. Repeat step 1. 

The subproblem is infeasible if the EUE cannot be kept below the 
desired level, in which case an infeasibility cut will be generated. For each 
infeasible subproblem resulting from the nth trial solution of the master 
problem, the deterministic infeasibility cut (Benders cut) is given as   
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where λ is the dual variable for P in the third constraint of (8.59) and ε is 
the required EUE. The multiplierλit

n  may be interpreted as the marginal 
decrease in unserved energy with a 1 p.u. increase in generation, given the 
nth trial commitment schedule. The infeasibility cuts (8.60) will be added to 
the master problem and will eliminate those commitment schedules which 
can not satisfy the reliability requirement. 

However, if there are not enough units available to meet the 
minimum reliability requirement (EUE), we would consider purchasing 
energy from other energy providers. The energy purchased for period t, 
denoted as Ft, will depend on the utilization of available generating units to 
satisfy load constraints in each time period subject to maintaining the 
reliability above a certain level. Thus, the minimization of energy 
purchased from outside in period t can be expressed as 

∫
∞

∑
≤

=

gNi

n
iti

g

IP
Ntt dPPELDC   F )(min χ                                          (8.61) 

where χt is cost per MWh of energy purchased from outside at time t, Ng is 
number of units, and ELDCNg is equivalent load duration curve for Ng units. 

The solution of (8.61) for all t yields a set of dual multipliers from 
which another cut is constructed. The new cut to be added to the master 
problem is of the form 

                   { }∑ −+≥
t

it
n
iti

n
it

n
t IIP Fz )(π                                           (8.62) 

where n
tF  is the expected purchased energy in period t associated with the 

nth trial solution. The optimal dual multipliers are given as 

)( itit

t
it IP

F
∂

∂
π =                                                     (8.63) 

where n
itπ  may be interpreted as expected marginal costs associated with 1 

p.u. decrease in power generation, given the nth trial solution. The new cut 
(8.62) tends to increase the lower bounds obtained from successive master 
problem solutions. 

Figure 8.6 demonstrates the method to find dual multipliers for 
generating unit i as ELDC is derived based on the cumulant method 
[Str80]. Cumulants exhibit highly desirable characteristics for our analysis: 
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first, individual unit cumulants are calculated and used repeatedly 
throughout the analysis; second, the derivative term is determined using the 
Gram-Charlier approximation. ELDC is evaluated at Li after convolving all 
available units (which includes unit i operating at its installed capacity). 
Then, unit i is subtracted from the system load and ELDC is evaluated at  
Li-1. If we assume that ELDC is linear in the region of interest, the dual 
multiplier of the ith unit is approximated as 

2
))())(( 11 iiii

tit
LELDCLELDC +

= −−χπ                           (8.64) 
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Figure 8.6 Equivalent Load Curve 

 
 
8.5.2 Case Study  
 
We use the same three-bus system in Figure 8.5 as an example. The 
maximum EUE (ε) is 0.5 p.u. and generator and line data are given in 
Tables 8.17 and 8.18. Load data are depicted in Figure 8.5. We assume that 
lines have negligible FOR, the study period has only one time interval, and 
loads are constant during the study period.  

First, we solve the initial master problem. The solution is:  I1 = 1, I2 = 
1, and I3 = 0. 
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Table 8.17 Generator Data for 3-bus System 

Unit Min Cap. (p.u.) Max Cap.  (p.u.) Cost ($) FOR 
1 0.5 2.5 10 P1 0.05 
2 0.6 2.5 20 P2 0.1 
3 0.6 3.0 30 P3 0.02 

 
 

Table 8.18 Line Data for 3-bus System 

Line Number of lines Capacity/line (p.u.) 
1-2 2 0.25 
2-3 2                 0.5 
1-3 2 0.25 

 
 

Then, we check the feasibility of the sub-problem given the first trial 
of commitment schedule. The formulation of the subproblem is as follows: 

min    r1+r2+r3 

s.t. - f12 - f13 + P1 + r1 =1  Load balance at bus 1 

 - f23 + f12+ P2 + r2 =3  Load balance at bus 2 

 f13 + f23 +P3+ r3 =1   Load balance at bus 3 

   0.5 ≤ P1≤ 2.5   Generator 1 limit 

   0.6 ≤ P2≤ 2.5   Generator 2 limit 

   0.0 ≤ P3≤ 0.0   Generator 3 limit 

  -2 x 0.25 ≤ f12 ≤ 2 x 0.25  Line 1–2 flow limit 

  -2 x 0.25 ≤ f13 ≤ 2 x 0.25  Line 1–3 flow limit 

   -2 x 0.5 ≤ f23 ≤ 2 x 0.5  Line 2–3 flow limit 
 

The primal solutions for all state spaces in the feasibility check are 
given in Table 8.19. The subproblem solution is infeasible, since E{r1 + r2 

+ r3} = 0.85 > 0.5. To compute the infeasible cut, we first compute λP1, λP2, 
and λP3. 

To find λP1, we increase the capacity of P1 by 1 p.u. and the primal 
solutions are given in Table 8.20. To find λP2, we increase the capacity of 
P2 by 1 p.u. and the primal solutions are given in Table 8.21. To find λP3, 
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we increase the capacity of P3 by 1 p.u. and the primal solutions are given 
in Table 8.22. 

 
 
 

Table 8.19 Feasibility Check State Spaces 

ϕ 
P1 P2 

 
Probability 

 
ΣΣΣΣ ri 

 
Probability x ΣΣΣΣ ri 

2.5 2.5 0.855 0.5 0.4275 
0 2.5 0.045 2.5 0.1125 

2.5 0 0.095 3 0.2850 
0 0 0.005 5 0.0250 

      E{ΣΣΣΣ ri}=0.85 

 
 

Table 8.20 Feasibility Check State Spaces 

ϕ 
P1 P2 

 
Probability 

 
ΣΣΣΣ ri 

 
Probability x ΣΣΣΣ ri 

3.5 2.5 0.855 0.5 0.4275 
0 2.5 0.045 2.5 0.1125 

3.5 0 0.095 3 0.2850 
0 0 0.005 5 0.0250 

 E{ΣΣΣΣ ri }=0.85 
 λP1  = 0.85 – 0.85 = 0.00 

 
 

Table 8.21 Feasibility Check State Spaces 

ϕ 
P1 P2 

 
Probability 

 
ΣΣΣΣ ri 

 
Probability x ΣΣΣΣ ri 

2.5 3.5 0.855 0 0.0000 
0 3.5 0.045 1.5 0.0675 

2.5 0 0.095 3 0.285 
0 0 0.005 5 0.025 

 E{ΣΣΣΣ ri }=0.3775 
 λP2  = 0.85 – 0.3775 = 0.4725 
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Table 8.22 Feasibility Check State Spaces 

ϕ 
P3 P1 P2 

 
Probability 

 
ΣΣΣΣ ri 

 
Probability x ΣΣΣΣ ri 

1 2.5 2.5 0.8379 0 0.00000 
1 0 2.5 0.0441 1.5 0.06615 
1 2.5 0 0.0931 2 0.18620 
1 0 0 0.0049 4 0.01960 
0 2.5 2.5 0.0171 0.5 0.00855 
0 0 2.5 0.0009 2.5 0.00225 
0 2.5 0 0.0019 3 0.00570 
0 0 0 0.0001 5 0.00050 

 E{ΣΣΣΣ ri }=0.28895 
 λP3  = 0.85 – 0.28895 = 0.56105 

 

From the preceding calculation, we obtain the dual prices of the 
subproblem as: λP1  = 0, λP2  = 0.4725, and λP3 = 0.56105. With the dual 
prices, the infeasibility cut is as: 

0.85 + 0 x 2.5 x (1-I1) + 0.4725 x 2.5 x (1-I2) + 0.56105 x 3 x (0 - I3) < 0.5 

 

With the infeasibility cut, we resolve the master problem. The solution is:  
I1 = 0, I2 = 1, and I3 = 1. We then perform the feasibility check in the 
subproblem as follows: 

min    r1+r2+r3 

s.t. - f12 - f13 + P1 + r1 =1  Load balance at bus 1 

 - f23 + f12+ P2 + r2 =3  Load balance at bus 2 

 f13 + f23 +P3+ r3 =1   Load balance at bus 3 

   0.0 ≤ P1≤ 0.0   Generator 1 limit 

   0.6 ≤ P2≤ 2.5   Generator 2 limit 

   0.6 ≤ P3≤ 3.0   Generator 3 limit 

  -2 x 0.25 ≤ f12 ≤ 2 x 0.25  Line 1-2 flow limit 

  -2 x 0.25 ≤ f13 ≤ 2 x 0.25  Line 1-3 flow limit 

   -2 x 0.5 ≤ f23 ≤ 2 x 0.5  Line 2-3 flow limit 

 

The primal solutions for the feasibility check are given in Table 8.23. 
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Table 8.23 Feasibility Check State Spaces 

ϕ 
P2 P3 

 
Probability 

 
ΣΣΣΣ ri 

 
Probability x ΣΣΣΣ ri 

2.5 2.5 0.882 0 0 
0 2.5 0.098 2.5 0.245 

2.5 0 0.018 2.5 0.045 
0 0 0.002 5 0.010 

     E{ΣΣΣΣ ri }=0.3 

 
The subproblem solution is feasible, since E{r1 + r2 + r3} = 0.23 < 0.5. So, 
the final solution is:  P1 = 0,  P2 = 2.5,  P3 = 2.5, f21 = 0.5,  f31 = 0.5,  f32 = 1. 
This solution satisfies the reliability requirement and is different from the 
initial solution. 
 
 
8.6 CONCLUSIONS 
 
This chapter presents a new approach to solving the transmission and 
voltage security-constrained unit commitment problem in a restructured 
market structure using linear sensitivity factors and Benders 
decomposition. The inclusion of n-1 contingency constraints in unit 
commitment ensures the security of the system. The tests on a 3-bus system 
show the effectiveness of the proposed approach. This chapter also presents 
formulation considering operating conditions uncertainties (including 
equipment outages and load variations) and an efficient algorithm. An 
example of a 3-bus system is used to illustrate the solution procedure. 
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Chapter 9 
 

Ancillary Services Auction Market Design 
 
 
 

9.1 INTRODUCTION 
 
As the electric power industry moves toward the full competition, various 
services previously provided by electric utilities are being unbundled. 
Much of the attention given to the ISO development has focused on the 
structure of markets for energy and power transmission, and the market for 
ancillary services which is getting to be more critical. Ancillary services 
are generally referred to as those services other than energy that are 
essential for ensuring the reliable operation of the electrical grid. The 
reliable operation of a power system requires generation reserves to be 
available in order to cover generation and transmission contingencies. As 
restructuring evolves, determining the cost of supplying ancillary services 
and finding out how these costs would change with respect to operating 
decisions is becoming a major issue [Wil96].   

According to FERC, ancillary services are necessary to support the 
transmission of power from sellers to buyers given the obligation of control 
areas and transmission utilities to maintain a reliable operation of the 
interconnected transmission system. The 1995 FERC rule defined six 
ancillary services and developed pro forma tariffs for these services. These 
services account for 5% to 25% of total generation and transmission costs, 
with an average of 10%. Based on the U.S. energy production of 2,900,000 
GWh in 1994, ancillary services would cost almost $12 billion a year 
[Kir96]. Operating reserves would account for the bulk of ancillary 
services costs; reliability (spinning reserve) averages 16% of the total cost 
and supplemental (non-spinning reserve) averages 18%. Real power losses 
are 30% and voltage control represents 12% of total costs. Energy 
imbalances, assuming that 1% of customer loads are subject to this penalty, 
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are 11% of the total cost. Load following averages 9% and scheduling and 
dispatch accounts for 4% of the total cost.  

To facilitate an efficient trading of energy and ancillary services, a 
reasonable market structure is of great importance. In practice, market 
structures could differ according to their timing, the amount of information 
individual suppliers provide to the ISO, and the role of ISO in facilitating 
or controlling these markets. In general, there are forward and real-time 
markets for electricity. The day-ahead forward market is for scheduling 
resources at each hour of the following day, and the hour-ahead forward 
market is for adjusting deviations from the day-ahead schedule. The real-
time market is for balancing the production and the consumption in real 
time. Energy trading is usually operated in forward markets, while 
ancillary services trading is operated in both forward and real-time 
markets. 

In forward markets, there are two different approaches to energy and 
ancillary services auctions: sequential and simultaneous, depending on the 
amount of control delegated to the ISO. The sequential approach involves 
sequential computations in energy and ancillary services markets in which 
the results of one market would represent the starting point for the next 
market. The ISO plays an important role in balancing supply, demand, and 
prices in a sequential auction market structure. The simultaneous approach 
involves the simultaneous computation of supply, demand, and prices in all 
auction markets. In a simultaneous auction market, the ISO would not 
redispatch the generation in an already closed market to adjust the second 
auction market. The simultaneous approach would simplify auction market 
processes and reduce auction market prices due to the integration of energy 
and ancillary services markets. 

In real-time markets, an important responsibility of the ISO is to 
maintain the real-time balance of energy and supply. One of the 
indispensable tools for the task is the automatic generation control (AGC). 
AGC is offered in ancillary services markets for minimizing frequency 
deviations, which would lead to a balance of energy and supply, and for 
regulating tie-line flows, that would facilitate bilateral contracts spanning 
over several control areas.  

 The chapter is organized as follows: Section 9.2 discusses definitions 
and requirements of ancillary services. Section 9.3 describes the sequential 
approach to the markets computations and an alternative ancillary service 
auction design where we introduce a weighting factor. Section 9.4 
describes the simultaneous approach for the markets computations. Results 
for the application of the proposed designs to different auctions are 
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presented and discussed for the sequential and simultaneous approaches in 
Sections 9.3 and 9.4 respectively. Section 9.5 discusses AGC operation and 
its pricing with examples. Section 9.6 concludes this chapter.  

 
9.2 ANCILLARY SERVICES FOR RESTRUCTURING 
 
FERC has determined that the following six ancillary services must be 
included in an open access transmission tariff:  

• Scheduling, control, and dispatch, in which transmitting utilities would 
schedule and coordinate transactions with other entities and confirm 
the power exchange in and out of their control areas.  

• Reactive supply and voltage control, where generation sources help 
maintain a proper transmission line voltage. This service would supply 
reactive power and voltage control, which is unbundled from basic 
transmission rates.  

• Regulation and frequency response, for following moment-to-moment 
variations in customer demand or scheduled generation delivery, in 
order to maintain the 60 Hz frequency.  

• Energy imbalance, to correct the hourly mismatch between a 
transmission customer’s (TC’s) energy supply and the load being 
served in a control area.  

• Operating reserves, where spinning reserve and non-spinning reserve 
are defined as extra energy for supplying the load in the case of 
unplanned events such as the outage of a major generation facility.  

♦ Spinning reserve should be on-line and operate at less than 
maximum output, and be ready to immediately serve load.  

♦ Non-spinning reserve should generate capacity for emergency 
conditions but not be available immediately. Non-spinning reserve 
capacity should be started up very quickly (usually within 10 
minutes).  

Although a transmission provider (TP) must be equipped to offer all 
six services to TCs, FERC clarified that only the first two ancillary services 
must be offered to all TCs. In addition, FERC ruled that TCs must buy the 
first two ancillary services from a TP because services are local by nature 
and the TP is best suited to provide these services. For the other four 
ancillary services, FERC allows TCs to obtain the service in any of the 
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following three ways: from the TP, from another source, or by self-
provision.  

The FERC requirement that the six services be included in an open 
access transmission tariff does not preclude TPs from offering other 
ancillary services voluntarily to TCs along with the supply of basic 
transmission service.  

FERC discussed other ancillary services such as real power loss 
replacement, dynamic scheduling, backup supply, and black start 
capability. However, it didn’t require TPs to unbundle and offer these 
services as separate services because these services are either very 
inexpensive or highly location-specific. Real power loss replacement is the 
use of generation to compensate for transmission system losses. Dynamic 
scheduling provides metering, telemetering, computer software, hardware, 
communications, engineering, and administration required to electronically 
transfer some or all of a generator’s output or a customer’s load from one 
control area to another. Backup supply is a generating capacity that can be 
made available within one hour. It is used to back up operating reserves 
and for commercial purposes. Black start capability is the ability of a 
generating unit to go from a shutdown condition to an operating condition 
without any assistance from the electrical grid, and to energize the grid to 
help other units start after a blackout occurs. 

Other entities such as the Oak Ridge National Laboratory (ORNL) 
[Orn01] and the North American Electric Reliability Council (NERC) 
[Ner01] have also developed comprehensive lists and definitions of 
ancillary services. The Interconnected Operations Services Working 
Group, which was established by NERC to develop an industry consensus 
on definitions, requirements, obligations, and management for ancillary 
services, defined two other ancillary services: load following and network 
stability service. Load following is the use of generation to meet hourly 
and daily variations in system load. Network stability refers to the use of 
special equipment for maintaining the transmission system stability and 
reliability. Special equipment could include stabilizers, dynamic braking 
resistors, and FACTS devices.  

Since operating reserves account for the bulk of ancillary services 
costs, special attention is directed toward operating reserve requirements in 
different reliability councils. NERC’s criteria for operating reserves point 
out that each control area should maintain a certain level of operating 
reserve sufficient to account for factors such as errors in forecasting, 
generation and transmission equipment unavailability, number and size of 
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generating units, system equipment forced outage rates, maintenance 
schedules, regulation requirements, and regional and system load diversity. 

The minimum operating reserve requirements could differ from 
region to region. The 10-minute requirement for a complete response is set 
by NERC and is therefore consistent throughout the North America. 
However, the required amount of time for these reserves to remain in 
service after a complete response could differ among regions and is 
sometimes unspecified. Some tariffs could require operating reserves to be 
maintained for two hours. Others require operating reserves to be available 
until the end of the clock hour after the contingency has occurred. Some 
regions require operating reserves to be restored to the stated minimum 
levels as soon as practicable, without providing any specific meaning to 
“practicable.” 

It is possible, but not easy, to establish competitive markets for the 
provision, acquisition, and pricing of ancillary services. The difficulty 
stems from the complexity of these services, the relationship among these 
services, and their relationship with the energy service for supplying loads. 
 
 
9.3  FORWARD ANCILLARY SERVICES AUCTION – 

SEQUENTIAL APPROACH 
 
In the PoolCo model, Figure 9.1, GENCOs would interact with the ISO by 
providing bids for supplying the system load and ancillary services. The 
ISO is responsible for trading energy to supply the load in the forward 
energy markets and for trading ancillary services in forward and real-time 
energy markets. TRANSCOs post their information regarding the 
availability and the capability of transmission lines via the Open Access 
Same Time Information System (OASIS). DISCOs submit their demand 
bids to the ISO to be matched with GENCO’s bids while satisfying the 
FERC’s regulations and utilizing TRANSCOs’ transmission information. 

Since ancillary services auctions are operated by the ISO, the ISO is 
the single buyer party to meet the reliability obligations. The ISO’s 
objective is to minimize ancillary services payments to GENCOs while 
encouraging GENCOs to provide sufficient ancillary services. GENCOs 
would anticipate submitting a bid that would maximize their profits as 
allocations are made. The ancillary services bids should include financial 
information for capacity reservation and energy, as well as operational 
information such as location, ramp-rate, and quantity blocks. Based on the 
ISO’s requirements for ancillary services and participants’ bids submitted 
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to the ISO, the price and quantity of each service is determined, and 
payments are calculated by the ISO.  

Let us consider an example of ancillary services. The California ISO 
(CAISO) procures four types of reserves: regulation for AGC, spinning 
reserves that are synchronized and available within 10 minutes, non-
spinning reserves that are not synchronized but can be made available 
within 10 minutes, and replacement reserves that can be made available 
within 60 minutes. In its initial market design, the auction for the four 
reserve products was conducted sequentially, starting from the regulation, 
as shown in Figure 9.2. In each round, GENCOs would be allowed to rebid 
their uncommitted resources at new prices.  
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Figure 9.1 Restructured Market Participants 
 

 
 

 

 
Figure 9.2 Sequential Auction of Ancillary Services 
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auction based on both capacity bids and energy bids. We demonstrate that 
our alternative is superior to the original scheme, as it encourages 
GENCOs to supply more ancillary services which could lower the ISO’s 
total payment. The proposed alternative for auction design is discussed 
here in a very general sense, which can be implemented for any of the four 
ancillary services.  

 
 

9.3.1 Two Alternatives in Sequential Ancillary Services Auction 
 
We consider the following two alternatives for auctioning a specific 
ancillary service in the sequential auction process. 

Alternative I. This is our proposed scheme. In this alternative, bids are 
ranked on the basis of both capacity reservation bids and energy bids. The 
ISO will select bids with the lowest combined price for capacity and 
energy, based on hypotheses concerning the use of each service. To 
minimize the expected energy payment and consequently the total payment 
for reserves, the ISO would use a weighting factor x as in 

)],(.),([ tiExtiC + to rank bids, where C(i,t) and E(i,t) are capacity bid and 
energy bid for the specific ancillary service of generating unit i at time t 
respectively. We propose the use of energy bids in our Alternative I to 
hedge the ISO’s risk against extremely high energy bids at the time of 
utilization. In this chapter, we will show how to design an optimal value 
for the weighting factor. 

Alternative II. This is the traditional alternative for the ancillary services 
auction market design. Alternative II is a special case of Alternative I, in 
which x is set to zero and bids are ranked solely on the basis of capacity 
reservation )],([ tiC . The ISO would select bids with the lowest capacity 
reservation price. The energy bid is not considered in the ranking process 
but considered in calculating ISO’s payments.  

In the real-time energy market, which is operated by the ISO, the 
energy component of ancillary services bid is used for energy balancing 
and ex-post pricing systems. Resources available in the energy balancing 
system include regulation, spinning, non-spinning, and replacement 
reserves, as well as resources that submitted supplemental bids for real-
time imbalances. These resources are pooled in the energy balancing 
system and arranged in the merit order based on their energy bid prices. 
Only those bids that are considered for the ancillary services market-
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clearing price (MCP) calculation will be used in the balancing system. The 
MCP calculation will be presented in the following sections. 

 
 

9.3.2 Ancillary Services Scheduling 
 
If resources are ranked solely on the basis of capacity bids, as in the current 
sequential markets, then resources with low capacity bids and extremely 
high energy bids will appear in the real-time balancing stack for utilization. 
These resources will dramatically affect the ISO’s energy payment and 
consequently the ISO’s total payment. The reserve capacity payment in 
Alternative I includes an “opportunity cost”1 payment, which is expressed 
as a function of capacity bids, energy bids, and weighting factor x. This 
expression increases the reserve MCP and reduces the ISO’s total payment, 
which is the market’s main objective. We will discuss this opportunity cost 
further in our case studies. 

Choosing a proper value for x in Alternative I is the ISO’s 
responsibility. The value of x will affect MCP and the ISO’s capacity 
payment directly (as shown later). The value of x will affect the ISO’s 
energy payment indirectly. In other words, after the resources are ranked 
and the bidders accepted, only the energy bids part will be considered for 
the real-time utilization. Since x affects ranking, it will automatically affect 
energy bids, the ISO’s energy payment, and the ISO total payment. This 
will be shown later in the case studies. 

 Figure 9.3 shows the procedure of scheduling ancillary services in 
Alternative I. As can be seen in the figure, the ISO determines the reserve 
requirements in each category based on FERC regulations. Accordingly, 
GENCOs apply PBUC to define and submit their ancillary services bids to 
the ISO. GENCOs should submit two bids for ancillary services, one for 
capacity reservation and another for energy. The ISO sets the weighting 
factor x so as to minimize the payment for ancillary services while 
encouraging GENCOs to participate in this auction. The ISO then applies 
the matching process, using the submitted bids in the ancillary services 

                                                                 
1 The opportunity cost is the cost that a decision-maker would sacrifice in making 
a choice [Buc69]. In the case of ancillary services, suppose that a GENCO’s 
energy bid is conveniently lower than the MCP for a forward energy market. 
However, the GENCO opts to bid in the ancillary services market instead of 
bidding in the forward energy market. The GENCO’s bidding in ancillary services 
market would make it lose the opportunity of making profit in the forward energy 
market. 
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market, to calculate MCP. If reliability requirements are met at this stage, 
capacity reservation payments will be calculated and the final schedule will 
be published. Otherwise, the ISO will send signals to the GENCOs to 
modify their bids. Energy payments will be calculated at the time of 
utilization. If congestion exists, the ISO will hold ancillary services 
auctions on a zonal basis. For Alternative II, since the value of x is zero, it 
is not necessary for the ISO to set the weighting factor.  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 

 

Figure 9.3 Ancillary Services Scheduling 
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9.3.3 Design of the Ancillary Services Auction Market  
 
Formulation (9.1–9.5) shows how to auction a specific type of ancillary 
service at a specific time period t using Alternative I.2 The objective (9.1) 
is to minimize the ISO’s total payment for an ancillary service. The ISO’s 
payment is formulated as a combined payment, which is the sum of the 
capacity reservation payment plus the energy payment assuming different 
values of real-time utilization factor y. The value of y is between 0% and 
100%, which corresponds to the reserved capacity not utilized at all or 
utilized fully, respectively. Note that y only affects the ISO’s energy 
payment and has no effect on the MCP for the ancillary services or on the 
ISO’s capacity payment.  

          Here, the ISO is responsible for setting a reasonable value for x to 
minimize the capacity reservation and energy payments while encouraging 
participants to supply enough ancillary services. The energy payment is not 
known until the time of utilization. Hence, we calculate the combined 
payment for different values of y to study the effect of x. The value of x is 
zero for Alternative II. 

The ISO’s energy payment is affected indirectly by capacity bids and 
the choice of x, since in real time, the energy bids utilized are those of 
successful bidders in the ranking process where the combined bid prices 
including capacity and energy bids are considered.  

∑ +
i

tiQtiEytiEx- ),(.)]},(.[)],(.MCP{[min                               (9.1) 

 )(),(s.t. tQtiQ req

i
≥∑                                                  (9.2) 

 ),(),( tiQtiQ max≤                                                          (9.3) 

 0100 .x. ≤≤                                                             (9.4) 

 0100 .y. ≤≤                                                          (9.5) 

where MCP is the market-clearing price for the ancillary service, which 
will be discussed later, E(i,t) is the energy bid ($/MWh) component for the 
ancillary service offered by unit i at time t, Q(i,t) is the quantity of the 
ancillary service (MW) of unit i that is accepted at time t, )(tQreq  is the 

                                                                 
2 Note that this formulation could be applied to any ancillary services auction in 
the sequential auction process. 
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ancillary service requirement at time t, and ),( tiQmax  is the maximum 

quantity of the ancillary service that unit i can offer based on its ramp rate 
at time t. 

Formulation (9.1-9.5) is a nonlinear optimization problem with three 
variables, x, y, and Q(i,t). The value of y is not known until the time of 
utilization. The procedure to solve the formulation is as follows: 

 

Step 1: Start with x = 0.0. 

Step 2: Determine the MCP for the ancillary service. 

 The MCP for the ancillary service is calculated by the ISO through a 
matching process. MCP is the highest price among the accepted bids at that 
the ancillary service requirement is met. In Alternative I, the matching 
process is defined as minimizing the combined payment, whereas in 
Alternative II, the matching process is only to minimize the capacity 
payment. This is a major difference between the two alternatives. 
Mathematically, the matching process for the ancillary service at time t is 
expressed as 

∑ ⋅+
i

tiQtiExtiC )},()],(.ˆ),({[min                                                (9.6) 

 )(),(s.t. tQtiQ req

i
≥∑                                                  (9.7) 

 ),(),( tiQtiQ max≤                                                   (9.8) 

where C(i,t) is the capacity bid ($/MW) component for the ancillary service 
offered by unit i at time t, and x̂  is the specified value of x. Formulation 
(9.6–9.8) is a linear optimization problem since Q(i,t) is the only variable. 
It would be solved for all values of x.  

In Alternative I, the ISO sorts the bids based on combined bid prices 
),(.ˆ),( tiExtiC +  for all participants. The MCP for the ancillary service is 

calculated as )}],(.ˆ),([max{ tiExtiC + , representing the highest combined 
price among the accepted bids at which the ancillary services requirements 
are met. Successful bidders are paid at )],(.ˆMCP[ tiEx-  as capacity 
payment, which includes implicitly the lost opportunity cost payment. This 
is in addition to their energy price E(i,t), if they are called upon to deliver 
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in real time. If a tie happens in the ranking process, the participants will 
equally share the quantity. In Alternative II, the capacity payment is only 

)}],([max{ tiC  for accepted bids.  

Step 3: The ISO’s total payment is formulated as a function of y: 

∑ +
i

tiQtiEytiEx- ),(ˆ.)]},(.[)],(.ˆMCP{[                                 (9.9) 

where ),(ˆ tiQ  is the accepted quantity of the ancillary service of unit i at 
time t, which is the result of (9.6) – (9.8). 

The difference between Alternatives I and II is the consideration of 
the opportunity cost, which could encourage GENCOs to participate in the 
ancillary services auction. The lost opportunity cost is embedded implicitly 
in the capacity payment formula (i.e., the first term in equation 9.9) for 
Alternative I. The GENCOs could lose the chance of bidding in energy 
market if they participated in the ancillary services auction. So, as 
formulated in Alternative I for a lost opportunity, GENCOs will receive the 
difference between the MCP and their energy bid price, whether or not 
they are utilized in real time, to encourage them to bid in the ancillary 
services auction.  

Step 4: Increment x by a step size (∆x) (e.g., 0.01) to define the new x̂ as 
long as 01ˆ .x ≤  and go to step 2. 

Step 5: List the ISO’s total payment as a function of x and y to choose the 
minimum total payment. 
 
 
9.3.4 Case Study  
 
In this section, we apply several examples to discuss the following issues:  

1. Is there any direct relationship between the MCP of ancillary services 
and the ISO’s total payment?   

2. What is the role of x? What is the optimal value of x? Does the value of 
x depend on y?  

3. What are the effects of transmission congestion on the ISO’s total 
payment, ancillary services MCP, and on GENCOs revenues?  

4. Which of the two alternatives is better and why? 
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Two different auctions are studied. In the first auction, there are four bids 
from two GENCOs and no transmission congestion is assumed. In the 
second auction, there are ten bids from three GENCOs and the auction is 
analyzed with and without transmission congestions in the forward energy 
market. However, in the following studies, we do not concern the reader 
with a specific type of ancillary services auction. We use a design that may 
be applied to any ancillary service auction in the sequential auction 
process. 
 
  
 9.3.4.1 4-Bid Auction with No Congestion  
 
In this auction, there are two GENCOs A and B. Each has 2 generating 
units with a total reserve capacity of 40 MW. The bids submitted by these 
GENCOs are given in Table 9.1. The ISO has a reserve requirement of 40 
MW at a certain hour. 

Table 9.2 shows the ranking process and accepted quantities with the 
corresponding MCP for certain values of x. In this case, for all values of x, 
GENCO A’s bids are always accepted and GENCO B’s bids are rejected 
since the combined bid price of GENCO A is always lower. MCP is the 
highest accepted combined price as shown in Table 9.2 by bold numbers. 
Note the combined bid price is defined as ),(.),( tiExtiC + . 

 
Table 9.1 Ancillary Services Bids 

 
GENCO 

Capacity Bid 
($/MW) 

Energy Bid 
($/MWh) 

Quantity 
(MW) 

G1 10.0 50.0 20.0 
A G2 15.0 60.0 20.0 

G3 20.0 70.0 20.0 
B G4 25.0 80.0 20.0 

 
 

Table 9.2 Ranking Process, Accepted Quantities, and MCP 

 
 

GENCO 

Combined 
Price at 
 x = 0.0 

Accepted 
Reserved 
Quantity 

Combined 
Price at 
x = 0.5 

Accepted 
Reserved 
Quantity 

Combined 
Price at 
x = 1.0 

Accepted 
Reserved 
Quantity 

G1 10 20 35 20 60 20 
A G2 15 20 45 20 75 20 

G3 20 0 55 0 90 0 
B G4 25 0 65 0 105 0 
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The energy payment is calculated by ranking the accepted bids again 
based on the energy component of the bid price as shown in Table 9.3. The 
results for the ISO’s total payments are shown in Table 9.4. The optimal 
value for the weighting factor x is zero for all values of y.  

To show how the optimal weighting factor will be affected by the 
participants’ energy bid, we change the bids in Table 9.1 to those in Table 
9.5. Note that we only changed GENCO B’s energy bid. 

 
Table 9.3 Energy Bid Part Ranking and Utilized Quantities 

Utilized Reserve Quantity  (MW) 

GENCO 

Accepted 
Reserved 
Quantity 

(MW) 

Energy 
Bid 

($/MWh) y=0.0 y=0.25 y=0.5 y=0.75 y=1.0 

G1 20 50 0 10 20 20 20 
A G2 20 60 0 0 0 10 20 

 
 

Table 9.4 MCP and the ISO’s Total Payment 

Weighting Factor (x) Real-time Utilization 
Factor (y) 0.00 0.125 0.25 0.5 1.0 

0.000 600 625 650 700 800 
0.125 850 875 900 950 1050 
0.250 1100 1125 1150 1200 1300 
0.375 1350 1375 1400 1450 1550 
0.500 1600 1625 1650 1700 1800 
0.625 1900 1925 1950 2000 2100 
0.750 2200 2225 2250 2300 2400 
0.875 2500 2525 2550 2600 2700 
1.000 2800 2825 2850 2900 3000 

MCP  ($/MW) 15.0 22.5 30.0 45.0 75.0 
 
 

Table 9.5 Ancillary Service Bids 

 
GENCO 

Capacity Bid 
($/MW) 

Energy Bid 
($/MWh) 

Quantity 
(MW) 

G1 10.0 50.0 20.0 
A G2 15.0 60.0 20.0 

G3 20.0 10.0 20.0 
B G4 25.0 10.0 20.0 
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 Table 9.6 shows the ranking process and accepted quantities with the 
corresponding MCPs for different values of x. In this case, the accepted 
bids are different, and the situation is changed to the advantage of GENCO 
B. The MCP is the highest accepted combined price as shown by bold 
numbers in Table 9.6. 

Table 9.7 shows the MCP and the ISO’s total payment for different 
values of y. Also, it shows the effect of x on the ISO’s total payment for 
different values of y. The results support the idea that x has an important 
role in minimizing the ISO’s total payment. The reserve MCP is increasing 
with increasing x while the ISO’s total payment is fluctuating. The optimal 
value for x is greater than zero for most values of y. According to Table 
9.7, if y is 0.0, the optimal values of x are 0.0 or 0.25. For y between 0.0 
and 0.75, the optimal value of x is 0.25; for y larger than 0.75, the optimal 
value of x is larger than 0.375. 

 
 

Table 9.6 Ranking Process, Accepted Quantities and MCP 

GENCO 
Combined 

Price at 
x = 0.0 

Accepted 
Quantity 

Combined 
Price at 
x = 0.5 

Accepted 
Quantity 

Combined 
Price at 
x = 1.0 

Accepted 
Quantity 

G1 10 20 35 0 60 0 
A G2 15 20 45 0 75 0 

G3 20 0 25 20 30 20 
B G4 25 0 30 20 35 20 

 
 
 

Table 9.7 MCP and the ISO’s Total Payment 

Weighting Factor (x) Real-Time Utilization 
Factor (y) 0.00 0.125 0.25 0.375 0.5 0.625-1.0 

0.000 600 700 600 700 1000 1000 
0.125 850 750 650 750 1050 1050 
0.250 1100 800 700 800 1100 1100 
0.375 1350 850 750 850 1150 1150 
0.500 1600 900 800 900 1200 1200 
0.625 1900 1150 1050 1150 1250 1250 
0.750 2200 1400 1300 1400  1300 1300 
0.875 2500 1650 1550 1650 1350 1350 
1.000 2800 1900 1800 1900 1400 1400 

MCP  ($/MW) 15.0 21.25 22.5 28.75 30.0 31.25-35.0 
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 9.3.4.2 10-Bid Auction with No Congestion  
 
A restructured 30-bus system with 10 generating units and 42 transmission 
lines is used to illustrate the proposed ancillary service auction. The system 
consists of three GENCOs: A, B and C. GENCOs A and B each has 3 
generating units with a reserve capacity of 30 MW, and GENCO C has 4 
units with a reserve capacity of 50 MW. Bids submitted by GENCOs are 
given in Table 9.8. The ISO has a reserve requirement of 65 MW at the 
given hour. The system is depicted in Figure 9.4. 
 
 

Table 9.8 Ancillary Service Bids 

GENCO 
Capacity Bid 

($/MW) 
Energy Bid 
($/MWh) 

Quantity 
(MW) 

G1 10.0 15.0 5.0 
G2 12.0 10.0 10.0 A 
G3 13.0 11.0 15.0 
G4 12.2 13.0 5.0 
G5 9.5 29.0 10.0 B 
G6 11.0 33.0 15.0 
G7 11.0 19.0 5.0 
G8 11.5 36.0 10.0 
G9 12.0 14.0 15.0 

C 

G10 9.0 56.0 20.0 
 

 

Table 9.9 shows the results for x = 0.2 in which MCP is 15.3 $/MW. 
Let us take a closer look at the accepted bidders and the corresponding 
capacity and energy payments shown in Table 9.9. The ISO pays $794.5 as 
capacity payment, which includes $391 to GENCO A, $158.5 to GENCO 
B, and $245 to GENCO C.  In Table 9.9, capacity payment for each unit is 
different since it accounts for the lost opportunity cost. Differences in the 
lost opportunity cost originate from differences in the energy part of bids as 
shown in Table 9.8.  

Note that the capacity payment is different from MCP and the 
capacity bid, as explained earlier. If the energy bid is high, then the 
capacity payment will be low, as shown in Tables 9.8 and 9.9, for G2 and 
G4. The capacity payment for G2 is higher than that of G4, but the capacity 
bid of G2 is lower than that of G4. This is due to the fact that the energy bid 
of G2 is lower than that of G4, which contributes to the lost opportunity 
cost. So, accounting for the lost opportunity cost in the capacity payment 
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formula will encourage GENCOs to lower their energy bid, which will 
lower the ISO’s total payment accordingly. 
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Figure 9.4 30-Bus System (no congestion) 
 
 

Table 9.9 Accepted Bidders and Payments by the ISO (x = 0.2) 

Capacity Payment  
 

GENCO 

Combined 
Price 

($/MW) 
Price 

($/MW) 
Quantity 

(MW) 
Payment 

($) 
Sub-total 

($) 

Energy 
Payment 

($/MWh)3 
G1 13.0 12.3 5.0 61.5 15.0 
G2 14.0 13.3 10.0 133.0 10.0 A 
G3 15.2 13.1 15.0 196.5 

391.0 
11.0 

G4 14.8 12.7 5.0 63.5 13.0 
B G5 15.3 9.5 10.0 95.0 

158.5 
29.0 

G7 14.8 11.5 5.0 57.5 19.0 
C G9 14.8 12.5 15.0 187.5 

245.0 
14.0 

 MCP=15.3  Total: 65.0  Total: 794.5  

 
 

                                                                 
3 We assume energy payment is the same as energy bid price. 
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For x = 0.05 in Table 9.10, MCP is 12.65 $/MW, which is lower than 
that of the previous case. The ISO pays $713.5 as capacity payment, which 
includes $181 to GENCO A, $277 to GENCO B and $255.5 to GENCO C. 
Note that the ISO’s capacity reservation payment decreases as energy 
payment increases by accepting G6 and G10 instead of G3, G4, and G9.  

Table 9.11 shows the results for x = 0.0 (based on capacity 
reservation bids only), which is Alternative II. MCP is 11.5 $/MW, which 
is lower than that in Alternative I. However, the energy payment is higher 
for accepting the G8 bid in addition to those of G6 and G10. The ISO pays 
$747.5 as capacity payment, which is higher than that of x = 0.05. This 
includes $57.5 to GENCO A, $287.5 to GENCO B and $402.5 to GENCO 
C. The ISO’s total payment in this case would be higher than that for x = 
0.05 which means that x = 0.0 is not the optimal weighting factor for 
minimizing the ISO’s payment. 

 
 

Table 9.10 Accepted Bidders and Payments by the ISO (x = 0.05) 

Capacity Payment  
 

GENCO 

Combined 
Price 

($/MW) 
Price 

($/MW) 
Quantity 

(MW) 
Payment 

($) 
Sub-total 

($) 

Energy 
Payment 
($/MWh) 

G1 10.75 11.90 5.0 59.5 15.0 A 
G2 12.50 12.15 10.0 121.5 

181.0 
10.0 

G5 10.95 11.20 10.0 112.0 29.0 
B G6 12.65 11.00 15.0 165.0 

277.0 
23.0 

G7 11.95 11.70 5.0 58.5 19.0 
C G10 11.80 9.85 20.0 197.0 

255.5 
56.0 

 MCP=12.65  Total:  65.0  Total: 713.5  

 
 

Table 9.11 Accepted Bidders and Payments by the ISO (x=0.0) 

Capacity Payment  
 

GENCO 

Combined 
Price 

($/MW) 
Price 

($/MW) 
Quantity 

(MW) 
Payment 

($) 
Sub-total 

($) 

Energy 
Payment 
($/MWh) 

A G1 10.0 11.5 5.0 57.5 57.5 15.0 
G5 9.5 11.5 10.0 115.0 29.0 B 
G6 11.0 11.5 15.0 172.5 

287.5 
33.0 

G7 11.0 11.5 5.0 57.5 19.0 
G8 11.5 11.5 10.0 115.0 36.0 C 
G10 9.0 11.5 20.0 230.0 

402.5 
56.0 

 MCP = 11.5  Total:  65.0  Total:  747.5  
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Table 9.12 shows the effect of x on the ISO’s total payment for 
different values of y. In Table 9.12, MCP is increased by incrementing x 
while the ISO’s total payment is fluctuating. The optimal value for x is 
0.07 if y is expected to be less than 50%. Otherwise, the optimal value of x 
is 0.19 as shown by bold numbers in Table 9.12. 

Note that when the ISO uses the optimal value for x, the ISO’s total 
payment is minimized and consequently DISCOs’ payments are 
minimized. Also, MCP for the optimal x is higher than that of x = 0.0 as 
shown in Table 9.12, which presumably encourages GENCOs to 
participate in this market. 

If the ISO uses the optimal value of x = 0.07 for y less than 50%, 
then the calculated MCP is 12.98 $/MW, with results shown in Table 9.13. 
The ISO pays $711.4 as capacity payment which includes $182.45 to 
GENCO A, $109.5 to GENCO B and $419.45 to GENCO C.   

 

 
Table 9.12 MCP and the ISO’s Total Payment for Different Values of x 

Weighting Factor (x) Real-Time Utilization 
Factor (y) 0.00 0.05 0.07 0.1 0.19 0.2 

0.000 747.500 713.5 711.400 816.5 790.850 794.5 
0.125 881.875 794.75 792.650 897.75 872.100 875.75 
0.250 1098.750 912.25 898.90 985.25 959.600 963.25 
0.375 1351.875 1110.375 1012.65 1074.625 1048.975 1052.625 
0.500 1620.000 1356.0 1168.90 1181.5 1155.850 1159.5 
0.625 1905.000 1624.125 1404.525 1295.25 1269.600 1273.25 
0.750 2272.500 1978.5 1640.150 1412.75 1387.100 1390.75 
0.875 2727.500 2433.5 2061.400 1630.875 1605.225 1608.875 
1.000 3182.500 2888.5 2516.400 1866.5 1840.850 1844.5 

MCP  ($/MW) 11.50 12.65 12.98 14.10 15.09 15.30 

 
 

 
            Table 9.13 Accepted Bidders and Payments by the ISO (x = 0.07) 

Capacity Payment 
GENCO 

Combined 
Price 

($/MW) 
Price 

($/MW) 
Quantity 

(MW) 
Payment 

($) 
Sub-total 

($) 

Energy 
Payment 
($/MWh) 

G1 11.05 11.93 5 59.65 15.0 A 
G2 12.70 12.28 10 122.80 

182.45 
10.0 

B G5 11.53 10.95 10 109.50 109.50 29.0 
G7 12.33 11.65 5 58.25 19.0 
G9 12.98 12.00 15 180.00 14.0 C 
G10 12.92 9.06 20 181.20 

419.45 
56.0 

 MCP=12.98  Total:  65.0  Total:  711.4  
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Similarly, if the ISO uses the optimal value of x = 0.19 for y greater than or 
equal to 50%, the calculated MCP is 15.09 $/MW, with results shown in 
Table 9.14. In this case, the ISO pays $790.85 as capacity payment which 
includes $388.1 to GENCO A, $158.9 to GENCO B and $243.85 to 
GENCO C. 

 
Figure 9.5 shows the effect of x on the ISO’s total payment for 

different values of y. It is apparent that in the case of Alternative II, the ISO 
could face higher energy payments in real time. However, GENCOs’ total 
revenue at x=0.19 and y<0.05 is higher than that of x=0.0 which points to 
the design of an optimal value for x by the ISO. 

 
 

Table 9.14 Accepted Bidders and Payments by the ISO (x=0.19) 

Capacity Payment 
GENCO 

Combined 
Price 

($/MW) 
Price 

($/MW) 
Quantity 

(MW) 
Payment 

($) 
Sub-total  

($) 

Energy 
Payment 
($/MWh) 

G1 12.85 12.24 5.0 61.20 15.0 
G2 13.90 13.19 10.0 131.90 10.0 A 
G3 15.09 13.00 15.0 195.00 

388.10 
11.0 

G4 14.67 12.62 5.0 63.10 13.0 B 
G5 15.01 9.58 10.0 95.80 

158.90 
29.0 

G7 14.61 11.48 5.0 57.40 19.0 C 
G9 14.66 12.43 15.0 186.45 

243.85 
14.0 

 MCP=15.09  Total: 65.0  Total: 790.85  
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Figure 9.5 ISO’s Total Payment versus Real-time Utilization Factor 
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 9.3.4.3 10-Bid Auction with Congestion  
 
The same system as the preceding one is used here. For the congested case, 
the ISO would establish two zones as shown in Figure 9.6. Bids in Table 
9.8 are used again based on zones as shown in Table 9.15. Hence, for each 
ancillary service, we will have an auction in each zone. Here, we assume 
that the ISO’s ancillary service requirements are 20 and 45 MW in zones 1 
and 2, respectively. Also we assume that each unit participates in the 
ancillary service auction in its own zone. 

 

Table 9.15 Zonal Ancillary Service Bids 

Zone GENCO Capacity Bid 
($/MW) 

Energy Bid 
($/MWh) 

Quantity 
(MW) 

A G3 13.0 11.0 15.0 
G7 11.0 19.0 5.0 1 

C 
G9 12.0 14.0 15.0 
G1 10.0 15.0 5.0 A 
G2 12.0 10.0 10.0 
G4 12.2 13.0 5.0 
G5 9.5 29.0 10.0 
G6 11.0 33.0 15.0 

B 

G8 11.5 36.0 10.0 

2 

C G10 9.0 56.0 20.0 

 
 

Zonal ancillary service auctions for x = 0.19 are given in Table 9.16 
in which zonal MCPs are different from those without congestion. 
However, the most important issue is the effect of congestion on the ISO’s 
total payment. The ISO pays $817.65 as capacity payment, which is higher 
than that without congestion. The payment represents $225.8 to GENCO A, 
$356.6 to GENCO B, and $235.25 to GENCO C. Note that the energy 
payment is higher than that without congestion due to the ISO’s accepting 
G6 instead of G3. Here, if we assume that y = 1.0 for the energy payment 
calculations, the ISO’s total payment would be $2147.65, which is higher 
than that without congestion where the total payment is $1840.85. 

GENCO B has a higher capacity reservation payment than it had 
without congestion and a higher energy payment because G6 was accepted 
instead of G3. By contrast, GENCO A has a lower capacity reservation 
payment than that without congestion, and it has lost the energy payment 
for G3. GENCO C was not affected much compared to GENCOs A and B. 
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Figure 9.6 30-Bus System (Case with Congestion) 

 
 

 
Table 9.16 Zonal Ancillary Services Auction (x = 0.19) 

Capacity Payment  
 

Zone 

 
 

GENCO 

Combined 
Price 

($/MW) 
Price 

($/MW) 
Quantity 

(MW) 
Payment 

($) 
Sub-total 

($) 

Energy 
Payment 
($/MWh) 

G7 14.61 11.05 5.0 55.25 19.0 C 
G9 14.66 12.00 15.0 180.00 

235.25 
14.0 1 

  MCP: 14.66  Total: 20.0    
G1 12.85 14.42 5.0 72.10 15.0 A 
G2 13.90 15.37 10.0 153.70 

225.8 
10.0 

G4 14.67 14.80 5.0 74.00 13.0 
G5 15.01 11.76 10.0 117.60 29.0 B 
G6 17.27 11.00 15.0 165.00 

356.0 
33.0 

2 

  MCP: 17.27  Total: 45.0    
       Total: 817.65  
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Table 9.17 shows the results for Alternative II, x = 0. From Table 
9.17, MCP in zone 1 is 12.0 $/MW, which is higher than that without 
congestion where MCP was 11.5 $/MW, and the MCP in zone 2 is 11.0 
$/MW, which is lower than that without congestion. So, the zonal MCP 
could be higher or lower in the case of congestion. 

The ISO pays $735.0 as capacity payment which includes $55.0 to 
GENCO A, $220.0 to GENCO B, and $460.0 to GENCO C. GENCO A 
receives a lower capacity payment since MCP in zone 2 is lower than that 
of no-congestion case. Also, GENCO B receives a lower capacity payment 
in the case of congestion. GENCO C has a higher capacity payment since 
MCP in zone 1 is higher than that of no-congestion case with a lower 
energy payment. This is because the G8 bid is rejected in the case of 
congestion. 

In the congestion case, if we assume y = 1.0 for the energy payment 
calculations, the ISO’s total payment is $2855.0, which is lower than that 
of no-congestion case where the total payment was $3182.5. Note that the 
energy payment is lower than that of no-congestion case due to the ISO’s 
accepting the G9 bid instead of the G8 bid. This shows that congestion can 
be advantageous to DISCOs. 
 

 
 

Table 9.17 Zonal Ancillary Services Auction (x = 0) 

Capacity Payment  
 

Zone 

 
 

GENCO 

Combined 
Price 

($/MW) 
Price 

($/MW) 
Quantity 

(MW) 
Payment 

($) 
Sub-total 

($) 

Energy 
Payment 
($/MWh) 

G7 11.0 12.0 5.0 60.0 19.0 C 
G9 12.0 12.0 15.0 180.0 

240.0 
14.0 1 

  MCP: 12.0  Total: 20.0    
A G1 10.0 11.0 5.0 55.0 55.0 15.0 

G5 9.5 11.0 10.0 110.0 29.0 B 
G6* 11.0 11.0 10.0 110.0 

220.0 
33.0 

C G10 9.0 11.0 20.0 220.0 220.0 56.0 
2 

  MCP:  11.0  Total:  
45.0    

       Total:  
735.0  

* Only 10 MW out of 15 MW is accepted. 
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9.3.5 Discussions 
 
Competitive markets for energy supply require competitive markets for 
ancillary services. This section presents two alternative designs that can be 
used for any ancillary services auction in the sequential auction process. 
The first alternative, which is the proposed ancillary services auction 
design, allows bids to be ranked on the basis of both the capacity 
reservation and the energy. The second alternative, which follows the 
initial market design of the California ISO, allows ranking that is based on 
only capacity reservation bids.  

Through case studies, we find the first alternative design to be 
superior to the second design. First, it shows higher MCPs of ancillary 
services, which should encourage GENCOs to participate in the ancillary 
services market. Second, it accounts for the lost opportunity cost in the 
capacity payment, which should encourage GENCOs to bid low in the 
energy part of the auction. Third, it lowers the ISO’s total payment, which 
benefits the DISCOs. Last, it hedges the ISO and DISCOs payments 
against the GENCOs’ extremely high energy bids. A difficulty of the first 
alternative is how to set an optimal weighting factor as it depends on the 
real-time utilization of the ancillary services, addressed in this section.  

The second alternative may result in higher systemwide revenues for 
GENCOs. The disadvantage of this alternative for DISCOs is the high total 
payment and the possibility of having extremely high energy payments. 
The low MCPs in the second alternative do not mean lower payments by 
DISCOs. On the contrary, their energy payment may be very high due to 
the fact that the energy bids are neglected in the ranking process. In this 
alternative, MCP does not depend on the energy bids. 

 The designs of ancillary services auctions reveal an interesting 
dilemma between cost minimization by the ISO and profit maximization by 
the bidders. Congestion has a great effect on the decision played out in the 
ancillary services auctions. In times of congestion, some GENCOs have 
worse bidding chances while intelligent bidders with alternative design 
have higher chances of success.  
 
 
9.4  FORWARD ANCILLARY SERVICES AUCTION– 

SIMULTANEOUS APPROACH 
 
In the initial market design for ancillary services, CAISO adopted the 
sequential approach. Each market was operated separately and cleared 
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sequentially, proceeding from regulation, to spinning reserve, to non-
spinning reserve, and last to replacement reserve. This approach was easy 
to implement. However, some unexpected phenomena emerged after the 
implementation. For instance, lower cost bids with higher value were not 
utilized, and prices for lower quality services (e.g., replacement reserve) 
were higher than those for higher quality services (e.g., spinning reserve)4. 
Similar problems also existed in the New England ISO and the New York 
ISO.  

The reason why lower cost/higher value bids are left unused is that 
substitutability of ancillary services is not well utilized. An important 
aspect of ancillary services is their hierarchical nature that allows the 
substitution of a higher quality service for a lower quality one. Both the 
social efficiency and the rational procurement behavior dictate that such 
substitution should be allowed. In a sequential auction, it is possible that 
some of higher value bids are not accepted in the initial auction round. If 
those bids are not considered in a later auction round, these ancillary 
services are not utilized. To solve this problem, CAISO redesigned the 
auction rules and proposed a “rational buyer” auction that allows a 
simultaneous auction of ancillary services and the substitution of a higher 
quality ancillary service for a lower quality ancillary service5. Specifically, 
CAISO would need to procure four types of reserves: regulation, spinning, 
non-spinning, and replacement reserves. These products are hierarchically 
substitutable. Regulation resource could be used for any other services. 
Spinning reserve could be used for non-spinning reserve and replacement 
reserve. Non-spinning reserve could provide replacement reserve. 

The phenomenon that prices for lower quality services would be 
higher than prices for higher quality services is called “price reversal.” 
Ideally, in a competitive market, higher quality services should possess 
higher prices. However, a sequential auction with independent uniform 
MCPs in each round and without a substitution of a higher quality service 
for a lower quality service could result in a price reversal. Price reversals 
could pose serious incentive compatibility problems, since the price-taking 
generators that could anticipate such a reversal might be inclined to 
understate their capability and wait for a later round of the sequential 
auction that could fetch a higher MCP. With market power, the situation 
could be exacerbated as losing players in the early rounds raise their bids in 
subsequent rounds when they perceive a potential scarcity of services. The 
                                                                 
4 For reserves, faster response reserves are graded as higher quality or higher 
value. 
5 Another purpose of the rational buyer auction is to decrease the total cost of the 
procurement of ancillary services. 
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rational buyer auction could reduce the price reversal mechanism to some 
extent but could not avoid it. It has been observed that a simultaneous 
auction with marginal pricing and substitution can avoid price reversals6.   

In this section, we introduce a few features of the simultaneous 
auction design of ancillary services. Two simultaneous approaches are 
discussed and examples are presented. For simplicity and clarity, we 
consider four ancillary services as in CAISO: regulation, spinning reserve, 
non-spinning reserve, and replacement reserve. 

 
9.4.1 Design Options for Simultaneous Auction of Ancillary Services 
 
Within the framework of a simultaneous auction, we could have various 
design options depending on the objective of the auction and the settlement 
procedures (i.e., settlement rule or pricing rule) in the auction. These two 
principles regarding the design options would enable the substitution of 
high quality services for low quality services to reduce (or prevent) price 
reversals. 

The objective of our auction market could be to minimize the social 
cost or minimize the procurement cost. The social cost refers to the actual 
cost of the required services. In the restructuring paradigm, it is not easy to 
measure the social cost since services are rendered as bids, which may not 
represent the true cost of services. If we assume that the bids are close to 
their true costs, we could minimize the social costs for the accepted bids. 
The procurement cost refers to the cost to procure the required services. 

If the accepted bids are paid using a uniform price, the social cost 
might be different from the procurement cost. For example, if accepted 
bids for regulation are 100 MW @ 5 $/MW and 50 MW @ 10 $/MW, the 
MCP would be 10 $/MW. The social cost would be 100 x 5 + 50 x 10 = 
$1000, while the procurement cost would be (100 + 50) x 10 = $1500. 

In general, there are two market settlement rules: uniform pricing and 
pay-as-bid pricing. In uniform pricing, all market participants with 
accepted bids would be paid a uniform price regardless of their bids. In 
pay-as-bid pricing, the market participants with accepted bids are paid 
according to their bids. In uniform pricing, there are different ways of 
determining the uniform price, namely through marginal pricing and 
substitution pricing (including demand substitution and supply 
substitution).  
                                                                 
6 The problem with marginal pricing is, however, that it may significantly increase 
the procurement costs. 
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Marginal pricing means that the marginal cost of a service is its price. 
In demand substitution pricing, the demand for a lower quality service can 
be substituted by a higher quality service and the price is set to the highest 
accepted bid of that service. In a supply substitution pricing, the supply for 
a higher quality service can be used for a lower quality service and the 
price is set to the highest accepted bid of that service.  

There is a slight distinction between the demand substitution pricing 
and the supply substitution pricing. Assume that bids submitted to the ISO 
are 100 MW @ 5 $/MW and 50 MW @ 10 $/MW for regulation, and 200 
MW @ 8 $/MW for spinning reserve. The demand for regulation is 50 
MW and for spinning reserve is 150 MW.  

• By a demand substitution, to meet the demand for regulation, the ISO 
would procure 50 MW @ 5 $/MW regulation, thus the procurement 
price for regulation would be 5 $/MW with a procurement cost of 50 x 
5 = $250. To meet the demand for spinning reserve, the ISO would 
procure 50 MW @ 5 $/MW regulation but would use it for spinning 
reserve and another 100 MW @ 8 $/MW spinning reserve, thus the 
procurement price for spinning reserve would be 8 $/MW with a 
procurement cost of 150 x 8 = $1200. So, by a demand substitution, the 
total procurement cost would be 250 +1200 = $1450.  

• By a supply substitution, the ISO would procure 50 MW @ 5 $/MW 
regulation. Next, the ISO would procure another 50 MW @ 5 $/MW 
regulation but would use it as spinning reserve. Thus, the total 
procured regulation would be 100 MW, the procurement price would 
be 5 $/MW with a procurement cost of 100 x 5 = $500. Then, the ISO 
would procure 100 MW @ 8 $/MW spinning reserve, thus the 
procurement price for spinning reserve would be 8 $/MW with a 
procurement cost of 100 x 8 = $800. So, by a supply substitution, the 
total procurement cost would be 500 + 800 = $1300.  

Comparing the two options, we conclude that the procured services (100 
MW regulation and 100 MW spinning reserve), and the social costs (100 x 
5 + 100 x 8 = $1300) are the same. However, the procurement costs are 
different: the supply substitution saves the procurement cost by (1450 - 
1300 = $150).  

Figure 9.7 summarizes the different options for ancillary services 
auction design. In general, we could select any of the objectives and any of 
the settlement rules to design the auction market. Some exceptions are as 
follows: In pay-as-bid pricing, the procurement cost is the same as the 
social cost, so there is no difference between the two objectives. In 
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marginal pricing, we could not use the objective of procurement cost 
minimization, since the procurement price (marginal cost) would depend 
on the objective function and could not appear at the objective function.  

 

 

 

 

 

 

 

 

 

 

 
Figure 9.7 Simultaneous Auction Design Options for Ancillary Services 

 
 
9.4.2 Rational Buyer Auction 
 
The rational buyer auction is the redesigned auction mechanism for 
ancillary services in California. The impetus behind the rational buyer 
auction is CAISO’s intend to adopt a common sense rule of substituting 
higher quality lower cost services for lower quality higher cost services, 
when it would reduce the total procurement cost. The objective of the 
rational buyer is to minimize the total procurement cost. The rational buyer 
auction would utilize a supply substitution pricing in which all market 
participants would be paid a uniform price for each ancillary service, and 
the price for an ancillary service would be set as the highest accepted bid of 
that ancillary service. According to this pricing rule, the buyers of an 
ancillary service, say a spinning reserve, might end up paying more if the 
spinning reserve is also used as a non-spinning reserve, thus raising the 
MCP for the spinning reserve. 

In the rational buyer auction, each generator would submit a single 
bid for each ancillary service simultaneously, which would specify the 
type, the price, and the quantity of the ancillary service. After receiving the 
bids, the ISO could use any of the procured ancillary services to meet the 
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Social cost minimization 

Procurement cost minimization 

Settlement 
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Uniform pricing 

Pay-as-bid pricing 

Substitution pricing 

Marginal pricing 

Supply substitution pricing 
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demand. Hence, the ISO would enable the substitution of a high quality 
service for a low quality service. In summary, there are two substantial 
differences between the rational buyer auction design and the original 
auction design in California: it shifts from a sequential design to a 
simultaneous design, and it enables the ISO to exploit the substitutability 
among different ancillary services.  

 
 
9.4.2.1 Formulation of the Rational Buyer Auction 
 

Mathematically, the substitutability can be expressed as follows: 

 RGRG ds ≥   (9.10a) 

 SRRGSRRG ddss +≥+   (9.10b) 

 NRSRRGNRSRRG dddsss ++≥++   (9.10c) 

 RRNRSRRGRRNRSRRG ddddssss +++≥+++   (9.10d) 

where s refers to supply, d refers to demand, RG refers to regulation, SR 
refers to spinning reserve, NR refers to non-spinning reserve and RR refers 
to replacement reserve. 

In comparison, without a substitution, we could meet the demand for 
each ancillary service as follows: 

 RGRG ds ≥   (9.11a) 

 SRSR ds ≥   (9.11b) 

 NRNR ds ≥   (9.11c) 

 RRRR ds ≥   (9.11d) 

Mathematically, (9.11) is more viable than (9.10). In essence, if 
(9.11) could hold, (9.10) would also hold. However, the reverse of this 
axiom may not be true. 

An ancillary service bid would represent a price and a quantity. So, 
for each ancillary service, it is possible to rank bids according to bidding 
prices and get a stepwise supply curve, as shown in Figure 9.8. The MCP 
for an ancillary service is the price on the supply curve corresponding to 
the total procured service, which is the price of the highest accepted bid for 
that ancillary service.  
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Figure 9.8 Supply Curve for Ancillary Service 

 

The mathematical formulation of the rational buyer auction 
implemented in California is as follows: 
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                              (9.12) 

subject to (9.10), where )( RGRG sp  is the regulation supply curve, 
)( SRSR sp  is the spinning reserve supply curve, )( NRNR sp  is the non-

spinning reserve supply curve, and )( RRRR sp  is the replacement reserve 
supply curve. 

 
9.4.2.2 Solution of the Rational Buyer Auction 
 

Analyzing the objective function, we notice that the MCP for an ancillary 
service is a function of its procured quantity, which is a variable in the 
formulation. So the problem cannot be solved using the standard linear 
programming technique. One option is to use an exhaustive search that 
would evaluate all possible price combinations, since the total number of 
possible MCP combinations is a finite number [Liu00]. However, this 
finite number may be too large to make the method practical for a 
reasonably large system. Another option is to formulate the problem as a 
simple dynamic programming problem as follows [Ore01]: 

 

s 

p 
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In the formulation above, for simplicity, we define 

 RGRG sS =  RGRG dD =  (9.14a) 

 SRRGSR ssS +=  SRRGSR ssD +=  (9.14b) 

 NRSRRGNR sssS ++=  NRSRRGNR dddD ++=  (9.14c) 

   RRNRSRRGRR ssssS +++= RRNRSRRGRR ddddD +++=  (9.14d) 

 )()( xpxxC RGRG ×=  (9.15a) 

 )()( xpxxC SRSR ×=  (9.15b) 

 )()( xpxxC NRNR ×=  (9.15c) 

 )()( xpxxC RRRR ×=  (9.15d) 

 
The physical meaning of RRS  (or RRD ) is the cumulative supply (or 
demand) for replacement reserve and better quality ancillary services. 
Others can be similarly explained. (.)RGC  is the total payment for 
regulation, (.)SRC  for spinning reserve, (.)NRC  for non-spinning reserve, 
and (.)RGC  for replacement reserve.   

 Equation (9.13) is a four-stage dynamic programming problem. The 
solution involves one forward and one backward pass. In the forward pass, 
for each ancillary service, we first compute the cost of acquiring any 
feasible quantity if the demand for an ancillary service is only satisfied by 
the same type of ancillary service (no substitution). Then, we start with the 
most inner minimization and compute the cost of acquiring any feasible 
quantity of regulation capacity in the range between the demand for 
regulation and the combined demand for all services, which is trivial with 
the previous step. Next, we compute the least cost feasible mix of 
regulation and spinning reserve for any total amount of the two in the range 
between the combined demand for the two and the demand for all services 
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combined, subject to the constraint that the regulation capacity exceeds the 
demand for regulation. We then compute the least cost feasible mix of the 
first two services and non-spinning reserve for each possible total amount 
of the three, and so on. In the backward pass we start with the total amount 
of the four ancillary services and trace back the least cost path from which 
we can extract the optimal procured quantity of each resource type. Once 
we have these quantities, we can use the supply functions to determine the 
corresponding market-clearing prices. 

In practice, we could discretize the supply and demand quantities 
using an appropriate increment for the required precision. The computation 
time will depend on that increment. 

 
 
9.4.2.3 Numerical Example 
 

Consider the following example. There are two bidders, each bidding for 
the four ancillary services markets. The bids are shown in Table 9.18 and 
the requirements for all ancillary services are shown in Table 9.19. For this 
example, we use an increment of 2 MW. 

 
Step 0: For each ancillary service, compute the cost of acquiring any 

feasible quantity if the demand for an ancillary service could only be 
satisfied by the same type of ancillary service (no substitution). It is easy to 
obtain Table 9.20. Consider a regulation example. From the bidding 
information, if the demand is less than or equal to 16MW, the only 
accepted bid would be from B with an MCP of 6 $/MW. If the demand is 
larger than 16MW, part of the bid from A would be accepted and A would 
set the MCP at 7 $/MW. 
 

Table 9.18 Ancillary Services Bids 

Regulation Spinning Reserve Non-Spinning Reserve Replacement Reserve  
 

Bidder 
Price 

($/MW) 
Quantity 

(MW) 
Price 

($/MW) 
Quantity 

(MW) 
Price 

($/MW) 
Quantity 

(MW) 
Price 

($/MW) 
Quantity 

(MW) 
A 7 10 10 10 8 6 12 14 
B 6 16 5 4 9 10 3 10 

 
 

Table 9.19 Ancillary Services Demand 

 
Type 

 
Regulation 

Spinning 
Reserve 

Non-Spinning 
Reserve 

Replacement 
Reserve 

Demand (MW) 12 12 12 12 
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Step 1: Compute the cost of acquiring any feasible quantity of the 
regulation capacity within a range between the demand for regulation (12 
MW) and the combined demand for all services (12 + 12 + 12 + 12 = 48 
MW). Since the maximum regulation that A and B can provide is (10 + 16 
= 26 MW), the actual range would be between 12 MW and 26 MW. From 
Table 9.20, we can easily get Table 9.21. 

 
Step 2: compute the least cost feasible mix of regulation and spinning 

reserves within a range that is between the combined demand for the two 
services (12 + 12 = 24 MW) and the combined demand for all services (48 
MW), subject to the constraint that the regulation capacity would exceed 
the demand for regulation (12 MW). Since the maximum amount of 
regulation and spinning reserve that A and B would be able to provide is 
(10 + 16 + 10 + 4 = 40 MW), the range would be between 24 MW and 40 
MW. 

 
Table 9.20 Step 0 of Example on Rational Buyer Auction 

For Regulation For Spinning Reserve For Non-spinning 
Reserve 

For Replacement 
Reserve Demand 

(MW) 
A B Cost  A B Cost  A B Cost  A B Cost  

2 0 2 12 0 2 10 2 0 16 0 2 6 
4 0 4 24 0 4 20 4 0 32 0 4 12 
6 0 6 36 2 4 60 6 0 48 0 6 18 
8 0 8 48 4 4 80 6 2 72 0 8 24 
10 0 10 60 6 4 100 6 4 90 0 10 30 
12 0 12 72 8 4 120 6 6 108 0 12 36 
14 0 14 84 10 4 140 6 8 126 0 14 42 
16 0 16 96 - - - 6 10 144 2 14 192 
18 2 16 126 - - - - - - 4 14 216 
20 4 16 140 - - - - - - 6 14 240 
22 6 16 154 - - - - - - 8 14 264 
24 8 16 168 - - - - - - 10 14 288 
26 10 16 182 - - - - - - - - - 

 
Table 9.21 Step 1 of Example on Rational Buyer Auction 

Regulation (MW) Demand 
(MW) A B 

Total Cost 
($) 

12 0 12 72 
14 0 14 84 
16 0 16 96 
18 2 16 126 
20 4 16 140 
22 6 16 154 
24 8 16 168 
26 10 16 182 
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To understand Table 9.22, consider the column for spinning reserve 
in Table 9.20. For a total demand of 32 MW, the possible combinations of 
regulation and spinning reserve are shown in Table 9.23. From the table, 
the optimal combination would be to procure 26 MW regulation and 6 MW 
spinning reserve (2 MW from A and 4 MW from B) and with a total 
procurement cost of $242. Other demand scenarios would be handled 
similarly. 
 
 

Table 9.22 Step 2 of the Example on Rational Buyer Auction 

Spinning Reserve Regulation of A and B Total Demand 
(MW) A (MW) B (MW) Cost ($) MW Cost ($) 

Total Cost 
($) 

24 0 4 20 20 140 160 
26 0 4 20 22 154 174 
28 0 4 20 24 168 188 
30 0 4 20 26 182 202 
32 2 4 60 26 182 242 
34 4 4 80 26 182 262 
36 6 4 100 26 182 282 
38 8 4 120 26 182 302 
40 10 4 140 26 182 322 
 
 

Table 9.23 Explanation for Step 2 of Example on Rational Buyer Auction 

Regulation Spinning Reserve Total Cost 
MW Cost ($) MW Cost ($) ($) 
18 126 14 140 266 
20 140 12 120 260 
22 154 10 100 254 
24 168 8 80 248 
26 182 6 60 242 

 
 
It is important to note that in Step 2, the regulation capacity should 

exceed the demand for regulation. In our example, this constraint is 
naturally satisfied. Consider the bids in Table 9.24, which are similar to 
those in Table 9.18 but the price of spinning reserve is lower than that of 
regulation.  

If we minimize the procurement cost while observing the above 
constraint, the result would be shown in Table 9.25. Table 9.25 also shows 
the results without considering the constraints (in parentheses), which are 
close except that the regulation is only 10 MW when the demand is 24 
MW, and this violates the constraint. 
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Step 3: Compute the least cost feasible mix of the first two resources and 
non-spinning reserves for a total amount, which is within a range between 
the combined demand for the three services (12 + 12 + 12 = 36 MW) and 
the combined demand for all services (48 MW). This computation is 
subject to the constraint that the sum of the first two capacities would 
exceed the corresponding demand for the first two (24 MW). Note in Table 
9.26 that the maximum regulation, spinning reserve, and non-spinning 
reserve is (10 + 16 + 10 + 4 + 6 + 10 = 56 MW), which is larger than the 
demand for all services combined. If the demand is 44 MW or 46 MW, the 
two combinations would lead to the same total procurement cost. 

 
Table 9.24 Ancillary Services Bids 

Regulation Spinning Reserve Non-Spinning Reserve Replacement Reserve  
 

Bidder 
Price 

($/MW) 
Quantity 

(MW) 
Price 

($/MW) 
Quantity 

(MW) 
Price 

($/MW) 
Quantity 

(MW) 
Price 

($/MW) 
Quantity 

(MW) 
A 7 10 5 10 8 6 12 14 
B 6 16 4 4 9 10 3 10 

 
 

Table 9.25 Step 2 of Example on Rational Buyer Auction 

Spinning Reserve Regulation of A and B Total Demand 
(MW) A (MW) B (MW) Cost ($) MW Cost ($) 

Total Cost 
($) 

24 8 (10) 4 60 (70) 12 (10) 72 (60) 132 (130) 
26 10 4 70 12 72 142 
28 10 4 70 14 84 154 
30 10 4 70 16 96 166 
32 10 4 70 18 126 196 
34 10 4 70 20 140 210 
36 10 4 70 22 154 224 
38 10 4 70 24 168 238 
40 10 4 70 26 182 252 

 
 

Table 9.26 Step 3 of Example on Rational Buyer Auction 

Non-Spinning Reserve Regulation and Spinning 
Reserve of A and B 

 
Total Demand 

(MW) A (MW) B (MW) Cost ($) MW Cost ($) 

 
Total Cost 

($) 
36 6 0 48 30 202 250 
38 6 2 72 30 202 274 
40 6 4 90 30 202 292 
42 6 6 108 30 202 310 
44 6 6 (0) 108 (48) 32 (38) 242 (302) 350 
46 6 6 (0) 108 (48) 34 (40) 262 (322) 370 
48 6 6 108 36 282 390 
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Step 4: Compute the least cost feasible mix of the first three 
resources and replacement reserves for a combined demand of all services 
(48 MW), subject to the constraint that the sum of the first three capacities 
would exceed the demand for the first three (36 MW). See Table 9.27. 

 
Table 9.27 Step 4 of Example on Rational Buyer Auction 

Replacement Reserve (MW) Regulation, Spinning and Non-
spinning Reserve of A and B 

 
Total Demand 

(MW) A (MW) B (MW) Cost ($) MW Cost ($) 

 
Total Cost 

($) 
48 0 10 30 38 274 304 
 

Step 5: Start with the total amount for the four ancillary services and 
trace back the least cost path to extract the optimal procured quantity of 
each resource type.  

According to Step 4, the optimal replacement reserve is 10 MW from 
B and the sum of regulation, spinning and non-spinning reserve services is 
38 MW. According to Step 3, if the sum of regulation, spinning and non-
spinning reserve services is 38 MW, the optimal non-spinning reserve 
would be 6 MW from A, 2 MW from B, and the sum of regulation and 
spinning reserve services would be 30 MW. According to Step 2, if the 
sum of regulation and spinning reserve service is 30 MW, the optimal 
spinning reserve would be 4 MW from B and the sum of regulation would 
be 26 MW. According to Step 1, if the regulation service is 26 MW, the 
optimal regulation procurement would be 10 MW from A and 16 MW from 
B. The final procurement schedule for all ancillary services is shown in 
Table 9.28. Note that although the demand for regulation is only 12 MW, 
we procure 26 MW regulation. The difference (16 - 12 = 14 MW) is for 
spinning reserve (12 - 4 = 8 MW), non-spinning reserve (12 - 8 = 4 MW) 
and replacement reserve (12 - 10 = 2 MW). 

Step 6: Use the supply functions to determine the corresponding 
MCPs. The MCP for a specific ancillary service is the bidding price of the 
highest accepted bid for that ancillary service. The results are shown in 
Table 9.29. Table 9.30 compares the rational buyer auction with the 
auction without substitution. The rational buyer auction saves a 
procurement cost of (444 - 304 = $140). 
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Table 9.28 Procurement Schedule 

 
Bidder 

Regulation 
(MW) 

Spinning 
Reserve (MW) 

Non-spinning 
Reserve (MW) 

Replacement 
Reserve (MW) 

A 10 0 6 0 
B 16 4 2 10 

Total 26 4 8 10 
 

Table 9.29 Market Clearing Prices 

Regulation 
($/MW) 

Spinning Reserve 
($/MW) 

Non-spinning 
Reserve ($/MW) 

Replacement 
Reserve ($/MW) 

7 5 9 3 
 

Table 9.30 Comparison of Rational Buyer Auction and Auction without Substitution 

No Substitution Rational Buyer 
Service Demand 

(MW) Purchase 
(MW) 

MCP 
($/MW) 

Cost  
($) 

Purchase 
(MW) 

MCP 
($/MW) 

Cost  
($) 

Regulation 12 12 6 72 26 7 182 

Spinning 
reserve 12 12 10 120 4 5 20 

Non-spinning 
reserve 12 12 9 108 8 9 72 

Replacement 
reserve 12 12 12 144 10 3 30 

Total 48 48 – 444 48 – 304 

 
 
9.4.3 Marginal Pricing Auction 
 
According to the previous section, a rational buyer auction can reduce the 
total procurement cost because it would enable the substitution of a higher 
quality lower cost service for a lower quality higher cost service. However, 
the problem of price reversal would still exist. For example, the MCP for 
non-spinning reserve (9 $/MW) is larger than the MCP for regulation (7 
$/MW) and the MCP for spinning reserve (5 $/MW). In this regard, 
marginal pricing is an option to avoid price reversal. 

In marginal pricing auction, the objective is to minimize the total 
social cost and the substitution of a high quality service for a low quality 
service is enabled. All market participants are paid a uniform price for each 
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ancillary service, and the price for an ancillary service is determined as the 
marginal cost of that ancillary service. 

Note that in marginal pricing, the objective cannot be the 
minimization of procurement cost since the procurement price is the 
marginal cost, which is not given prior to optimization.  

 
 
9.4.3.1 Formulation of the Marginal Pricing Auction 
 

Assume that bids would represent their true costs. According to the Figure 

9.8, the social costs would be given as ∫ RGs 

  RG dssp
0

)( , ∫ SRs 

  SR dssp
0

)( , 

∫ NRs 

  NR dssp
0

)( , and ∫ RRs 

  RR dssp
0

)(  for regulation, spinning reserve, non-

spinning reserve, and replacement reserve, respectively. The formulation of 
marginal pricing auction is presented as follows. 
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subject to (9.10). 
 
 
9.4.3.2 Solution of the Marginal Pricing Auction 

Formulation (9.16) is similar to the formulation of the rational buyer 
auction (9.12), except that the objective here is to minimize the social cost 
while the objective of the rational buyer auction is to minimize the 
procurement cost. So it is possible to solve this problem using the same 
technique as we presented for the rational buyer auction. A simpler 
solution method is presented as follows. 

Considering the stepwise characteristics of the supply curve, we solve 
the problem by a simple "greedy algorithm." This algorithm would 
successively fill the demand for each service from the highest to the lowest 
quality using bids in their ascending merit order of price and pushing any 
unused bids to the next level. For example, regulation bids are selected in 
the ascending merit order of bid prices until the cumulative quantity could 
satisfy the demand for regulation. The remaining regulation bids are 
pushed forward and mixed with spinning reserve bids, and the selection out 
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of the combined pool is again done in the ascending order of bid prices 
until the cumulative quantity could satisfy the spinning reserve demand. 
Similar procedures would be applied to non-spinning and replacement 
reserves. 

The major difference between marginal pricing and rational buyer 
auction is that the MCP for an ancillary service is what it marginally costs 
to serve the next MW for that ancillary service.  It could be shown that 
marginal pricing would avoid a price reversal. The conclusion is [Kam01] 

 RRNRSRRGRG µµµµ +++=MCP  (9.17a) 

 RRNRSRSR µµµ ++=MCP  (9.17b) 

 RRNRNR µµ +=MCP  (9.17c) 

 RRRR µ=MCP  (9.17d) 

Where, RGµ , SRµ , NRµ , and RRµ  are the Lagrangian multipliers for 
constraints (9.10a)–(9.10d) respectively, which are all positive. From 
(9.17), we reach the following conclusion, which points out that there will 
be no price reversal: 

 RRNRSRRG MCPMCPMCPMCP ≥≥≥  (9.18) 

 
9.4.3.3 Example 
 

Consider the simple example given in Table 9.31. In this example, there is 
only one bidder and only regulation and a spinning reserve are considered. 
In Cases 1 and 2, the bidding price for the spinning reserve is higher than 
that for regulation, while in Cases 3 and 4, the bidding price for spinning 
reserve is lower than that of regulation. 

The schedule, MCP, and cost are shown in Table 9.32. Consider Case 
2 as an example. To compute the MCP for regulation, which is the cost of 
providing the next MW regulation, we suppose that the demand for 
regulation is 401MW. The schedule would be 500 MW of regulation and 
101 MW of spinning reserve with a total social cost of 500 x 5 + 101 x 6 = 
$3106. The increased cost is 3106 - 3100 = $6. Thus the MCP for 
regulation is 6 $/MW.  

Similarly, to compute the MCP for spinning reserve, which is the cost 
of providing the next MW spinning reserve, we suppose the demand for 
spinning reserve is 201 MW. The schedule would be 500 MW of 
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regulation and 101 MW of spinning reserve with a total social cost of 500 x 
5 + 101 x 6 = $3106. The increased cost is 3106 - 3100 = $6. Thus the 
MCP for spinning reserve is 6 $/MW. In all four cases, the MCP for 
regulation is larger than or equal to the MCP for spinning reserve, which 
verifies our conclusion that no price reversal would happen in a marginal 
pricing auction. 

In comparison, the result for the same example using a rational buyer 
auction is shown in Table 9.33. The schedule and social cost are the same 
as that in the marginal pricing auction. However, in Case 2, the MCP for 
regulation is less than the MCP for spinning reserve, which is a price 
reversal. The procurement cost for Case 2 is $3100, which is the same as 
the social cost. However, in the marginal pricing auction, the procurement 
cost is $3600, which is $500 higher than the social cost. 

Table 9.31 Ancillary Services Bids 

Demand (MW) Bids for Regulation Bids for Spinning Reserve  
Case 
Index 

 
Regulation 

Spinning 
Reserve 

Quantity 
(MW) 

Price 
($/MW) 

Quantity 
(MW) 

Price  
($/MW) 

1 200 200 500 5 300 6 
2 400 200 500 5 300 6 
3 200 200 500 5 300 4 
4 400 200 500 5 300 4 

Table 9.32 Schedule, Market Clearing Price and Cost 

Schedule (MW) MCP ($/MW) Total Cost ($)  
Case 
Index 

 
Regulation 

Spinning 
Reserve 

 
Regulation 

Spinning 
Reserve 

 
Social Cost 

Procurement 
Cost 

1 400 0 5 5 2000 2000 
2 500 100 6 6 3100 3600 
3 200 200 5 4 1800 1800 
4 400 200 5 4 2800 2800 

 

Table 9.33 Schedule, Market Clearing Price and Cost 

Schedule (MW) MCP ($/MW) Total Cost ($)  
Case 
Index 

 
Regulation 

Spinning 
Reserve 

 
Regulation 

Spinning 
Reserve 

 
Social Cost 

Procurement 
Cost 

1 400 0 5 5 2000 2000 
2 500 100 5 6 3100 3100 
3 200 200 5 4 1800 1800 
4 400 200 5 4 2800 2800 
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In general, if the bidding price for a lower quality service is higher 
than that for a higher quality service, a price reversal is possible in the 
rational buyer auction. In both Cases 1 and 2, the bidding price for 
spinning reserve is higher than that for regulation, while a price reversal 
would only occur in Case 2. That is because in Case 1, no spinning reserve 
is scheduled, while in Case 2, some spinning reserve is scheduled. In 
comparison, if the bidding price for a lower quality service is lower than 
that for a higher quality service, a price reversal is not possible in the 
rational buyer auction. Cases 3 and 4 point to these conditions. In the case 
of a marginal pricing auction, both theory and experiment show that a price 
reversal would not occur. 

Consider the same example in the rational buyer auction, which is 
more complex. The next set of steps describes the scheduling procedure in 
detail.  

 
Step 1: Schedule for regulation. The bids are,  

A: 10 MW @ 7 $/MW, B: 16 MW @ 6 $/MW. 

To satisfy the demand (12 MW) at the minimum social cost, the   
schedule would be A: 0 MW, B: 12 MW. 

The unused bids are A: 10 MW @ 7 $/MW, B: 4 MW @ 6 $/MW. 

 
Step 2: Schedule for spinning reserve. The bids are 

Regulation:  A: 10 MW @ 7 $/MW,  B: 4 MW @ 6 $/MW 

Spinning reserve: A: 10MW @ 10 $/MW,  B: 4MW @ 5 $/MW. 

To satisfy the demand (12MW) at the minimum social cost and 
include substitution, the schedule would be 

Regulation:  A: 4 MW,  B: 4 MW 

Spinning reserve: A: 0 MW,  B: 4 MW  

The unused bids are  

Regulation:  A: 6 MW @ 7 $/MW  

Spinning reserve: A: 10 MW @ 10 $/MW  

 
Step 3: Schedule for non-spinning reserve. The bids are 

Regulation:  A: 6 MW @ 7 $/MW  
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Spinning reserve: A: 10MW @ 10 $/MW  

Non-spinning reserve: A: 6 MW @ 8 $/MW,  B: 10 MW @ 9 $/MW 

To satisfy the demand (12 MW) at the minimum social cost and 
include substitution, the schedule would be 

Regulation:  A: 6 MW 

Non-spinning reserve:  A: 6 MW,  B: 0 MW  

The unused bids are  

Spinning reserve:  A: 10 MW @ 10 $/MW  

Non-spinning reserve:  B: 10 MW @ 9 $/MW  

 
Step 4: Schedule for replacement reserve. The bids are 

Spinning reserve:  A: 10 MW @ 10 $/MW  

Non-spinning reserve:  B: 10 MW @ 9 $/MW  

Replacement reserve:  A: 14MW @ 12$/MW, B: 10MW @ 3$/MW 

To satisfy the demand (12 MW) at minimum social cost considering 
substitution, the schedule would be 

Non-spinning reserve:  B: 2 MW  

Replacement reserve:  A: 0 MW, B: 10MW 

The unused bids are  

Spinning reserve:  A: 10 MW @ 10 $/MW  

Non-spinning reserve:  B: 8 MW @ 9 $/MW  

Replacement reserve:  A: 14 MW @ 12 $/MW 

 
The preceding procurement procedure is summarized in Table 9.34. 

Of course we could obtain the results very quickly by way of a computer 
program. The final procurement schedule is shown in Table 9.35, which 
happens to be the same as the schedule of the rational buyer auction (Table 
9.28). The social cost is $252. 

We use the definition of marginal pricing to compute MCPs. 
Consider the regulation example. The marginal cost would be the cost it 
takes to serve the next MW regulation. Since the increment in this example 
is 2 MW, we consider the cost it would take to serve the next 2 MW 
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regulation. Thus the demand for regulation would be 14 MW. Repeating 
the procedure above, which would be very fast, we find the schedule 
shown in Table 9.36. The social cost is $270 and the increased cost is (270 
- 252 = $18). So the MCP for regulation would be (18/2 = 9 $/MW). MCPs 
for other services can be calculated similarly. The result is shown in Table 
9.37. 

 
Table 9.34 Procurement Schedule 

  
Regulation (MW) 

Spinning Reserve 
(MW) 

Non-spinning 
Reserve (MW) 

Replacement 
Reserve (MW) 

Step 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 
Bidder A 0 4 6 - - 0 0 - - - 0 0 - - - 0 
Bidder B 12 4 - - - 4 0 - - - 6 2 - - - 10 

 
Table 9.35 Procurement Schedule 

 
Bidder 

Regulation 
 (MW) 

Spinning Reserve 
(MW) 

Non-spinning 
Reserve (MW) 

Replacement 
Reserve (MW) 

A 10 0 6 0 
B 16 4 2 10 

 
Table 9.36 Procurement Schedule 

 
Bidder 

Regulation  
(MW) 

Spinning Reserve 
(MW) 

Non-spinning  
Reserve (MW) 

Replacement 
Reserve (MW) 

A 10 0 6 0 
B 16 4 4 10 

 
Table 9.37 Market Clearing Prices 

Regulation 
($/MW) 

Spinning 
Reserve ($/MW) 

Non-spinning 
Reserve ($/MW) 

Replacement 
Reserve ($/MW) 

9 9 9 9 
 
 

In this example, the MCPs for all ancillary services are the same 
without any price reversal. The total procurement cost is 9 x 48 = $432, 
which is much larger than that of the rational buyer auction ($304). This 
high procurement cost is a big disadvantage for a marginal pricing auction, 
and it could render the auction impractical in industry. In general, a 
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marginal pricing auction could avoid a price reversal but it could increase 
the total procurement cost. 
 
9.4.4 Discussions 
 
In industry applications, the sequential auction design for ancillary services 
has created a few problems. Higher quality and lower cost services have 
remained unused and there are price reversals. To overcome these 
problems, various simultaneous approaches enabling the substitution of a 
higher quality service for a lower quality service have been proposed and 
implemented. In this section, we discussed in detail two design options: 
rational buyer and marginal pricing auctions. Both auctions have 
advantages and disadvantages. The rational buyer auction, which has been 
implemented in California, would reduce the procurement cost but cannot 
avoid a price reversal. The marginal pricing auction could avoid a price 
reversal but might increase the procurement cost. More theoretical and 
experimental analyses are needed to predict the performances of these 
options more accurately. It should be noted that even a good market 
design’s performance might be discounted by market power, which may 
lead to noncompetitive pricing and inefficient allocation of resources. 
 
 
9.5 AUTOMATIC GENERATION CONTROL (AGC) 
 
AGC would provide an effective method for adjusting the generation to 
minimize frequency deviations and regulate tie-line flows. This crucial role 
would continue in restructured markets with some modifications to account 
for bilateral contracts that span over several control areas.  
 
9.5.1 AGC Functions  
 
In a vertically integrated structure, utilities were responsible for supplying 
loads and maintaining reliability. Utilities have been providing these 
services for about six decades to match the generation with the load and 
maintain the frequency within the 60 Hz range. In general, a system load 
could consist of three components:  

• Constant base load during the hour 
• Hourly load trend 
• Fluctuations around the underlying trend.  
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Load uncertainty could complicate the decision on how to meet the system 
load as control area7 operators are obliged to provide sufficient on-line 
generation to respond to uncertainties.  

In the restructured market structure, FERC Order 888 required 
electric utilities to unbundle generation and transmission services and 
defined six ancillary services of which regulation and frequency response 
would track moment-to-moment fluctuations in the system load. 
Regulation and frequency response signifies the use of generators to help 
meet the NERC control area performance criteria. These criteria require the 
control areas to maintain its area control error (ACE) within tight limits. 
ACE is measured in MW and defined as the instantaneous difference 
between the actual and scheduled interchanges plus a frequency bias.  

Originally, there were two control area performance criteria. The first 
criterion was called A1, which required the control area to be balanced 
with the rest of the interconnection at least once every 10 minutes. The 
second criterion was called A2, which required the control area’s energy 
imbalance net of frequency bias to be within a certain limit every 10 
minutes. Utilities would deploy AGC to manage ACE to meet both NERC 
criteria.  

In 1997, NERC adopted two new criteria, Control Performance 
Standard 1 (CPS1) and CPS2, in place of the old A1 and A2 criteria, for 
the evaluation of load frequency control (LFC) in each control area 
[Ner01]. The new criteria are more sophisticated and would require more 
measurement and data collection. All control areas in North America are 
required to report CPS1 and CPS2 performances to the NERC monthly.  

CPS1 is the measure of short-term error between load and generation. 
CPS1’s performance will be good if a control area matches generation with 
load exactly, or if the mismatch causes system frequency to be driven 
closer to 60 Hz. CPS1’s performance would be degraded if the system 
frequency is driven away from 60 Hz. CPS2 would place boundaries on 
CPS1 to limit net unscheduled power flows that are unacceptably large. 
CPS2 would prevent excessive generation/load mismatches even if a 
mismatch is in the proper direction. Large mismatches could cause 
excessive power flows and potential transmission overloads between areas 
with over-generation and those with insufficient generation. CPS1 and 
                                                                 
7 The definition of a control area is somewhat determined by pooling arrangements of 
utilities. Sometimes the physical boundaries of a vertically integrated utility define a control 
area. All such control areas are interconnected by tie lines. 
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CPS2 are measurable and normal functions of each control area’s energy 
management system (EMS). Measurements are taken continuously with 
data recorded at each minute of operation. To obtain a “pass” control 
compliance rating, a control area must demonstrate that CPS1 is greater 
than or equal to 100%, and CPS2 is greater than or equal to 90%. 
Otherwise, the control compliance rating would be “fail.” Perfect control 
results are 200% CPS1 and 100% CPS2. 

 
 

9.5.2 AGC Response 
 
The AGC’s main objective is to control tie-line flows at scheduled values 
defined by utilities’ contracts. The tie-line flow control will match the 
generation and the local load in order to maintain the frequency within 
control areas as close to the nominal value as possible. In the classical 
AGC system, the balance between generation and load was achieved by 
detecting frequency and tie-line flow deviations which were used in 
generating and ACE signal. The ACE signal was used for an integral 
feedback control strategy.  

In general, generators would respond to fast load fluctuations (i.e., 1–
2 seconds) depending on the droop characteristics of governors. Generators 
would respond to slower fluctuations (2–6 seconds) based on signals 
received from the control area’s AGC system based on measuring ACE. 
Generators respond to longer-term load changes (several minutes) based on 
manual directions that would utilize the economics of the AGC system to 
minimize operating costs. The AGC system would realize generation 
changes by sending signals to units under its control. The performance of 
an AGC system is very much dependent on how those units would respond 
to the signals. The generating unit response characteristics are dependent 
on many factors such as type of unit, type of fuel, plant type, type of plant 
control, operating point, and operator actions.  

NERC separated generator actions into two parts: those associated 
with large frequency deviations where generators would respond through 
governor action and then in response to AGC signals, and those associated 
with a continuous regulation process in response to AGC signals only. 
Large frequency deviations would be due to generation or transmission 
outages, which might occur rarely. During a sudden area load change, the 
area frequency experiences a transient drop. At the transient state, there 
would be flows of power from other areas to supply the excess load in this 
area. Certain generators within each area would be on regulation to meet 
this load change. At steady state, the generation would be matched exactly 
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with the load, causing tie-line power and frequency deviations to drop to 
zero.  

A DISCO has the freedom to contract with any GENCO in its own 
area or sign bilateral contracts with a GENCO in another area that would 
be cleared by the ISO. If a bilateral contract exists between DISCOs in one 
control area and GENCOs in other control areas, the scheduled flow on a 
tie line between two control areas must exactly match the net sum of the 
contracts that exist between market participants on opposite sides of the tie 
line. If the bilateral contract is adjusted, the scheduled tie-line flow must be 
adjusted accordingly. In general, using bilateral contracts, DISCOs would 
correspond demands to GENCOs, which would introduce new signals that 
did not exist in the vertically integrated environment. These signals would 
give information as to “which GENCO ought to follow which DISCO”. 
Moreover, these signals would provide information on scheduled tie-line 
flows adjustments and ACEs for control areas. 
 
 
9.5.3 AGC Units Revenue Adequacy  
 
Resources for the real-time energy imbalances include ancillary services 
(e.g., regulation, spinning, non-spinning, and replacement reserves) and 
supplemental energy. Ancillary services bids should include the financial 
information for capacity reservation and energy, as well as operational 
information such as location, ramp rate, and quantity of services. So 
ancillary services are procured competitively using a two-part bid format. 
Suppliers who have committed capacity to one of the ancillary services 
markets except regulation, and who also produce energy, receive the 
imbalance energy price in addition to their respective ancillary services 
capacity payment. Supplemental energy bids would only include an energy 
bid with no capacity reservation bid. Suppliers who provide energy through 
supplemental energy bids receive the imbalance energy payment only. 

There are two approaches to ensure a revenue adequacy for AGC 
units. The first is to compensate AGC units on the basis of their energy 
price bids instead of the real-time MCP for that 10-minute interval. This 
would ensure that the units obtain adequate revenue even if the real-time 
MCP in that interval is lower than their offered energy price. The other 
approach is to let AGC bidders internalize the risk of revenue adequacy 
within their capacity reservation price. The current mechanism in some 
markets is to pay suppliers of regulation energy an amount based the total 
(up and down) adjustable capacity that they provide during an hour. 
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9.5.4 AGC Pricing  
 
Load and supply schedule deviations could be instructed or uninstructed. 
Instructed deviations occur because of planned line and unit outages by the 
ISO. Moreover, instructed deviations are procured by the ISO in response 
to energy imbalances caused by uninstructed deviations. Uninstructed 
deviations occur because of load forecasting errors, normal variations of 
load and generation from scheduled levels, and unplanned line and unit 
outages. 

The interactions among different resources in a real-time market are 
shown in Figure 9.9. Generators with AGC would respond to uninstructed 
deviations from schedules within few seconds. Then, to return AGC units 
to their set points, the ISO will utilize other resources, which have 
submitted energy price/quantity bids for the real-time energy imbalances, 
by means of instructed deviations.  

 

 

 

 

 
 
 
 
 
 
 
 
 

Figure 9.9 The Real-Time Market 
 

Suppose that the real-time auction takes place every 10 minutes, 
which means 6 times every hour, for an instructed deviations settlement. 
The ISO would conduct a single-sided auction every 10 minutes for trading 
energy. If the ISO is a buyer, the resource with the highest energy price is 
used in the 10-minute auction to set the price for the instructed deviations. 
If the ISO is a seller, the resource with the lowest energy price is used in 
the 10-minute auction to set the price for the instructed deviations. A 
weighted average of the 10-minute prices is calculated at the end of the 
hour to settle all uninstructed deviations. The weighted average is called 
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the hourly ex-post price. At any dispatch interval, an energy imbalance is 
either positive (supply exceeds load) or negative (load exceeds supply). In 
the following, we discuss cases with negative energy imbalance, when the 
ISO is a buyer. Other cases can be similarly handled. 

 
9.5.4.1 Formulation and Solution  

 
If the ISO is a buyer, the real-time MCP for instructed deviations is 
calculated every 10 minutes by the ISO through a matching process as the 
highest energy price among accepted bids at which energy imbalances are 
met. The matching process can be represented mathematically as follows. 

{ }∑
i

tiQ.tiE ),(),(min                                                   (9.19) 

 )(),(s.t. tQtiQ proc

i
≥∑                                              (9.20) 

 ),(),( tiQtiQ max≤                                                  (9.21) 

where E(i,t) is the energy bid $/MWh offered by unit i in interval t. Q(i,t) is 
the quantity of imbalance energy procured by the ISO from unit i in 
interval t, and )(tQ proc  is the required quantity of imbalance energy to be 

procured by the ISO in interval t. ),( tiQmax  is the maximum quantity that 

the ISO can utilize from unit i in interval t based on its ramp rate. 

The preceding problem can be solved as a linear optimization 
problem since Q(i,t) is the only variable. The ISO sorts the bids based on 
the energy bid price E(i,t) for all participants to calculate the real-time 
MCP and to decide which bids to accept. The reserve MCP is calculated as 

])},({[  tiE Max  for those accepted bids to satisfy energy imbalance 
requirements. This MCP is the highest energy price among accepted bids at 
which the energy imbalance requirements are met.  

 
 
9.5.4.2 Case Studies  

 
Three case studies are presented. In the first case, there is no congestion in 
any dispatch intervals of the given hour. In the second case, there are 
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congestions in all dispatch intervals. In the third case, congestion exists in 
some of the dispatch intervals but not in all intervals. 

 
9.5.4.2.1 Case without Congestion. The same system used in Section 
9.3.4.2 (Figure 9.4) is used here to illustrate the proposed real-time auction. 
The system consists of three GENCOs: A, B and C, which compete for 
providing imbalance energy. GENCOs A and B each has 3 generating units 
with a reserve capacity of 30 MW, and GENCO C has 4 units with a 
reserve capacity of 50 MW. The ISO has a reserve requirement of 5.0/6, 
10.0/6, 15.0/6, 27.5/6, 45.0/6, and 55.0/6 MW at intervals 1, 2, 3, 4, 5, and 
6 respectively.  

 Energy bids submitted by accepted GENCOs in the ancillary services 
market are given in Table 9.38. Note that G5, G6, and G10 have ramping 
limitations of 50% of their capacities and only 10 MW is accepted from G6 
as a result of the ancillary service auction. Table 9.39 shows the dispatch 
instructions at each of the 10-minute intervals within the hour. The real-
time MCP is set to the highest accepted bid in each 10-minute interval. 

The calculated real-time MCPs are used to calculate the instructed 
deviation settlements as follows. 

Payment from the ISO to the GENCOs for the instructed deviations are 

GENCO A:  5/6x15 + 5/6x19 + 5/6x29 + 5/6x33 + 5/6x36 + 5/6x56  =  
$156.67 

GENCO B: 5/6x29 + 17.5/6x33 + 25/6x36 + 25/6x56 = $503.75 

GENCO C: 5/6x19 + 5/6x29 + 5/6x33 + 15/6x36 + 25/6x56 = $390.83 

Total ISO payment = 156.67 + 503.75 + 390.83 = $1051.25 

The average hourly ex-post price used for uninstructed deviation 
settlements is (5/6x15 + 10/6x19 + 15/6x29 + 27.5/6x33 + 45/6x36 
+55/6x56) / (157.5/6) = 40.048 $/MWh 

Based on Table 9.39, the total uninstructed deviation is 157.5/6 = 26.25 
MWh. So, the ISO would collect from the uninstructed deviation 
settlement: 40.048 x 26.25 = $1051.25. 
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Table 9.38 Accepted Bidders, Capacity and Energy Bids 

 
GENCO 

Capacity 
(MW) 

Energy Bid 
($/MWh) 

A G1 5.0 15.0 
G5 10.0 29.0 

B G6 15.0 33.0 
G7 5.0 19.0 
G8 10.0 36.0 C 
G10 20.0 56.0 

 
 

Table 9.39 Dispatch Instructions 

Interval 
GENCO Capacity 

MW 

Energy 
Bid 

$/MWh 1 2 3 4 5 6 
Total 

5 5 5 5 5 5 5 MW A G1 5 15 
5/6 5/6 5/6 5/6 5/6 5/6 5 MWh 

  5 10 10 10 10 MW G5 10 29 
  5/6 10/6 10/6 10/6 35/6 MWh 
   7.5 15 15 15 MW 

 
B 

G6 15 33 
   7.5/6 15/6 15/6 37.5/6 MWh 
 5 5 5 5 5 5 MW G7 5 19 
 5/6 5/6 5/6 5/6 5/6 25/6 MWh 
    10 10 10 G8 10 36 
    10/6 10/6 20/6 MWh 
     10 10 

 
C 

G10 20 56 
     10/6 10/6 MWh 

Real-time MCP ($/MWh) 15 19 29 33 36 56  
Total Available MW 5 10 15 27.5 45 55 55 MW 
Total Required MWh 5/6 10/6 15/6 27.5/6 45/6 55/6 157.5/6 MWh 

 

9.5.4.2.2 Case with Congestion–Impact of Transmission Congestion. In 
the case of congestion in any 10-minute settlement, the ISO would set 
separate real-time auctions for each zone in that 10-minute interval. So 
imbalance energy would be procured by the ISO separately in each zone to 
meet the uninstructed deviations. Consequently, different instructed MCP 
would be calculated for each zone in the same 10-minute settlement. Since 
congestion could occur in one settlement or more, one should be careful in 
calculating the uninstructed deviation price for that hour, for then the price 
would be the weighted average of the six instructed MCPs. Therefore, if 
congestion exists in any 10-minute settlement of that hour, there would be 
different hourly uninstructed deviation prices for each zone. 

The same system discussed above is used in this section for 
illustration. For the congested case, the ISO would decide to establish two 
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zones as shown in Figure 9.6. Here, we assume that congestion exists in all 
six 10-minute intervals of the hour. Hence, for each real-time settlement, 
we would have an auction in each zone. The ISO has a reserve requirement 
of 2.5/6, 5.0/6, 10.0/6, 17.5/6, 20.0/6, and 20.0/6 MW at intervals 1, 2, 3, 4, 
5, and 6 respectively in zone 1. Also, the ISO has a reserve requirement of 
2.5/6, 5.0/6, 5.0/6, 10.0/6, 25.0/6, and 35.0/6 MW at intervals 1, 2, 3, 4, 5, 
and 6, respectively, in zone 2.  

The accepted bids in each zone are shown in Table 9.40. Note that 
G5, G6, and G10 have ramping limitations of 50% of their capacities and 
only 10 MW is accepted from G6 as a result of the ancillary service 
auction. Tables 9.41 and 9.42 show the dispatch instructions at each of the 
10-minute intervals within the hour for zones 1 and 2, respectively. The 
real-time MCP is set to the highest accepted bid in each 10-minute interval 
in each zone.  

The calculated real-time MCPs in zone 1 are used for calculating the 
instructed deviation settlements in zone 1 as follows. 

Payments from the ISO to the GENCOs for the instructed deviations are 

GENCO A: $0.0 

GENCO B: $0.0 

GENCO C: 2.5/6x14 + 5/6x14 + 10/6 x14 + 17.5/6x19 + 20/6x19 + 
20/6x19  = $222.92 

Total ISO payment = 0.0 + 0.0 + 222.92 = $222.92 

The average hourly ex-post price used for the uninstructed deviation 
settlements in zone 1 is calculated as: (2.5/6x14 + 5/6x14 + 10/6x14 + 
17.5/6x19  + 20/6x19 + 20/6x19) / (75/6) = 17.833 $/MWh. Note it is 
lower than that without congestion: 

 
Table 9.40 Accepted Bidders, Capacity and Energy Bids 

Zones GENCO Capacity (MW) Energy Bid ($/MWh) 
G7 5.0 19.0 1 C 
G9 15.0 14.0 

A G1 5.0 15.0 
G5 10.0 29.0 B 
G6 10.0 33.0 

2 

C G10 20.0 56.0 
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Table 9.41 Dispatch Instructions in Zone 1 

Interval  
GENCO 

 
Capacity 

MW 

Energy 
Bid 

$/MWh 1 2 3 4 5 6 
 

Total 

   5 5 5 5 MW G7 5 19 
   2.5/6 5/6 5/6 12.5/6 MWh 

15 15 15 15 15 15 15 MW 
 

C 
G9 15 14 

2.5/6 5/6 10/6 15/6 15/6 15/6 62.5/6 MWh 
Real-time MCP $/MWh 14 14 14 19 19 19  

Total available MW 15 15 15 20 20 20 20 MW 
Total required MWh 2.5/6 5/6 10/6 17.5/6 20/6 20/6 75/6 MWh 

 

 

Table 9.42 Dispatch Instructions in Zone 2 

Interval 
GENCO Capacity 

MW 

Energy 
Bid 

$/MWh 1 2 3 4 5 6 
Total 

5 5 5 5 5 5 5 MW 
A G1 5 15 2.5/6 5/6 5/6 5/6 5/6 5/6 27.5/6 MWh 

   5 10 10 10 MW G5 10 29    5/6 10/6 10/6 25/6 MWh 
    7.5 10 10 MW 

 

B 
G6 10 33     7.5/6 10/6 17.5/6 MWh 

    10 10 10 MW 
C G10 20 56     2.5/6 10/6 12.5/6 MWh 

Real-time MCP ($/MWh) 15 15 15 29 56 56  
Total Available MW 5 5 5 10 32.5 35 35 MW 
Total Required MWh 2.5/6 5/6 5/6 10/6 25/6 35/6 82.5/6 MWh 

 

 
From Table 9.41, the total uninstructed deviation is 75/6 = 12.50 MWh. So, 
the ISO would collect from the uninstructed deviation settlement:  17.833 x 
12.50 = $222.92. 

 

The calculated real-time MCPs in zone 2 are used for calculating the 
instructed deviation settlements in zone 2 as follows: 

Payments from the ISO to the GENCOs for the instructed deviations are 

GENCO A: 2.5/6x15 + 5/6x15 + 5/6x15 + 5/6x29 + 5/6x56 + 5/6x56 
= $148.75 

GENCO B: 5/6 x 29 + 17.5/6 x 56 + 20/6 x 56 = $374.17 

GENCO C: 2.5/6 x 56 + 10/6 x 56 = $116.67 

Total ISO payment = 148.75 + 374.17 + 116.67 = $639.58 
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The average hourly ex-post price used for the uninstructed deviation 
settlements in zone 2 is calculated as: (2.5/6 x 15 + 5/6 x 15 + 5/6 x 15 + 
10/6 x 29 + 25/6 x 56 + 35/6 x 56) / (82.5/6) = 46.515 $/MWh. Note it is 
higher than that without congestion.  

From Table 9.28, the total uninstructed deviation is 82.5/6 = 13.75 MWh. 
So the ISO will collect from the uninstructed deviation settlement: 46.515 
x 13.75 = $639.58.  

So, in the event of congestion, the total ISO payments in zones 1 and 
2 to the GENCOs for the instructed deviations is calculated as follows: 

GENCO A: 0.0 + 148.75 = $148.75 

GENCO B: 0.0 + 374.17 = $374.17 

GENCO C: 222.92 + 116.67 = $339.58 

The total ISO payment = 148.75 + 374.17 + 339.58 = $862.50 

Note that both the ISO’s total payment and the ISO’s payment to any 
GENCO in case of congestion are lower than those without congestion. 
This shows that congestion will affect the ISO payment to the GENCOs. 
 

9.5.4.2.3 Some Intervals with Congestion. Unlike the analysis of the 
previous section, we assume here that congestion exists only in the last two 
10-minute intervals of the hour. Accordingly, the ISO reserve requirements 
are 5.0/6, 10.0/6, 15.0/6, and 27.5/6 MW at intervals 1, 2, 3, and 4 
respectively. The reserve requirements for the last two intervals are 20.0/6 
and 20.0/6 MW at intervals 5 and 6, respectively, in zone 1 and 25.0/6 and 
35.0/6 MW at intervals 5 and 6, respectively, in zone 2. 

 The accepted bids for both zones are the same as those in Table 9.38 
for the first four intervals, and the same as those in Table 9.40 for the last 
two intervals. Note that G5, G6, and G10 have ramping limitations of 50% of 
their capacities, and only 10 MW is accepted from G6 as a result from the 
ancillary service auction. Tables 9.43, 9.44, and 9.45 show the dispatch 
instructions at each of the 10-minute intervals within the hour. The real-
time MCP is set to the highest accepted bid in each 10-minute interval in 
each zone.  
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Table 9.43 First Four Intervals Dispatch Instructions 

Interval 
GENCO Capacity 

MW 

Energy 
Bid 

$/MWh 1 2 3 4 5 6 
 

Total 

5 5 5 5   5 MW A G1 5 15 
5/6 5/6 5/6 5/6   20/6 MWh 

  5 10   10 MW G5 10 29 
  5/6 10/6   15/6 MWh 
   7.5   15 MW 

 
B 

G6 15 33 
   7.5/6   7.5/6 MWh 
 5 5 5   5 MW G7 5 19 
 5/6 5/6 5/6   15/6 MWh 

G8 10 36        
 

C 
G10 20 56        

Real-time MCP ($/MWh) 15 19 29 33    
Total available MW 5 10 15 27.5   27.5 MW 

Total required MWh 5/6 10/6 15/6 27.5/
6   57.5/6 MWh 

 

Table 9.44 Last Two Intervals Dispatch Instructions in Zone 1 

Interval 
GENCO Capacity 

MW 

Energy 
Bid 

$/MWh 1 2 3 4 5 6 
 

Total 

    5 5 5 MW G7 5 19 
    5/6 5/6 10/6 MWh 
    15 15 15 MW 

 
C 

G9 15 14 
    15/6 15/6 30/6 MWh 

Real-time MCP ($/MWh) 15 19 29 33 19 19  
Total available MW     20 20 20 MW 
Total required MWh     20/6 20/6 40/6 MWh 

 

 
Table 9.45 Last Two Intervals Dispatch Instructions in Zone 2 

Interval 
GENCO Capacity 

MW 

Energy 
Bid 

$/MWh 1 2 3 4 5 6 
 

Total 

    5 5 5 MW A G1 5 15 
    5/6 5/6 10/6 MWh 
    10 10 10 MW G5 10 29 
    10/6 10/6 20/6 MWh 
    7.5 10 10 MW 

 
B 

G6 10 33 
    7.5/6 10/6 17.5/6 MWh 
    10 10 10 MW C G10 20 56 
    2.5/6 10/6 12.5/6 MWh 

Real-time MCP ($/MWh) 15 19 29 33 56 56  
Total available MW     32.5 35 35 MW 
Total required MWh     25/6 35/6 60/6 MWh 
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 The calculated real-time MCPs are used to calculate the instructed 
deviation settlements in as follows. 

Payments from the ISO to the GENCOs for the instructed deviations are 

GENCO A: 5/6x15 + 5/6x19 + 5/6x29 + 5/6x33 + 5/6x56 + 5/6x56 = 
$173.33 

GENCO B: 5/6x29 + 17.5/6x33 + 17.5/6x56 + 20/6x56 = $470.42 

GENCO C: 5/6x19  + 5/6x29 + 5/6x33 + 20/6x19 + 20/6x19 + 
2.5/6x56  + 10/6x56 = $310.83 

Total ISO payment = 173.33 + 470.42  + 310.83 = $954.58 
 
The average hourly ex-post price used for the uninstructed deviation 
settlements in zone 1 is calculated as follows: (5/6x19 + 5/6x29 + 5/6x33 + 
20/6x19 + 20/6x19) / (15/6 + 40/6) = 21.182 $/MWh. Note it is lower than 
that without congestion. 

From Tables 9.43 and 9.44, the total uninstructed deviation is 15/6 + 40/6 
= 55/6 = 9.17 MWh. So, the ISO would collect from the uninstructed 
deviation settlement: 21.182 x 9.17 = $194.17. 

The average hourly ex-post price used for the uninstructed deviation 
settlements in zone 2 is calculated as follows: (5/6x15 + 5/6x19 + 10/6x29 
+ 22.5/6x33 + 25/6x56 + 35/6x56) / (42.5/6 + 60/6) = 44.512 $/MWh. 
Note it is higher than that without congestion.  

From Tables 9.43 and 9.45, the total uninstructed deviation is 42.5/6 + 60/6 
= 102.5/6 = 17.08 MWh. So, the ISO would collect from the uninstructed 
deviation settlement: 44.512 x 17.08 = $760.42. 

From the preceding analyses, the ISO’s total payment in times of 
partial congestion is higher than that when all intervals experience 
congestion, but lower than when no congestion occurs at any interval.  

 
 
9.5.5 Discussions 

We learned in this section that AGC would provide an effective method of 
adjusting generation to minimize frequency deviations and regulate tie-line 
flows. This crucial role would continue in restructured markets with some 
modifications to account for issues such as bilateral contracts that span 
control areas. 

This section described pricing of AGC for the real-time energy 
imbalance market that is managed by the ISO. The presented case study 
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demonstrated the situation of negative imbalances when the actual load 
exceeds the scheduled supply and the ISO is a buyer. The analysis was 
extended to the case of congestion in the forward energy market. The 
results show that congestion has an important effect on decision making in 
a real-time auction. Theoretically, GENCOs have more of a chance to get 
better bidding situations (e.g., by applying gaming techniques) in times of 
congestion. 
 
 
9.6 CONCLUSIONS 
 
The chapter discusses an auction market design for ancillary services. The 
chapter also presents definitions and requirements for ancillary services. 
Two different approaches for the auction design of ancillary services are 
presented, sequential and simultaneous. In the sequential approach, an 
alternative option is introduced with a weighting factor that is superior to a 
regular design option. The proposed alternative would encourage GENCOs 
to participate in the ancillary services market with higher ancillary service 
MCPs, encourage GENCOs to bid low in the energy part of the bid by 
accounting for the lost opportunity cost in the capacity payment, and 
enhance the benefits of the ISO and DISCOs by lowering the ISO’s total 
payment and hedging the ISO and DISCOs against extremely high energy 
bids. The simultaneous approach is proposed to overcome the problems 
incurred by the sequential approach concerning unused higher quality 
lower cost services and price reversal. A well-known characteristic of 
simultaneous approaches is their substitution capability of a higher quality 
service for a lower quality service. Of all simultaneous approach auction 
designs, the rational buyer auction can reduce procurement cost but cannot 
avoid price reversal, whereas the marginal pricing auction can avoid price 
reversal but may increase the procurement cost. In the real-time market, 
AGC provides an effective method of adjusting generation to minimize 
frequency deviations and regulate tie-line flows. This crucial role will 
continue in restructured markets with some modifications to account for 
issues such as bilateral contracts that span control areas. The chapter ends 
with a discussion of AGC pricing for the real-time energy imbalance 
market. 
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Chapter 10  
 

Transmission Congestion Management  
and Pricing  

 
 
 
 

10.1 INTRODUCTION 
 
Despite the fact that transmission charges represent a small percentage of 
operating expenses in utilities, the transmission network is a vital 
mechanism in competitive electricity markets. In a restructured power 
system, the transmission network is where generators compete to supply 
large users and distribution companies. Thus, transmission pricing should 
be a reasonable economic indicator used by the market to make decisions 
on resource allocation, system expansion, and reinforcement.  

 The competitive environment of electricity markets necessitates wide 
access to transmission and distribution networks that connect dispersed 
customers and suppliers. Moreover, as power flows influence transmission 
charges, transmission pricing may not only determine the right of entry but 
also encourage efficiencies in power markets. For example, transmission 
constraints could prevent an efficient generating unit from being utilized. A 
proper transmission pricing scheme that considers transmission constraints 
or congestion could motivate investors to build new transmission and/or 
generating capacity for improving the efficiency. In a competitive 
environment, proper transmission pricing could meet revenue expectations, 
promote an efficient operation of electricity markets, encourage investment 
in optimal locations of generation and transmission lines, and adequately 
reimburse owners of transmission assets. Most important, the pricing 
scheme should implement fairness and be practical.  

 However, it is difficult to achieve an efficient transmission pricing 
scheme that could fit all market structures in different locations. The 
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ongoing research on transmission pricing indicates that there is no 
generalized agreement on pricing methodology. In practice, each country 
or each restructuring model has chosen a method that is based on the 
particular characteristics of its network. Measuring whether or not a certain 
transmission pricing scheme is technically and economically adequate 
would require additional standards. 

 During the last few years, different transmission pricing schemes 
have been proposed and implemented in various markets [Shi96, Lim96]. 
The most common and unsophisticated approach to transmission pricing is 
the postage-stamp method. In this method, regardless of the distance that 
the energy travels, an entity pays a rate equal to a fixed charge per unit of 
the energy transmitted within a particular utility system. Postage-stamp 
rates are based on average system costs. In addition, the rates often include 
separate charges for peak and off-peak periods, which are functions of 
season, day, and holiday usage. Under this approach, when energy is 
transmitted across several utility systems, it can suffer from a pancaking 
problem1. Another commonly used method is the contract path method, 
which is proposed for minimizing transmission charges and overcoming 
the pancaking problem. However, this pricing method does not reflect 
actual flows through the transmission grid that include loop and parallel 
path flows2. As an alternative to the contract path method, the MW-mile 
method is introduced as a flow-based pricing scheme. In this scheme, 
power flow and the distance between injection and withdrawal locations 
reflect transmission charges. 

 The main drawback of the aforementioned approaches is that they do 
not consider transmission congestion. In the new environment, it is 
essential to involve transmission tariffs in transmission pricing according to 
flow-based pricing and congestion-based pricing. Congestion pricing 
would allocate each limited transmission resource to customers who value 
it the most [Alo99a, Alo99b, Alo00a, Alo00b]. A proper pricing scheme 
should allocate congestion charges to participants who cause congestion, 
and should reward participants whose schedules tend to relieve congestion.  

 When the transmission becomes congested, meaning that no 
additional power can be transferred from a point of injection to a point of 
extraction, more expensive generating units may have to be brought on-line 

                                                      
1 Pancaking occurs when energy transmitted across several utility systems accumulates 
utility access charges. 
2 As a transaction occurs in the system, electrons flow through all available transmission 
paths between generators and points of extraction according to the laws of physics. The 
contractual paths do not represent the actual  use of the system. 
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on one side of the transmission system. In a competitive market, such an 
occurrence would cause different locational marginal prices (LMPs) 
between the two locations. If transmission losses are ignored, a difference 
in LMPs would appear when lines are congested. Conversely, if flows are 
within limits (no congestion), LMPs will be the same at all buses and no 
congestion charges would apply. The difference in LMPs between the two 
ends of a congested line is related to the extent of congestion and MW 
losses on this line [Alo99a, Alo99b, Alo00a]. Since LMP acts as a price 
indicator for both losses and congestion, it should be an elementary part of 
transmission pricing.  

 Firm transmission rights (FTRs) are proposed as purchased rights 
that can hedge congestion charges on constrained transmission paths. By 
holding FTR, a transmission customer has a mechanism to offset 
congestion charges when transmission lines are congested [Alo99a, 
Alo99b, Alo00a, Pjm]. Besides providing financial certainty, FTR could 
maximize the efficient use of the system and make users pay for the actual 
use of congested paths. 

 In this chapter, we will discuss some of the existing approaches for 
transmission pricing. First, we will present an overview of recent 
techniques used for designing equitable access fees to recover fixed 
transmission charges. Among these methods, we will show some recent 
methods that determine a generator’s (load’s) contribution to a line power 
flow and a consumer load. The so-called distribution factors used to 
determine transmission usage would also be shown. Numerical examples 
for using different methods will be presented.  

 As LMPs and FTRs have been widely utilized in many power 
restructuring models to resolve problems associated with transmission 
congestion and pricing, we will detail these key subjects in a 
comprehensive manner. Then, a transmission congestion management 
scheme that incorporates LMPs and FTRs will be discussed. 

 In this chapter, we will also introduce a comprehensive scheme for 
the ISO to modify preferred schedules, trace participants’ contributions, 
and allocate transmission usage and congestion charges. The ISO would 
adjust preferred schedules on a nondiscriminatory basis to keep the system 
within its limits and applies curtailment priority according to the 
participants’ willingness to avoid curtailing transactions. We assume a 
general restructuring model where pool, bilateral, and multilateral contracts 
exist concurrently. In this scheme, transmission congestion and losses are 
calculated based on LMPs. A flow-based tracing method is utilized to 
allocate transmission charges. FTR holders’ credits are calculated based on 
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line flow calculations and LMPs. Examples based on a testing system will 
be presented to support the approach. 
 
10.2 TRANSMISSION COST ALLOCATION METHODS  
 
An efficient transmission pricing mechanism should recover transmission 
costs by allocating the costs to transmission network users in a proper way. 
The transmission costs may include: 

• Running costs, such as costs for operation, maintenance, and ancillary 
services.  

• Past capital investment.  

• Ongoing investment for future expansion and reinforcement associated 
with load growth and additional transactions. 

Running costs are small compared with the capital investment (or 
embedded transmission costs). Consequently, transmission charges for 
embedded cost recovery would largely exceed running costs over the 
investment recovery period.  

 The study objectives and market structures are main factors for 
choosing algorithms in the evaluation of transmission pricing. Regardless 
of the market structure, it is important to accurately determine transmission 
usage in order to implement usage-based cost allocation methods. 
However, determining an accurate transmission usage could be difficult 
due to the nonlinear nature of power flow. This fact necessitates using 
approximate models, sensitivity indices, or tracing algorithms to determine 
the contributions to the network flows from individual users or 
transactions.   

 In the following, we discuss major transmission cost allocation 
methods. Some of these methods are used widely by electric utilities, while 
others are still in developmental stages.  
 
 
10.2.1 Postage-Stamp Rate Method  
 
Postage-stamp rate method is traditionally used by electric utilities to 
allocate the fixed transmission cost among the users of firm transmission 
service [Hap94]. This method is an embedded cost method, which is also 
called the rolled-in embedded method. This method does not require power 
flow calculations and is independent of the transmission distance and 
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network configuration. In other words, the charges associated with the use 
of transmission system determined by postage-stamp method are 
independent of the transmission distance, supply, and delivery points or the 
loading on different transmission facilities caused by the transaction under 
study. The method is based on the assumption that the entire transmission 
system is used, regardless of the actual facilities that carry the transmission 
service. The method allocates charges to a transmission user based on an 
average embedded cost and the magnitude of the user’s transacted power. 
 
 
10.2.2 Contract Path Method  
 
The contract path method is also traditionally used by electric utilities to 
allocate the fixed transmission cost [Hap94, Ili97]. It is likewise an 
embedded cost method that does not require power flow calculations. This 
method is based on the assumption that transmission services can be 
represented by transmission flows along specified and artificial electrical 
path throughout the transmission network. The contract path is a physical 
transmission path between two transmission users that disregards the fact 
that electrons follow physical paths that may differ dramatically from 
contract paths. The method ignores power flows in facilities that are not 
along the identified path. After specifying contract paths, transmission 
charges will then be assigned using a postage-stamp rate, which is 
determined either individually for each of the transmission systems or on 
the average for the entire grid. As a consequence, the recovery of 
embedded capital costs would be limited to artificial contract paths. 
 
 
10.2.3 MW-Mile Method  
 
The MW-mile method is an embedded cost method that is also known as a 
line-by-line method because it considers, in its calculations, changes in 
MW transmission flows and transmission line lengths in miles [Lim96, 
Pan00, Shi89, Shi91]. The method calculates charges associated with each 
wheeling transaction based on the transmission capacity use as a function 
of the magnitude of transacted power, the path followed by transacted 
power, and the distance traveled by transacted power. The MW-mile 
method is also used in identifying transmission paths for a power 
transaction. As such, this method requires dc power flow calculations. The 
MW-mile method is the first pricing strategy proposed for the recovery of 
fixed transmission costs based on the actual use of transmission network. 
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The method guarantees the full recovery of fixed transmission costs and 
reasonably reflects the actual usage of transmission systems. 

The following algorithm is used in the MW-mile method to estimate 
the usage of firm transmission services by wheeling transactions:  

1.  For each transaction t : 

• Use nodal power injections involved in transaction t , calculate 
transaction-related flows on all network lines using an approximate 
(dc) power flow model. 

• The magnitude of MW flow on every line is multiplied by its 
length (in miles) and the cost per MW per unit length of the line (in 
$/MW-mile), and summed over all the lines. 

2.  Repeat the process for other transactions.  

3.  The contribution of transaction t to the total transmission capacity cost 
is calculated as follows: transmission facility costs are allocated in 
proportion to the ratio of flow magnitude (absolute value) contributed 
by transaction t and the sum of absolute flows caused by all 
transactions, as given by the equation 

∑ ∑
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where 

 tTC  = cost allocated to transaction t 
 TC = total cost of all lines in $ 
 kL  = length of line k in mile 
 kc  = cost per MW per unit length of line k 
 k,tMW  = flow in line k, due to transaction t 
 T = set of transactions  
 K = set of lines 
 
 
10.2.4 Unused Transmission Capacity Method  
 
The difference in a facility capacity and the actual flow on that facility is 
called the unused (unscheduled) transmission capacity [Lim96, Kov94, 
Pan00, Sil98]. To guarantee the full recovery of all embedded costs, it is 
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assumed that all transmission users are responsible to pay for both the 
actual capacity use and the unused transmission capacity. Accordingly, the 
following general expression of MW-mile pricing rule is used: 
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where 

 tTC  = cost allocated to transaction t 
 kC  = embedded cost of facility k 
 || ,ktF  = flow on facility k caused by transaction t 
 T = set of transactions 
 K = set of transmission facilities 
 
The pricing rule given by (10.2) ensures the total cost recovery, whether or 
not the line capacity is fully used. It is also inequitable to some users when 
they are forced to share the cost of an expensive transmission facility for 
which only a small portion of the facility capacity is being utilized. In 
addition, some margin of a line capacity is left unused for maintaining 
reliability. As such this rule’s shortcoming is that it does not motivate an 
efficient use of the transmission system. To overcome this drawback, it has 
been suggested that transmission users be charged based on the percentage 
utilization of the facility capacity, and not based on the sum of flows 
contributed by all users (i.e., users are charged based on the actual capacity 
use, and not for the unscheduled capacity). However, this suggestion has a 
drawback in the sense that it ignores the reliability of the transmission 
margin and does not ensure the full recovery of the fixed transmission 
costs. This suggestion uses the following revised MW-mile rule: 
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where kF  is the capacity of facility k. 

 
In addition, multi-part pricing rules have been proposed that consider both 
the utilized facility capacity, and the difference between the total embedded 
costs and costs recovered by the utilized transmission capacity.  
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10.2.5 MVA-Mile Method  
 
The MVA-mile method is an extended version of the MW-mile method 
[Bia98, Pan00]. The extension is proposed to include charges for reactive 
power flow in addition to charges for real power flow. It has been shown 
that monitoring both real and reactive power, given the line MVA loading 
limits and the allocation of reactive power support from generators and 
transmission facilities, is a better approach to measuring the use of 
transmission resources. The tracing methods that will be discussed later in 
this chapter can be used for this purpose. In addition, the sensitivity 
approach with ac power flow studies can be used to determine the network 
usage of reactive power flow. Other approaches have been also proposed to 
decompose network flows into real and reactive components associated 
with individual transactions.  
 
 
10.2.6 Counter-flow Method  
 
The counter-flow method argues that transmission users should be charged 
or credited based on whether their transactions cause flows or counter-
flows with regard to the direction of net flows [Lim96, Pan00]. The method 
suggests that if a particular transaction flows in the opposite direction of 
the net flow, then the transaction should be credited (i.e., the transaction 
would pay a negative charge). This suggestion differs from the traditional 
MW-mile approach and other usage-based allocation pricing rules, where 
each transaction pays for its usage regardless of the flow’s directions. An 
example of the counter-flow method is zero counter-flow pricing, which 
proposes that only those that use the transmission facility in the direction of 
net flow should be charged in proportion to their contributions to the total 
positive flow. One of the difficulties in using this method is that it would 
be hard for transmission service providers to arrange payments to users 
with counter-flows. 
 
 
10.2.7 Distribution Factors Method  
 
Distribution factors are calculated based on linear load flows [Ng81, 
Pan00, Rud95, Shi89, Sin98]. In general, generation distribution factors 
have been used mainly in security and contingency analyses. They have 
been used to approximately determine the impact of generation and load on 
transmission flows. In recent years, these factors are suggested as a 
mechanism to allocate transmission payments in restructured power 
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systems, as these factors can efficiently evaluate transmission usage. To 
recover the total fixed transmission costs, distribution factors can be used 
to allocate transmission payments to different users. By using these factors, 
allocation can be attributed to transaction-related net power injections, to 
generators, or to loads. The distribution factors are given as follows: 
 
(1) Generation Shift Distribution Factors (GSDFs or A factors): GSDFs 

or A factors provide line flow changes due to a change in generation. 
These factors can be used in determining maximum transaction flows 
for bounded generation and load injections. GSDFs or A factors are 
defined as 

      iiklkl GAF ∆=∆ −− ,          (10.4a) 

        ir GG ∆−=∆                   (10.4b) 

       where   

         klF −∆  =    change in active power flow between buses l and k 
         iklA ,−    =  A factor (GSDF) of a line joining buses l and k 

corresponding to change in generator at bus i 
         iG∆   =   change in generation at bus i, with the reference bus 

excluded 
         rG∆   =    change in generation at the reference bus (generator) r 

 
iklA ,−  is calculated using the definition of a reactance matrix and the 

dc load flow approximation. The A factor measures the incremental use 
of transmission network by generators and loads (consumers). We also 
notice that GSDFs are dependent on the selection of reference 
(marginal) bus and independent of operational conditions of the 
system.  

 
(2) Generalized Generation Distribution Factors (GGDFs or D 

factors): They determine the impact of each generator on active power 
flows; thus they can be negative as well. Since GGDFs are based on 
the dc model, they can only be used for active power flows. GGDFs or 
D factors are defined as 

∑
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        and  

 klF −  = total active power flow between  buses l and k 

 0
klF −   = power flow between buses l and k from the previous 

iteration 
 iklD ,−  = D factor (GGDF) of a line between buses l and k 

corresponding to generator at bus i 
 rklD ,−   = GGDF of a line between buses l and k due to the 

generation at reference bus r 
 iG  = total generation at bus i 

 
GGDFs measure the total use (not incremental) of transmission 
network facilities produced by generator injections. GGDFs depend 
on line parameters, system conditions, and not on the choice of 
reference bus.  

 
(3) Generalized Load Distribution Factors (GLDFs or C factors): are 

very similar to GGDFs. GGDFs determine the contribution of each 
load to line flows. GLDFs also allocate charges of the sub-transmission 
network to loads within a distribution company service area. GLDFs or 
C factors are defined as: 
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        and, 

 klF −  = total active power flow between buses l and k 
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 0
klF −   = power flow on a line between buses l and k from the 

previous iteration 
 jklC ,−  = C factor (GLDF) of a line between buses l and k 

corresponding to demand at bus j 
 rklC ,−   = GLDF for a line between buses l and k due to the load 

at reference bus r 
 jL  = total demand at bus j 
 

GGDFs are also based on dc power flows. We notice that C factors 
(GLDFs) measure the total use of transmission network facilities by 
loads in which loads are seen as negative injections. As in the case of 
GGDFs, GLDFs depend on line parameters, system conditions, and 
not on the reference bus location.  

 
 
10.2.8 AC Power Flow Methods  
 
Many ac-based approaches have been proposed to allocate transmission 
cost. Among them there are flow sensitivity indices, full ac power flow 
solutions, and power flow decomposition [Bar99, Hao97, Ili97, Pan00, 
Par98, Shi91, Zob97]. The ac flow sensitivity indices method uses the 
same logic as the dc flow distribution factors, but the sensitivity of 
transmission flows to bus power injections are derived from ac power flow 
models. The full ac power flow solutions method uses full ac power flow 
calculations or utilizes optimal power flow studies. In these methods, more 
detailed cost information is usually required to study the impact of 
wheeling transactions. The power flow decomposition method would 
decompose network flows into components associated with individual 
transactions plus one component to account for the nonlinear nature of 
power flow model. For each transaction, the algorithm determines real and 
reactive flow components of the transmission network usage, the net power 
imbalance, and the contribution of participating generators to real-power-
loss compensation.  
 
 
10.2.9 Tracing Methods  
 
Tracing methods determine the contribution of transmission users to 
transmission usage [Bia96, Bia97a, Bia97b, Bia98, Kir97, Pan00, Str98]. 
Tracing methods may be used for transmission pricing and recovering 
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fixed transmission costs. In this section, we discuss two tracing methods, 
which are recognized as the Bialek’s tracing method and the Kirschen’s 
tracing method. Tracing methods are generally based on the so-called 
proportional sharing principle.  

 
(1) Bialek’s Tracing Method 

In Bialek’s tracing method, it is assumed that nodal inflows are shared 
proportionally among nodal outflows [Bia96, Bia97a, Bia97b, Bia98, 
Pan00]. This method uses a topological approach to determine the 
contribution of individual generators or loads to every line flow based on 
the calculation of topological distribution factors. This method can deal 
with both dc power flow and ac power flows; that is, it can be used to find 
contributions of both active and reactive power flows. Bialek’s tracing 
method considers:  

• Two flows in each line, one entering the line and the other exiting the 
line (to consider losses in line).  

• Generation and load at each bus. 

The main principle used to trace the power flow will be that of proportional 
sharing, see Figure 10.1 for an illustration. The figure shows four lines 
connected to a node. The outflows (f1 and f2) can be represented in terms of 
the inflows (fa and fb); in other words, we can determine how much of f1 
comes from fa and how much of f1 comes from fb. The same applies to f2. 
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ba
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ff
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Figure 10.1 Illustration of Proportional Sharing 

 

This method uses either the upstream-looking algorithm or the 
downstream-looking algorithm. In the upstream-looking algorithm, the 
transmission usage/supplement charge is allocated to individual generators 
and losses are apportioned to loads. In the downstream-looking algorithm, 
the transmission usage/supplement charge is allocated to individual loads 
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and losses are apportioned to generators. Bialek’s tracing method is used to 
determine how much of a particular generator’s output supplies a particular 
load or how much of a particular load is supplied by a particular generator. 
Topological distribution factors calculated in this method are always 
positive; therefore this method would eliminate the counter-flow problem.  

 To show how this algorithm works, we define the gross demand as 
the sum of a particular load and its allocated part of the total transmission 
loss. The total gross demand in a system is equal to the total actual 
generation. Topological distribution factors are given by the following 
equation in which g

kij,D refers to the kth generator’s contribution to line i–j 
flow. 
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and 

 g
ijp  = an unknown gross line flow in line i–j 

 g
ip  = an unknown gross nodal power flow through node i 

 uA  = upstream distribution matrix 
 kGP  = generation in node k 

 d
iα  = set of nodes supplied directly from node i 

 u
iα  = set of buses supplying directly bus i  

 g
kij,D   = topological distribution factors 

 
The gross power at any node is equal to the generated power at the node 
plus the imported power flows from neighboring nodes. The total usage of 
the network by the kth generator ( kGU ) is calculated by summing up the 
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individual contributions (multiplied by line weights) of that generator to 
line flows. This is given by: 
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where  

 ijC  = total supplement charge for the use of line i–j 

 g
ijw   = charge per MW of each line i–j 

 
The method can be summarized as follows: 

 
1. Solve power flow (either ac or dc) and define line flows (inflows and 

outflows).  
2. If losses exist, allocate each line’s loss as additional loads to both ends 

of the line.  
3. Find matrix  uA . 
4. Define generation vector  GP  

5. Invert matrix  uA (i.e., 1−
uA ) 

6. Find gross power gP  using Gug PAP 1−= . The gross power at node i is 

given as kG

n

k
ik

g
i P p ∑

=

−=
1

1][ uA  

7. The gross outflow of line i–j, using the proportional sharing principle, 
is given as 
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and  j is the set of nodes supplied directly from node i. 
 

The downstream-looking method that allocates usage charges to individual 
loads would use the same methodology.  
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(2) Kirschen’s Tracing Method  

Kirschen’s tracing method is based on a set of definitions for domains, 
commons, and links [Kir97, Pan00, Str98].  

 A domain is a set of buses that obtain power from a particular 
generator. A common is a set of contiguous buses supplied by the same set 
of generators. Links are branches that interconnect commons. Based on 
these definitions, the state of system (an acyclic state graph) is represented 
by a directed graph that consists of commons and links, with directed flows 
between commons and the corresponding data for generations/loads in 
commons and flows on links. The method uses a recursive procedure for 
calculating the contributions of generators (or loads) to commons, links, 
and loads (or generators), and line flows within each common. For a given 
common, the method assumes that the proportion of inflow traced to a 
particular generator is equal to the proportion of outflow traced to the same 
generator. As in Bialek’s tracing method, Kirschen’s tracing method can 
determine contributions from individual generators to line flows, and 
determine contributions of individual loads to line flows.  

 Starting from a root common, the method finds recursively the 
contribution of each common’s generation (load) to line flows and 
consumed loads. The method uses a proportionality assumption to allocate 
the outflow of a common to contributors of the inflow of a common. By 
determining the flow in each branch, the method apportions each branch 
usage among system users that contribute to the branch flow. Usage of a 
transmission system should be allocated to generators (loads) on the basis 
of their contribution to each branch flow, that is the usage of a branch must 
be apportioned among all parties. In this section, generation (load) refers to 
net generation (load) at a bus. The contributions can be calculated based on 
traceable contributions of each generator (load) to branch flows.  

 Kirschen’s tracing method is a topological trace method that would 
answer the following question: What proportion of the active (reactive) 
power flow in a branch is contributed by each generator?  The method is 
applicable to both ac and dc load flow solutions. This traceable allocation 
method does not rely on a linearized model of the network and is therefore 
not limited to incremental changes in injections. The method starts by 
calculating line flows, which in turn provides the flow direction in each 
branch. Starting from each generator’s bus, and based on the flow direction 
in each line, the method determines the domain of each generator. In this 
chapter, we simulate a situation with more than one generator at some 
buses. In this case, the generation at each bus is the sum of generator 
outputs. The net generation at each bus is used to trace the contribution to 



384    CHAPTER 10 

line flows. Then, we determine how much each generator contributes to 
line flows. The domain is a set of buses that are reached by the active 
(reactive) power produced by a generator. For a system of Ng generator 
buses, there are Ng domains. After determining domains, the method 
determines the commons. A common is defined as a group of buses that are 
reached by the same generators. If iG  refers to the ith generator, the first 
common (rank = 1, root node) is the set of buses that are only reached by 

1G , the second common (rank = 2) is the set of buses that are reached by 

1G and 2G , the third common (rank = 3) is the set of buses that are 
reached by 1G , 2G  and 3G , and so on.  By knowing line flows and 
commons, links between commons are formed. A link is defined as a group 
of lines (branches) that connect two commons directly. After determining 
commons and links, the method uses a state graph to calculate different 
contributions. A state graph is a transformation of the meshed network into 
an acyclic graph. All that is needed in the state graph are commons, links 
between commons (with flows), and generation and load in each common. 
Using the state graph, the method determines how much a generator (load) 
contributes to loads (generators) and flows in commons and links of a 
graph.  

 To calculate the contribution of each generation to commons and 
line flows, the method calculates the inflow to each common. The inflow to 
common k is the sum of generation at common k and the flow to common k 
from other commons with a lower rank j. Mathematically,  

   ∑+=
j

jkkk FgI       (10.9) 

where,  

 kI  =   inflow of common k 
 kg  =   net generation in common k 
 jkF  =   flow (from j to k) in a link connecting commons j and k 
  

 The next step is to recursively calculate relative contributions by 
each generator to the load and outflow of each common, starting from the 
root common (that has rank 1). Relative contributions are calculated based 
on absolute contributions to a common. Let  

 ijR  =  relative contribution of common i to the load and the 
outflow of common j 

 ijA  =  absolute inflow contribution of common j to common i 
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 cN  =  number of commons 
 kiF   =  flow between commons k and i  
 

 The elements of absolute contribution matrix (A) and relative 
contribution matrix (R) are calculated using the following algorithm: 

 
 
 do j = 1, cN   
          jjj gA =   

  jjjjj IAR /=   
 enddo 
 
 do i = 1, cN            
  do j = i+1, cN     
   0=ijA  
                        do k = 1,  j 
    0=jiA  

    0=jiR  

    kjikijij FRAA +=  

                            jijij IAR /=  
                       enddo 
  enddo 
 enddo 
 
 Each element ijR  signifies that the generation in common i ( ig ) 
produces ( ijR ×100)% of the load consumed in common j ( id ), ( ijR  × 
100)% of the flow in each link originating from common j and ending with 
other commons3, and  ( ijR  × 100)% of the flow in each branch between 
any two buses in common j. Note that the under-diagonal elements of both 
A and R are zero, which means that a common does not contribute to 
commons of lower rank. The elements of R will be the basis for the 
calculation of transmission charges, as we will show for the test system and 
examples.  
 
 
 
 
                                                      
3 What is applied to a link is also applied to lines forming this link. 
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10.2.10 Comparison of Cost Allocation Methods 
 
Table 10.1 summarizes some of the aforementioned methods used in 
transmission cost allocation. 
 

Table 10.1 Summary of Transmission Cost Allocation Methods 

 
Method 

 
Application 

Load Flow 
Analysis 

Payments 
Based On 

 
Comments 

 
Postage-

stamp 

Real power 
generation 
or load 

 

• Magnitude of 
transacted power 

• An average 
embedded cost 

Depends on 
assumption that the 
entire transmission 
system is used 

Contract 
path 

Real power 
generation 
or load 

 

• Magnitude of 
transacted power 

• An embedded 
cost 

Depends on 
assumption that the 
transmission service 
is restricted to flow 
along a specified and 
artificial path 

MW-mile 
Real power 
generation 
or load 

dc, ac  
 
(usually 
dc) 

• Magnitude of 
the transacted 
power 

• Path followed by 
the transacted 
power 

• Distance 
traveled by the 
transacted power 

Depends on 
operational 
conditions (system 
configuration) 
 

A factors 
(GSDFS) 

Real power 
generation 
or load 

dc Incremental flow 

Depends on 
• System 

configuration 
• Selection of 

reference bus 
• Power flow 

directions 

D factors 
(GGDFS) 

Real power 
generation dc Total flow 

Depends on 
operational 
conditions 

C factors 
(GLDFS) 

Real power 
load dc Total flow 

Depends on 
operational 
conditions 

Bialek 

Real and 
reactive 
generation 
or load 

dc, ac Total flow 
Depends on 
operational 
conditions 

Kirschen 

Real and 
reactive 
generation 
or load 

dc, ac Total flow 
Depends on 
operational 
conditions 



TRANSMISSION CONGESTION MANAGEMENT AND PRICING    387 

10.3  EXAMPLES FOR TRANSMISSION COST 
ALLOCATION METHODS 

 
Figure 10.2 represents a 5-bus test system with two generators and three 
loads. Line data are given in Table 10.2. Voltage magnitudes are assumed 
to be 1.060 and 1.050 at buses 1, and 4, respectively. Bus 1 is assumed the 
reference bus. The ac load flow solution is shown in Tables 10.3 and 10.4. 
The dc load flow solution is given in Table 10.5. Table 10.4 also shows the 
average line flows. The average flow disregards the impact of MW losses 
in calculating line contributions.  

 
 

G4=80 MW 

Bus 1 Bus 4 

Reference 

G1 

Bus 5 

Bus 3 

Bus 2 

 

L2 =50 MW + j10 MVAR 

L3 =60 MW + j20 MVAR 

L5 =70 MW + j30 MVAR 

 

Figure 10.2  5-Bus Test System 

 

Table 10.2 System Data of the 5-Bus Example 

Line No. From  To R X B/2 Ck Lk 

1 1 2 0.02 0.06 0.030 60 
2 1 3 0.08 0.24 0.025 240 
3 2 4 0.06 0.18 0.020 280 
4 2 5 0.04 0.12 0.015 120 
5 3 4 0.01 0.03 0.010 30 
6 4 5 0.08 0.24 0.025 240 
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Table 10.3 Voltage, Angle, Generation and Load at Each bus 

Bus Voltage Angle (Deg) PL QL PG QG 

1 1.060 0.000 0.000 0.000 103.361   14.523  
2 1.035 -2.451 50.000 10.000   0.000     0.000  
3 1.042 -2.281 60.000 20.000   0.000     0.000  
4 1.050 -1.711 0.000 0.000  80.000   28.570  
5 0.999 -4.909 70.000 30.000   0.000     0.000  

                        Total 180.000 60.000 183.361     43.093  
 

 

Table 10.4 Line Flow Results of the ac Load Flow 

Line i j Pij Pji Pij
ave Qij Qji MVAij MVAji PLoss QLoss 

1 1 2  84.343  -83.016 83.680  15.221  -17.819  85.706 84.906 1.328 -2.598 
2 1 3  19.018  -18.757  18.888  -0.703  -4.037 19.031 19.186 0.261 -4.740 
3 2 4  -9.664  9.734   9.699  -7.772  3.637 12.402 10.391 0.070 -4.135 
4 2 5  42.680  -41.888 42.284  15.591  -16.319  45.438 44.955 0.791 -0.728 
5 3 4 -41.243  41.420 41.332 -15.963  14.307 44.225 43.821 0.177 -1.656 
6 4 5  28.846  -28.112  28.479  10.631  -13.681  30.742 31.264 0.734 -3.050 

Total Loss 3.361 -16.907 

 
 

Table 10.5 Line Flows for the dc Load Flow Solution 

Line No. From  To Pij 

1 1 2    81.78   
2 1 3    18.22   
3 2 4    -9.93  
4 2 5    41.70   
5 3 4   -41.78  
6 4 5    28.30   

 
 

 
10.3.1 Cost Allocation Using Distribution Factors Method 
 
Table 10.6 shows GSDFs and GGDFs of the test system. Table 10.7 shows 
transmission usage contributions of each generator based on GGDFs. We 
used the average real power flows to find generator contributions. These 
contributions will be used later for comparison with other methods.  
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Table 10.6 A Factors (GSDFs) and D Factors (GGDFs) of the 5-Bus  

A  Factors D  Factors Line 
i–j 1,ijA  2,ijA  3,ijA  4,ijA  5,ijA  1,ijD  4,ijD  

1–2 0.00 -0.8667  -0.5333 -0.60 -0.7778 0.71816 0.11816 
1–3 0.00 -0.1333 -0.4667 -0.40 -0.2222 0.26740 0.22740 
2–4 0.00 0.0889 -0.3556 -0.40 -0.0741 0.22720 -0.17280 
2–5 0.00 0.0444 -0.1778 -0.20 -0.7037 0.31780 0.11780 
3–4 0.00 -0.1333  0.5333 -0.40 -0.2222 -0.05089 -0.45089 
4–5 0.00 -0.0444  0.1778 0.20 -0.2963 0.06805 0.26805 

 
 

Table 10.7 Transmission Usage Allocation using GGDFs 

Line i j ave
ijP  1G

ijP  4G
ijP  

    1  1 2 83.6795 74.2261    9.4528 
    2  1 3 18.8875 28.6813 -  9.8000 
    3  2 4   9.6990 23.5031 -13.8240 
    4  2 5 42.2840 32.8465     9.4240 
    5  3 4 41.3315   5.2597   36.0712 
    6  4 5 28.4790   7.0334    21.4440 

 
 
10.3.2 Cost Allocation Using Bialek’s Tracing Method  
 
Figure 10.3 shows the lossless power system corresponding to the test 
system. The average line flows are shown. Line losses are is divided 
equally as two additional loads at two ends of each line.   

 

P3 =60.25 MW 

P5 =70.7625 MW 

83.6795 MW 

18.8875 MW 41.3315 MW 

42.2840 MW 

28.479 MW 9.699 MW 

P4 =79.5095 MW P1 =102.562 MW 

G4 
79.5095 MW G1 

102.562 MW 
 

51.0945 MW 

60.25 MW 

70.7625 MW 

 

P2 =93.3785 MW 

 
Figure 10.3 Lossless Power Flow 
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Upstream distribution matrix and its inverse ( uA  and 1-
uA ), nodal 

generation vector (  GP ) and gross power vector ( gP ) are calculated and 
given as follows: 
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Note that we calculate the unknown gross power vector gP  using 

Gug PAP 1−= . Table 10.8 gives the transmission usage allocation based on 
the Bialek’s upstream algorithm. 
 

Table 10.8 Transmission Usage Allocation of Bialek’s Upstream Algorithm 

Line i j ave
ijP  1G

ijP  
4G

ijP  

1 1 2 83.6795 83.6795 0 
2 1 3 18.8875 18.8875 0 
3 2 4 9.6990 0 9.6990 
4 2 5 42.2840 37.8924 4.3924 
5 3 4 41.3315 0 41.3315 
6 4 5 28.4790 0 28.4790 
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10.3.3 Cost Allocation Using Kirschen’s Tracing Method 
 
The lossless system is redrawn in Figure 10.4 to include three commons 
based on Kirschen’s tracing method. Common 1 includes bus 1, common 2 
includes bus 4, and common 3 includes buses 3, 4, and 5. The system has 
two links. The first link connects commons 1 and 3, which includes 
branches 1–2 and 1–3. The second link connects commons 2 and 3, which 
includes branches 2–4, 2–3 and 2–5. The acyclic diagram of the test system 
is shown in Figure 10.5. Transmission usage allocations obtained by 
Kirschen’s tracing method are shown in Table 10.9. 

 
 

Common 2 
41.3315 MW 

G1 
102.562 MW 

G4 
79.5095 MW 

51.0945 MW 

Common 3 

Common 1 

70.7625 MW 

60.25 MW 

83.6795 MW 

18.8875 MW 

42.2840 MW 

28.479 MW 9.699 MW 

  

 
 

Figure 10.4 Commons of the Test System 
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Figure 10.5 Acyclic Diagram of Generator Contributions  
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Table 10.9 Transmission Usage Allocation of Kirschen’s Tracing Method 

Line i j ave
ijP  1G

ijP  
4G

ijP  

1 1 2 83.6795 83.6795 0 
2 1 3 18.8875 18.8875 0 
3 2 4 9.6990 0 9.6990 
4 2 5 42.2840 23.81857 18.46543 
5 3 4 41.3315 0 41.3315 
6 4 5 28.4790 0 28.4790 

 
 
 
 

10.3.4 Comparing the Three Cost Allocation Methods  
 
Here, we show a comparison of the three allocation methods. As we 
observe in Tables 10.7, 10.8, and 10.9, the contributions of G1 and G2 to 
line flows differ. The differences are expected to be greater in a larger 
power system. However, occasionally the results in these tables are the 
same for certain transmission lines. For example, Bialek’s and Kirschen’s 
tracing methods result in different contributions for line 2–5 but the same 
contributions for lines 1–2, 1–3, 2–4, 3–4 and 3–5. We also notice zero 
contributions of generators using these two methods. Using GGDFs, none 
of the two generators gives zero contribution, and the results are different 
from those using the tracing methods.   

 Based on Tables 10.7, 10.8, and 10.9, allocations of transmission 
charges are shown in Table 10.10. The allocations are based on the MW-
mile method (Equation 10.1). As Table 10.10 shows, the total transmission 
charge of G1 is $607.4309 using GGDFs, $538.1039 using Bialek’s tracing 
method, and $473.657 using Kirschen’s method.  For every 1 MW, it costs 
G1 an average of $5.87707 using GGDFs, $5.20632 using Bialek’s tracing 
method, and $4.58277 using Kirschen’s tracing method. For G4, the total 
transmission charge is $362.5691 using GGDFs, $431.8961 using Bialek’s 
tracing method, and $496.343 using Kirschen’s tracing method. For every 
1 MW, it costs G4 and average of $4.53211 using GGDFs, $5.3987 using 
Bialek’s tracing method, and $6.20429 using Kirschen’s tracing method. 
As in the case of contributions to line loading, we see that different 
methods give different costs for transmitting power. These differences are 
expected to be high for more complicated power systems with more 
transactions.  
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Table 10.10 Allocation of Transmission Charges of the Three Methods 

GGDFs Method Bialek’s Method Kirschen’s Method Line 
k 

Line  
Cost $ kkk MWLc ,1  kkk MWLc ,4  kkk MWLc ,1  kkk MWLc ,4  kkk MWLc ,1  kkk MWLc ,4  

1 60 4453.566 567.168 5020.770 0.000 5020.770 0.000 
2 240 6883.512 2352.000 4533.000 0.000 4533.000 0.000 
3 280 6580.868 3870.720 0.000 2715.720 0.000 2715.720 
4 120 3941.580 1130.880 4547.088 527.088 2858.230 2215.852 
5 30 157.791 1082.136 0.000 1239.945 0.000 1239.945 
5 240 1688.016 5146.560 0.000 6834.960 0.000 6834.962 

Total    970 23705.333 14149.464 14100.858 11317.713 12412.000 13006.479 

∑ ∑
∈ ∈Tt Kk

ktkk MWLc ,
 

37854.797 25418.571 25418.479 

tTC  607.4309 362.5691 538.1039 431.8961 473.6570 496.3430 
Cost ($/MW) 5.87707 4.53211 5.20632 5.39870 4.58277 6.20429 

 
 
10.4 LMP, FTR, AND CONGESTION MANAGEMENT 
 
A transmission congestion charge is incurred when the system is 
constrained by physical limits. So a reasonable transmission pricing 
method should provide some economic signal to reflect the charge due to 
the physical constraints. One option is to base the change on locational 
marginal prices. That is, the congestion charge for a specified path is the 
product of the flow along the path and the price differences between the 
two terminals of the path.  

 The transmission congestion charge may skyrocket in some cases, 
and create a big loss for a market participant. To hedge the risk, the 
participant can purchase a right to transfer power over a constrained 
transmission path for a fixed price, which is called a firm transmission 
right. The holder of such a right receives a credit that counteracts the 
congestion charge.  

 In this section, we will introduce the concepts of locational marginal 
pricing and firm transmission right and give some examples. A 
transmission congestion management scheme that incorporates an 
application of these two concepts is presented.  
 
 
10.4.1 Locational Marginal Price (LMP)  

LMP is the marginal cost of supplying the next increment of electric 
energy at a specific bus considering the generation marginal cost and the 
physical aspects of the transmission system. LMP is given as 
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LMP  =     generation marginal cost + congestion cost  
                               + cost of marginal losses 

 
Mathematically, LMP at any node in the system is the dual variable 
(sometimes called a shadow price) for the equality constraint at that node 
(sum of injections and withdrawals is equal to zero). Or, LMP is the 
additional cost for providing one additional MW at a certain node. 

 Using LMP, buyers and sellers experience the actual price of 
delivering energy to locations on the transmission systems. The difference 
in LMPs appears when lines are constrained. If the line flow constraints are 
not included in the optimization problem or if the line flow limits are 
assumed to be very large, LMPs will be the same for all buses, and this is 
the marginal cost of the most expensive dispatched generation unit 
(marginal unit). In this case, no congestion charges apply. However, if any 
line is constrained, LMPs will vary from bus to bus or from zone to zone, 
which may cause possible congestion charges.  

 
Example 10.1: Illustration of LMP 
 
Figure 10.6a shows the system under study, where line data are given in 
Table 10.11, and losses are neglected.  

 Figures 10.6b and 10.6c show the solutions for two cases: when line 
1–3 is unconstrained and when the line is constrained. For the 
unconstrained case, we note that only generator G1 is dispatched and it sets 
the price at 10 $/MWh. In this case, LMP1 = LMP2  = LMP3  = 10 $/MWh, 
since the system is unconstrained. The price set by G1 acts as a market-
clearing price.  

 
Table 10.11 Line Data 

Line From To Reactance (p.u.) Limit (p.u.) 
1 1 2 0.25 2.0 
2 1 3 0.25 2.0 
3 2 3 0.25 2.0 
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a. System Configuration 
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b. Solution When Line Limits are Ignored 
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c. Solution When Line Limits are Considered 

 
Figure 10.6 System of Example 10.1 
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 For the constrained case (when line limits are considered), G3 is also 
dispatched and accordingly G1 is ramped down. As a result, LMP values 
become different at each bus. LMP2 (15 $/MWh) is obtained as follows: if 
the demand at bus 2 were to increase by 1 MW (0.01 p.u.), MW would not 
be completely supplied by G1 because the constraint in line 1–3 prevents 
additional power from being generated at bus 1 and delivered to bus 2. 
Sending additional power over line 1–2 could increase the flow on line 1–3 
as well. Therefore, bus 2 must receive the remaining energy from G3, and 
thus these generators (G1 and G3) become the marginal units for the system 
as they control the flow on line 1–3.  

 Power flow from G1 to bus 2 would split between lines 1–2 and 1–3 
(then 3–2). Given line reactances as shown in Table 10.11 (where all lines 
have the same reactance), 2/3 of any additional power would flow on line 
1–2 and 1/3 on line 1–3 (then 3–2). See Figure 10.7, where ∆Pg1 is the 
additional power from G1 required to supply the increase in demand at bus 
2.  By the same logic, flow from G3  to bus 2 would split between lines 3–1 
(then 1–2) and 3–2. Also, 2/3 of the power would flow on line 3–2 and 1/3 
would flow on line 3–1 (then 1–2). See Figure 10.8, where ∆Pg3 is the 
additional power from G3 required to supply the increase in demand at bus 
2. 

 
                                                                                      
                      
                                                                    
 
  
                                                                                           
                                                                                                                                           
                                                                                                   

∆Pg1 
(2/3)∆Pg1 

(1/3)∆Pg1 

(1/3)∆Pg1 

∆Pg1 

 
Figure 10.7 Flows due to an Additional Generation of ∆Pg1 
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∆Pg3 
(1/3)∆Pg3 

(2/3)∆Pg3 

(1/3)∆Pg3  
Figure 10.8 Flows due to an Additional Generation of ∆Pg3 
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 In order to keep the power flow of line 1–3 at thermal limit, G3 must 
be turned on to counteract the flow from 1 to 3. Equal amounts of 
generation on each side of the constraint will cancel out and prevent 
overflow on line 1–3, that is, as (1/3) ∆Pg1 = (1/3) ∆Pg3, or ∆Pg1 = ∆Pg3.For 
an increase of 1 MW at bus 2, we would need ∆Pg1 + ∆Pg3  = 1 MW.  

 This means that in order to keep the flow on line 1–3 within 
reliability limits and maintain the most economic dispatch, 50% of the 
additional load at bus 2 is served by G1 and 50% is served by G3. The 
resulting locational price at load bus 2 is:  
  

 LMP2 = (0.5 × 10 $/MWh) + (0.5 × 20 $/MWh) = 15 $/MWh 

 

Example 10.2: Delivery Factor, Generator Shift Factor, Constraint’s 
Cost, and Decomposing Components of LMPs 

(1) Delivery Factor: A delivery factor of bus i with respect to bus j as a 
reference bus (or DFi,j ) is a measure of the portion of the next MW 
generation at bus i that is delivered to bus j. For example, 8021 .DF , =  
means that of the next 1 MW generation sent from bus 1, 0.8 MW is 
delivered to bus 2, when bus 2 is the reference bus. Note that 

2112 1 ,, /DFDF = . For 8021 .DF , = , 25180112 ../DF , == . A DF that is 
larger than 1.0 represents a reduction in losses. Values of DF depend 
on the choice of the reference bus.  

(2) Generator Shift Factor: The generator shift factor is defined as the ratio 
of the change in line flow to the change in generation of the designated 
bus. A factor ikGSF  refers to generation shift factor for bus i on line k. 
All generation shift factors at the reference bus are equal to zero.  

(3) Constraint’s Cost: In the system shown in Figure 10.9, the line limit 
connecting the two buses is 100 MW. For this system, the optimal 
dispatch is shown in Figure 10.10. For the optimal dispatch, the total 
cost is 10 × 220 +15 × 70 = $3250. Now, if we permit the constrained 
line to increase its limit by 1 MW, the constraint’s cost (β ) is equal to  

 

flowscontraint'inChange
costtotalinReduction

=β                                     (10.10) 
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10 $/MWh 

Limit =100 MW 
Pg2 Pg1 

P2 P1 Ploss 
15 $/MWh 

G2 G1 

1 2 

D2=150 MW D1=120 MW  
Figure 10.9 System of Example 10.2  

 
 
 

 

10 $/MWh 

Limit =100 MW 

Pg2=70 P g1=220 

80 100 Ploss=20 
15 $/MWh 

G2 G1 

1 2 

D2=150 MW D1=120 MW  
Figure 10.10 Optimal Dispatch 

 
 

Case 1: Bus 2 is the reference bus. If we let the line limit increase to 101 
MW (increase of 1 MW in line limit), then G1 (the cheapest generator) will 
pick up 1 MW and G2 (the most expensive generator) will decrease its 
output by 0.8 MW. From (10.10), the constraint’s cost is equal: 

$/MWh 2
1.0

(1.0)(10)(0.8)(15) =−=β  

When the line limit is increased by 1 MW, G1 generates 221 MW and G2 
generates 69.2 MW. The total cost is 10 × 221 + 15 × 69.2 = $3248 and the 
difference between this cost and the initial cost is 2 (or 3250 - 3248).  

 

Case 2: Bus 1 is the reference bus. If G2 decreases its output by 1 MW, 
the line flow will increase by 1 MW, and G1 will increase its output by 
1/0.8 MW (or 1.25 MW) to compensate. In this case, the constraint cost, 
from (10.10), is equal to 

$/MWh 2.5
1.0

(1.25)(10)(1.0)(15) =−=β  

Note that in this case G1 generates 221.25 MW and G2 generates 69 MW. 
Total cost is 10 × 221.25 + 15 × 69 = $3247.5. The difference between this 
cost and the initial cost is 2.5 (or 3250 - 3247.5).  
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(4) Decomposing Components of LMPs: At any bus i, iLMP  is composed 
of three components. The first component is marginal generation price 
at the reference bus ( ref

iLMP ), the second component is a loss 

component ( loss
iLMP ), and the third component is a congestion 

component ( cong
iLMP ). Thus, iLMP  could be expressed as: 

cong
i

loss
i

ref
ii LMPLMPLMPLMP ++=    (10.11a) 

To calculate the last two components, DF and GSF are required. The 
values of the three components are based on the selection of reference bus. 
The last two components are given as: 

ref
i

loss
i DF LMP  1)(LMP −=     (10.11b) 

∑
∈

−=
Kk

kik
cong
i  GSF βLMP     (10.11c) 

where 

 iDF  = delivery factor of bus i relative to the reference bus 
 ikGSF  = generation shift factor for bus i on line k 
 kβ  = constraint cost of line k 
 K = set of congested transmission lines  

 

Now, let’s apply these equations to our example to show how they work. 

 

For Case 1 (bus 2 is the reference bus)  

 

Bus 1:   

$/MWh 15LMP =ref  

$/MWh 31)(15)(0.8LMP  1)(LMP 1,21 −=−=−= refloss DF  

$/MWh 2(1)(2)LMP 1111 −=−=−= β GSFcong  

$/MWh 102315LMPLMPLMPLMP 111 =−−=++= conglossref  
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Bus 2:   

$/MWh 15LMP =ref  

$/MWh 01)(15)(1LMP  1)(LMP 2,22 =−=−= refloss DF  

$/MWh 0(0)(2)LMP 1212 =−=−= β GSFcong  

$/MWh 150015LMPLMPLMPLMP 222 =++=++= conglossref  
 

For Case 2 (bus 1 is the reference bus)  

 

Bus 1:   

$/MWh 10LMP =ref  

$/MWh 01)(15)(1LMP  1)(LMP 1,11 =−=−= refloss DF  

$/MWh 0(0)(2.5)LMP 1111 =−=−= β GSFcong  

$/MWh 100010LMPLMPLMPLMP 111 =++=++= conglossref  

Bus 2:   

$/MWh 10LMP =ref  

$/MWh 2.51)(10)(1.25LMP  1)(LMP 2,12 =−=−= refloss DF
 

$/MWh 2.51)(2.5)(LMP 1212 =−−=−= β GSFcong  

$/MWh 152.52.510LMPLMPLMPLMP 222 =++=++= conglossref

 
 

Example 10.3: AC Analysis of a System with Losses and Congestion 

Figure 10.11 shows a system of two buses, where bus 1 is the reference 
bus. The line admittance is given by 20.04.012 jy −=  p.u. and equality 
constraints at two buses are given by 

])δsin(δ)δcos(δ[ 211221122111
2
111 −+−+=− bgvvgvPP DG  

])(sin)(cos[ 122112211222
2
222 δδbδδsgvvgvPP DG −+−+=−  
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C1 $/MWh 

2 1 

P21 P12 Ploss C2 $/MWh 

PG2 PG1 

PD2 PD1 

 
Figure 10.11 System of Example 10.3 

 

The flow from 1 to 2, and 2 to 1 are given by 

 )](sin)(cos[ 211221122111
2
121 δδbδδgvvgvf −+−+=−  

 )](sin)(cos[ 122112212122
2
212 δδbδδgvvgvf −+−+=−  

The loss in the line connecting the two buses is given by 

)(cos2

)](sin)(cos)(sin)(cos[

)](sin)(cos)(sin)(cos[

21122122
2
211

2
1

21212121211221122122
2
211

2
1

12211221211221122122
2
211

2
1

1221

δδgvvgvgv         

δδbδδgδδbδδgvvgvgv         

δδbδδgδδbδδgvvgvgv         

ffPloss

−++=

−−−+−+−++=

−+−+−+−++=

+= −−

 

Inequality constraints reflect real power flows between buses, and stability 
and thermal limits define line limits. Inequality constraints for each flow is 
given by 

maxmin PδδbδδgvvgvfP 12211221122111
2
12112 )]sin()cos([ ≤−+−+=≤ −

maxmin PδδbδδgvvgvfP 12122112212122
2
21212 )]sin()cos([ ≤−+−+=≤ −

 

where 11g , 11b , 12g , 12b , 21g , 21b , and 22b  are contributions to the 
network admittance matrix for a branch between buses 1 and 2, 2112 gg =  
and 2112 bb = . If we consider a constant bus voltage of 1.0 p.u., the former 
equations will be 
 )sin()cos( 211221121111 δδbδδggPP DG −+−+=−  

 )sin()cos( 122112212222 δδbδδggPP DG −+−+=−  

The flow from 1 to 2, and 2 to 1 are given by: 
 )sin()cos( 211221121121 δδbδδggf −+−+=−  

 )sin()cos( 122112212212 δδbδδggf −+−+=−  
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The loss in the line connecting the two buses is given by 
 )cos(2 21122211 δδ ggg Ploss −++=  

Inequality constraints is given by 

   PδδbδδggP maxmin
12211221121112 )sin()cos( ≤−+−+≤  

   PδδbδδggP maxmin
21122112212221 )sin()cos( ≤−+−+≤  

For this example, the problem is formulated as 

min   2211 GG PCPC +   

s.t.    

0)sin()cos( 211221121111 =−−−−−− δδbδδggPP DG  

0)sin()cos( 122112212222 =−−−−−− δδbδδggPP DG  

maxmax Pδδbδδ ggfP 1221122112112112 )sin()cos( ≤−+−+=≤− −  

maxmax PδδbδδggfP 1212211221221212 )sin()cos( ≤−+−+=≤− −  

max
GG PP 110 ≤≤  

max
GG PP 220 ≤≤  

Equality constraints represent power flow balance equation at each bus. 
Inequality constraints reflect real power flows between buses, and stability 
and thermal limits define line limits. The Lagrangian is given by: 

 

)()()()(

))sin()cos((

))sin()cos((

))sin()cos((

))sin()cos((

))sin()cos((
))sin()cos((

222111222111

1212211221222

1221122112111

1212211221222

1221122112111

1221122122222

2112211211111

2211

min
GG

min
GG

max
GG

max
GG

max

max

max

max
DG

DG

GG

PPψPPψPPπPP π 

P-δδb-δδgg ω 

P-δδb-δδgg ω 

P-δδb-δδgg γ 

P-δδb-δδgg γ 

-δδb-δδggPP λ 
-δδb-δδggPP λ 

PCPCL

+−++−+−+−+

+−−−+

+−−−+

−+++

−+++

−−−−+
−−−−+

+=

 

 

For the case where bus 1 is the reference bus ( 01 =δ ), the Lagrangian is 
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)()()()(

))sin()cos((

))sin()cos((

))sin()cos((

))sin()cos((

))sin()cos((
))sin()cos((

222111222111

12221221222

12212212111

12221221222

12212212111

22122122222

21221211111

2211

min
GG

min
GG

max
GG

max
GG

max

max

max

max
DG

DG

GG

PPψPPψPPπPP π 

Pδbδgg ω 

Pδbδgg ω 

Pδbδgg γ 

Pδbδgg γ 

δbδggPP λ 
δbδggPP λ 

PCPCL

+−++−+−+−+

+−−−+

++−−+

−+++

−−++

−−−−+
+−−−+

+=

 

 

At the optimal solution, we have 

        π λCPL/ G 1111 0 ++==∂∂      (10.12a) 

         π λCPL/ G 2222 0 ++==∂∂                                                       (10.12b) 

   
))cos()sin())cos()sin((
))cos()sin(())cos()sin((

))cos()sin(())cos()sin((0

22122122122121

22122122122121

221221221221212

δb(δgωδbδgω                     
δbδ-gγδbδ-gγ                     

δbδgλδbδg λδL/

−+++
++−+

−++==∂∂
 

The last equation can be simplified as 

  ωωδbωωδg                     
 γ-γδbγ-γδg                     

 λλδbλλδgδL/

])[cos(])[sin(
])[cos(])[sin(

])[cos(])[sin(0

2121221212

2121221212

21212212122

−+++
++−+

−++==∂∂
               (10.12c)  

For 042112 .gg −== , 042211 .gg == , 0202112 .bb == , and 0202211 .-bb == , 
the solution of the system for six cases is shown in Table 10.12. Five of the 
cases are where bus 1 is the reference bus, and the last case is where bus 2 
is the reference bus. To see the impact of the line limit on LMPs, we take 
different line limits, as shown in Table 10.12.  

 
Table 10.12 Results for Different Cases 

Case Ref. 
Bus 

Line 
Limit 

max
GP 1
 

1δ  2δ  1GP  2GP  12f  21f  lossP  1LMP  2LMP  

1 1 20.0 20.0 0.0 -24.73 14.7337 0.0000 8.7337 -8.0000 0.7337 10.000 12.029 
2 1 5.0 20.0 0.0 -14.12 11.0000 3.2417 5.0000 -4.7583 0.2417 10.000 20.000 
3 1 4.0 20.0 0.0 -11.31 10.0000 4.1554 4.0000 -3.8446 0.1554 10.000 20.000 
4 1 2.0 20.0 0.0 -5.68 8.0000 6.0393 2.0000 -1.9607 0.0393 10.000 20.000 
5 1 2.0 20.0 0.0 -2.85 7.0000 7.0099 1.0000 -0.9901 0.0099 10.000 20.000 
6 2 5.0 5.0 -2.88 0.00 5.0000 9.0101 -1.0000 1.0101 0.0101 20.407 20.000 

 



404    CHAPTER 10 

In the first case, the line limit is high (the line is not constrained), so 
LMPs will only reflect the effect of line loss. In this case, only PG1 is 
producing energy, and LMP2 is the same as LMP1 plus the loss price. The 
loss price in this case is 2.029 $/MWh.   

To see how LMP2 is obtained, we take the first case. When line limit 
is high, line constraint is not active, i.e., 002121 .ωωγγ ==== . From 
(10.12c) we have 
  .λλδbλλδ g 00])[cos(])[sin( 2121221212 =−++  

or 

   .λλδ.λλδ. - 00])[cos(020])[sin(04 212212 =−++  

or 

)cos(020)sin(04
)cos(020)sin(04

22

22
12 δ.δ.-

δ.δ. 
 λ  λ

−
−

=                                  (10.12d) 

When 7337141 .PG =  (not on limit), we have  001 .π = . 

From (10.12a)            λ  .π  λC 1000 1111 =⇒=++  

For o73242 .δ −= , we find, from (10.12d) that 

     ..
.-
.- λ λ 029312)202931)(10(
492416
839219

12 ===  

          For the second case, both generator outputs are within limits (none of 
them hits the maximum or minimum limit), so 0021 .ππ == . From 
(10.12a), we have 

    C  λ π λC 100 11111 ==⇒++=   

    C  λ π λC 200 22222 ==⇒++=  

For this case line flow is constrained from bus 1 to bus 2, so 
00212 .ωωγ === , and 001 .γ ≠ . From (10.12c) we have  

 -γδb-γδgλλδbλλδg ])[cos(])[sin(])[cos(])[sin(0 121212122121221212 ++−++=  

083958
3975199758140
957193274429

)cos()sin(
])[cos(])[sin(

212212

2121221212
1 .

..
..

δbδg
λλδbλλδg

γ −=
+
−=

+
−++

=  

$/MWh916051083958102022212 ..  λλλλλ losslosscong =−−=⇒++=  

Other cases can be analyzed similarly. 
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10.4.2 LMP Application in Determining Zonal Boundaries  
 
Transmission zones can be defined based on LMPs. In each zone, the LMP 
of energy is close to the marginal price at all nodes inside the zone. 
Differences in the marginal price in constrained situations define zonal 
boundaries, which indicates that the zonal definitions provide both 
economical and physical perspectives.     

 Initially, zonal boundaries may be defined based on historical LMPs 
at different nodes of the system or, equivalently, experience may be applied 
to identify lines that are expected to be congested.  Later, these initially 
defined zones may be modified (merged or subdivided) based on new 
LMPs. 

 Because all nodes in a certain zone have similar marginal prices, all 
nodes in a zone can be aggregated and thought of as one node. We can 
represent the price in a zone using average locational marginal price 
(ALMP). The ALMP in any zone is the average LMP of the nodes in that 
zone.  

 

Example 10.4: Zone Definition and Boundaries 

Figure 10.12 shows a five-bus system with its line parameters given in 
Table 10.13. Assume that each L2, L3, and L4 is fixed at 300 MW.  Table 
10.14 shows the generation data at a certain hour, which include initial 
(preferred) schedules and generation bids at this hour. We assume in this 
example that the system is lossless.  
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Figure 10.12 Five-bus System 
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Table 10.13 System Data 

Line  From     To Reactance 
(Ohm) 

Line Limit  
(MW) 

1 1        2 0.0280 350.0 
2 1        4 0.0301 160.0 
2 1        5 0.0060 380.0 
3 2        3 0.0110 120.0 
4 3        4 0.0300 230.0 
5 4        5 0.0300 240.0 

 
 

Table 10.14 Generation Data 

 
 

Bus 

 
 

Generator 

Preferred 
Generation Schedule 

(MW) 

Adjustment Range 
Min      Max 

(MW) 

 
Inc/Dec Price 

($/MWh) 
1 G1,1 110 0.0      110 14 
1 G1,2 100 0.0      100 15 
2 G2 - -           - - 
3 G3 90 0.0      520 30 
4 G4   0 0.0      200 30 
5 G5 600 0.0      600 10 

 
 

The inter-zonal lines are usually defined based on most frequently 
congested lines. The zone boundaries are confirmed or modified based on 
calculated LMPs. Initially, we consider lines 1–2, 1–4 and 4–5 are the most 
frequently congested (inter-zonal lines), which divide the system into two 
zones. These lines are demanded highly to convey power from injection to 
extraction points. For this system, let’s study two cases: 

Case 1: Unconstrained case (no line limit is taken into consideration) with 
preferred schedules. 

Case 2: Constrained case (lines 1–2, 1–4 and 1–5 are constrained) 

The results of inter-zonal congestion management for the data in Table 
10.14 are shown in Tables 10.15−10.18.  Table 10.15 shows the line flows 
for both cases, where Case 1 (case of preferred schedules) shows that some 
inter-zonal line flows violate limits (in boldface), while Case 2 shows that 
flows of inter-zonal lines are within limits. In Table 10.16, Case 2 shows 
that the preferred generations are re-dispatched to remove inter-zonal line 
flow violations. The re-dispatched values represent actual generations and 
deliveries during this hour. The LMPs of the system are calculated and 
shown in Table 10.17. In this case the system looks like a two-zone system.  
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Table 10.15 Line Flows 

Flow  
Line 

 
From 

 
To 

 
Limit Case 1 Case 2 

1 1 2    350.00   352.13   350.00  
2 1 4    160.00   191.68    160.00  
3 1 5    380.00   -333.81   -360.22  
4 2 3    120.00     52.13     50.00  
5 3 4    230.00   -157.86   -187.17  
6 4 5    240.00   -266.19   -239.78  

 
 

Table 10.16 Re-dispatched Generation  

Variable Case 1 (MW) Case 2 (MW) 
G1,1 110.0000 110.0000 
G1,2 100.0000 39.7781 
G3 90.0006 62.8285 
G4 0.0000 87.3941 
G5 600.0000 600.0000 

  

 
Table 10.17 LMPs for both Cases 

LMP ($/MWh) Bus 
Case 1 Case 2 

1 30.0000 15.0000 
2 30.0000 30.0000 
3 30.0000 30.0000 
4 30.0000 30.0000 
5 30.0000 17.6593 

 

 

From Table 10.17, we learn that prices at buses 1 and 5 are very 
close (15 or 17.6593), and prices at buses 2, 3 and 4 are the same (30.0). 
This indicates that all buses could be categorized into two zones, with 
exactly or nearly the same LMP for buses in each zone. Table 10.18 
classifies buses based on the zone they are located. Values of LMPs 
confirm the assumption that the most frequently congested lines divide the 
system into two zones. Figure 10.13 shows the equivalent zonal system 
based on the LMPs. Each zone contains buses with nearly the same LMPs, 
and the lines connected to these zones are inter-zonal lines. After this step, 
a decision can be made to confirm the initial assumption of zonal 
boundaries or suggest combining or splitting zones to form new zones. 
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Table 10.18 Specifying zones based on LMPs 

Bus LMP ($/MWh) Zone 
1 15.0000 1 
2 30.0000 2 
3 30.0000 2 
4 30.0000 2 
5 17.6593 1 
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Figure 10.13 Equivalent Zonal System 

 
 
10.4.3 Firm Transmission Right  
 
A firm transmission right4 (FTR) is a purchased right that can hedge 
congestion charges on constrained transmission paths. In other words, it 
provides FTR owners with the right to transfer an amount of power over a 
constrained transmission path for a fixed price.  
 Market participants pay congestion charges under a constrained 
situation based on LMP differences. These charges arise when the energy 
demand across a transmission path is more than the capability of 
transmission lines on that path. Under constrained situations, each 
participant is charged for congestion based on the MWh value of 
generation ordered to serve its load. The charge will be based on MWh and 
the difference in LMPs of injection and extraction points. If it happens that 
                                                      
4 FTR is also called fixed transmission right or financial transmission right. 
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a market participant’s generation is not exactly equal to its load, it will 
either purchase or sell energy to the spot market.  

 Each FTR holder receives a congestion credit in each constrained 
hour that is proportional to the FTR value. This credit allocation is based 
on preferred schedules, while congestion charges are based on actual 
deliveries. From the preferred schedule FTRs, the total congestion credits 
are calculated and compared with the total congestion charges, which are 
based on the cost of re-dispatched schedules at each hour. If the total 
congestion credits are less than or equal to the total congestion charges, the 
congestion credit for each FTR holder is equal to the one calculated. If 
there are any extra congestion charges, the extra charges are distributed 
among market participants at the end of the month. Otherwise, the 
congestion credit for each FTR will be equal to a share of total congestion 
charges in proportion to its credit allocation. The insufficiency in hourly 
congestion charges may be offset by excessive charges in other hours at the 
end of the accounting month. 

 If a market participant does not hold a FTR and its contract is not 
curtailable, this participant will incur a congestion charge and have no 
mechanism to offset the congestion charge. In comparison, FTR holders 
will receive a credit that counteracts the congestion charge for the specified 
path. The credit is computed as follows, where LMP1 and LMP2 represent 
LMPs at starting and ending points of the FTR respectively. 

FTR credit = amount of FTR × (LMP1 - LMP2)                          (10.13) 

Although FTRs act as a financial instrument to hedge risk associated with 
transmission congestion charges, they are advantageous only when the 
designated path is in the same direction as the congested flow (which also 
indicates that the LMP of the extraction point is greater than the LMP of 
the injection point). It may happen that the FTR holder has to pay for 
having the FTR when the LMP of the extraction point is less than the LMP 
of the injection point. In this case, the monetary charge would be equal to 
the MWh value of the FTR multiplied by the difference in LMPs from the 
point of receipt to the point of delivery.  

 The following examples show that FTRs can work both ways: as a 
benefit or as a liability. Because of this, it is important for the holder to 
estimate the transmission path’s economic value before obtaining an FTR. 

 
Example 10.5: FTR in an Unconstrained Case 

Load serving entity 2 (LSE2) has an annual peak load of 300 MW. LSE2 
has contracted 225 MW from GENCO1 and 135 MW from GENCO3 to 
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meet its generation capacity requirement of 360 MW. Because the flow of 
electricity on the shown system is mainly from bus 1 to bus 2, LSE2 has 
obtained an FTR for 225 MW from 1 to 2 to protect itself from congestion 
on line 1–2. Figure 10.14 shows the system for a given hour (when the load 
of LSE2 = 150 MW) on a given day without constraints. All loads are met 
with flow on line 1–2 and kept under the thermal limit.  The highest cost 
generator (GENCO1) running sets the price at 15 $/MWh. No congestion 
charges apply. 
 

                       
                         
 
                                                                              
 
 
 
 
 
 
 
                                                             
                                                     
                                                  

 Actual flow = 150 MW 

Limit= 225 MW 

150 MW @ $15 

GENCO1 

GENCO3 
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Figure 10.14 Unconstrained System 

 
Example 10.6: FTR as a Benefit in a Constrained Case 
 
Figure 10.15 shows the system of the last example during a given hour on a 
summer day, when the load of LSE2 is increased to its peak at 300 MW. 
The line from 1 to 2 becomes constrained. The extra load cannot be 
supplied by GENCO1, so generation from GENCO3 is needed to meet the 
peak load, which makes the system out of economic merit. LMPs at buses 2 
and 3 become higher than that of bus 1, creating congestion charges. LSE2 
will be charged for congestion. The amount of the charge is based on the 
amount of generation used to serve the load. In this case, 225 MWh of 
generation from GENCO1 and 75 MWh of generation from GENCO3 are 
used to serve the 300 MWh load for LSE2. The congestion charge is 
calculated by multiplying the generation netted with the load (MWh) and 
the difference between the LMPs of sink and source, or: 

       Line 1–2: Congestion Charge = 225 MWh ×  (20 - 15) $/MWh   = $1125  

       Line 3–2: Congestion Charge = 75 MWh   ×  (20 - 20) $/MWh   = $      0 

                                           Total   = $1125 
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Figure 10.15 Constrained System 

 
 

Because LSE2 has obtained an FTR for 225 MW on line 1–2 and 
energy delivery is consistent with the firm reservations made, the LSE2 will 
be reimbursed by congestion credit (during the settlement process). The 
congestion credit is calculated by multiplying amount of FTR in MW and 
the LMPs difference between sink bus and source bus, or 

           Line 1–2: Congestion credit = 225 MWh ×  (20 - 15) $/MWh = $1125 

Net payment of LSE2 after receiving the congestion credits is 
           Net Payment  = Congestion charges - Congestion credits  

                                  = $1125 - $1125  = $ 0 

 

Example 10.7: FTR as a Liability in a Constrained Case 
 
In the system shown in Figure 10.16, we assume that LSE1 contracted 10 
MW from GENCO2 for 20 $/MWh and owns 10 MW of firm point-to-point 
transmission with an FTR from 2 to 1. The day before the scheduled 
transaction, LSE1 decides to supply its load from GENCO1 instead of 
GENCO2. Figure 10.16 shows a constrained system, where load LSE1 is 
supplied by GENCO1. LSE1 does not deliver the energy on the designated 
path, and consequently does not receive a congestion charge (the charge in 
this case would actually have been a credit because the flow of energy 
would have been opposite the congested flow). Regardless of how the 
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energy was delivered, LSE1 still holds the FTR for 10 MW from 2 to 1. 
According to (10.13), this FTR will provide a credit as follows: 

          FTR Credit = 10 MWh × (15 - 20) $/MWh = - $50 

As a result, L1 must pay $50 for this hour because the price at the sink 
(extraction) bus is less than the price at source (injection) bus. We notice 
that in this case the FTR credit actually becomes a charge. 
 

GENCO1 

                                                                                

                                                                                             

                                                                         
                                                             
                                                                                               
                      

                                      
                                          
                                                   

GENCO2 

 235 MW @ $15 
Limit = 225 MW  LSE2=300 MW 

GENCO3 
LSE3=75 MW 

225 MW 

75 MW 

2 1 

3 

LSE1= 10 MW 

Supplied by GENCO1 

 0 MW @ $20 

 150 MW @ $20 

 
Figure 10.16 Illustration of the of FTR’s Liability 

 
 
10.4.4 FTR Auction  
 
To guarantee the availability of FTRs to all parties on a non-discriminatory 
basis, there should be a mechanism to permit system users to buy, sell, and 
trade FTRs. This mechanism is guaranteed by conducting an auction for 
these rights. Trading these rights in secondary markets can self-arrange 
access across different paths, create long-term transmission rights, and 
provide more commercial certainty. This section presents a mathematical 
model of the FTR auction that covers purchase, sale, and base case FTRs. 

 The FTRs auction operates as a centralized auction in which market 
participants submit their bids for the purchase and sale of FTRs. The 
auction is conducted by the ISO or an auctioneer appointed by the ISO. 
The main aim of FTRs auction is to address the question: How should 
FTRs be reconfigured or awarded to maximize revenues obtained from the 
auction while keeping the system within limits? 

 Based on bids and actual dispatch, the ISO determines LMPs and 
either buys and sells energy at these prices or charges locational differences 
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on these prices for transmission of power from one location to another. 
Differences in LMPs are reflections of congestion costs and transmission 
customer charges based on these locational differences. Total congestion 
payments collected by the ISO for actual use of the system must always be 
at least as large as the congestion payments to FTR holders in order to 
make adequate system revenues and hedge ISO charges. FTRs that are sold 
via bilateral contracts and not offered for sale in the auction are represented 
as fixed generations or loads at their points of injection or extraction. Any 
FTR seller may offer any portion of its FTR for sale, and the rest will be 
considered as the base case. In the auction, the reference bus should be 
identified by the ISO. The market-clearing price (MCP) for each FTR in 
the auction is based on the lowest winning bid made in the auction for that 
FTR. The auction provides market participants with opportunities to 
purchase FTRs that would not be available through bilateral transactions in 
a secondary market. In the auction, LSEs trade FTRs as a result of load 
variations.  

 The objective of the ISO is to maximize revenues from FTRs while 
keeping the system within limits when all FTRs exist simultaneously in the 
system. Each FTR may be originating from a single bus or many buses and 
ending with a single bus or multiple buses. The FTR holders may sell their 
FTRs partially or totally in a secondary market (as bilateral contracts) and 
different market participants may buy and sell FTRs through an auction. 
On the other hand, the auction can be seen as a short-term reshaping of 
FTRs where a participant may acquire an FTR different from those offered 
in the auction. Although FTRs acquired at an auction are effective for a 
shorter time period than those acquired with a firm transmission service, 
they still hedge against congestion similar to FTRs of firm transmission 
service. 

 
There are four ways to acquire FTRs: 

1. Network integration service customers acquire FTRs up to the value of 
their peak loads from capacity resources to their aggregate loads.  

2. Firm point-to-point service customers acquire FTRs from source to 
destination. 

3. FTRs may be traded monthly through an auction conducted by the ISO 
or an auctioneer replacing the ISO. 

4. FTR holders may trade with other market participants in secondary 
markets (bilateral transactions) without participating in the FTRs 
auction.   
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 To purchase a certain FTR in the auction, bidders provide the 
following information: maximum amount of FTR the bidder is willing to 
pay for, bid price, and points of injection and extraction. To sell a certain 
FTR in the auction, bidders provide the following information: maximum 
amount of FTR the bidder is willing to be paid for, bid price, and points of 
injection and extraction. 

 The formulation of auction identifies possible contracts and decides 
which contracts would maximize revenues for transmission network use. 
For single-injection single-withdrawal of an FTR, suppose that the MW 
power associated to the FTR of bidder i to be transmitted between buses m 
and n is α. This represents an injection (generation) of α MW at bus m and 
an extraction (load) of α MW at bus n. The FTRs auction ought to 
maximize revenues while satisfying system limits. The constraints set in 
the auction would represent line flow limits in pre- and post-contingency 
conditions. Mathematically, this FTR is represented by a vector with two 
elements: 1 at the bus of injection and -1 at the bus of withdrawal. The 
solution to this problem will yield optimal FTR awards and MCPs for bids. 

 For a general case with multiple injection and withdrawal points, if 
some injections or withdrawals are not included in the auction or only a 
portion of a certain right is entered in an auction, a generalized model is 
necessary. In this model, we need to define a mapping matrix (instead of a 
vector as in the first case) to map the awarded FTRs to points of injection 
and extraction. The sum of all elements of this matrix in each column is 
zero which indicates that the total injection is equal to the total 
withdrawals, or the total generation balances the total load.  

 To ensure that the system is simultaneously feasible, the base case 
should also be taken into consideration. The base case is the situation 
where some of the FTRs enter the auction as fixed values. The FTRs not 
entering the auction are considered as base case loads and generations. 
When the auction takes place, these base case values should be represented 
in system equations. In the FTR auction, any new FTR is modeled as 
injections and withdrawals at corresponding buses. For an outage, the 
equations representing FTR injections and withdrawals should be modified.  

 With the foregoing introduction, we may summarize the FTRs 
auction problem as follows: to determine the highest valued combination of 
FTRs to be awarded in the auction as judged by bids that are 
simultaneously feasible while taking into consideration pre-contingency 
and post-contingency transmission limits, previously awarded FTRs (base 
case values), power flow balance equations, and FTRs limits.  This 
problem can be detailed as: 
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• Objective function of the auction  
The objective is to maximize revenues from FTRs (FTRs awarded to 
purchasers and taken from sellers). The objective may otherwise be 
stated as to determine the highest valued combination of FTRs to be 
awarded in the auction as judged by bids that are simultaneously 
feasible.  

• Control Variables  
MW values of FTRs to be purchased or sold  

• Fixed Values 
Base case net injections at each bus representing previously awarded 
FTRs and those FTRs that sellers like to keep for themselves.   

• Constraints 
- Equality constraints: Simultaneously feasible security-constrained 

power flow equations. The equations take into account the base 
case values, FTRs to be purchased and FTRs to be sold. 

- Inequality constraints:  (1) FTR limits and (2) line limits.  

• Auction Output 
- Feasible FTRs (purchased and sold) as a set of winning bids: The 

ISO or the auctioneer announces winning bidders for FTRs and 
then the quantity of each FTR awarded in the auction is 
determined.   

- Prices of feasible FTRs: A purchaser of FTR will pay MCP and a 
seller of FTR will be paid MCP. The ISO or the auctioneer 
announces market price of each FTR awarded in the auction and 
the market price of an FTR between each bus and the reference 
bus. The MCP of each FTR is determined by the opportunity cost 
of that FTR in the auction; that is, the difference in the market 
prices for power on the two sides of a congested line determines 
the MCP of an FTR between the two sides. All buyers and sellers 
of FTRs between the same injection and withdrawal points will 
pay the same price.  

 
          Market prices of FTRs are regarded as interdependent because the 
price of every FTR is determined by the marginal dispatched FTR (bid). 
The marginal displaced FTR is the most valuable FTR that cannot be 
awarded because it would not be feasible simultaneously. Net auction 
revenues will be allocated by the ISO to transmission owners (TOs) based 
on a given criterion. The equality constraints used in the auction are 
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represented by a system of equation with three components: base case, 
FTRs to be purchased, and FTRs offered for sale.  

 The process of purchase and sale of different FTRs in the auction is 
shown in Figure 10.17, where purchasers and sellers can make bilateral 
contracts through secondary markets before entering the auction. Also, they 
can do that after the auction is finished.  
 
 

Bidders

Purchase Data Base Case DataSale Data

FTRs Auction

FTRs Holders

Secondary Markets

System
Data

Purchasers, Sellers

 
 

Figure 10.17 Procedure in the FTRs Auction 

 

 As seen in Figure 10.17, the first step in the auction is that bidders 
pass their data to the ISO or an auctioneer that replaces the ISO. The data 
include purchase and sale bids, or minimum and maximum MW values of 
FTRs for sale or purchase and their prices, and point(s) of injections and 
extractions. Also, base case values should be passed on to the ISO or the 
auctioneer. Along with these data, system parameters such as line 
parameters and line limits are passed on. The reference bus should be 
identified in the auction. Once FTR holders are identified by the auction, 
they can sell, buy, or trade FTRs through secondary markets. 
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Example 10.8: FTRs Auction 
 
A 4-bidder 3-bus system is shown in Figure 10.18. Injections, withdrawals, 
and base case values are also shown. For this test system, Tables 10.19 to 
10.21 show system data, bidders’ injections and withdrawals, base case 
values, and bid prices, respectively. 
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Figure 10.18 Base Case Purchase and Sale FTR Values 

 
 
 

Table 10.19 System Data 

Line From    To Reactance (Ohm) Line Limit (MW) 
1 1        2 0.02 400 
2 1        3 0.04 325 
3 2        3 0.01 500 

 
 

Table 10.20 Bidders Injections and Withdrawals, and Base Case Values 

Bidder 1 Bidder 2 Bidder 3 Bidder 4 Bus Base Case 
Values (MW) FTR1 FTR2 FTR3 FTR4 

1 300.00     1.0 1.0     0.0     0.0 
2 500.00     0.0    -1.0  +  1.0  +  1.0 
3 -800.00    -1.0 0.0  -   1.0  -  1.0 

Sum 0.00     0.0 0.0     0.0     0.0 
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Table 10.21 Bidders’ Data 

Bidder FTRmin FTRmax Bid Price 
1 0 200 12.0 
2 0 300 10.0 
3 0 100 15.0 
4 0 175 11.0 

 
 
The dc power flow equations of this system can be represented as: 
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where the first, second, and third terms in the left side of the equation refer 
to purchase, sale, and base case FTRs, respectively. These terms can be 
expressed as follows:  
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Purchase of FTRs: 
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The equations that represent power flow equations are 
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which can be written as 
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If we assume that bus 3 is the reference bus ( 03 =δ ), the FTR auction can 
be written as 

max  4321 FTR11FTR15FTR10FTR12 +++  

s.t. 
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We will study this example using two cases: 

• Case 1: Line limits are ignored (or assume that line limits are very 
large). 

• Case 2: Line limits are considered. 



420    CHAPTER 10 

For both cases, FTR awards, line flows, and MCPs are shown in Tables 
10.22 to 10.24. Table 10.24 shows MCPs of different FTRs where each 
price is given with respect to the reference bus (bus 3). For example, the 
MCP of a one-unit FTR from bus 1 to bus 3 is $12 (or 0.0 - (- 12.0)).  Note 
that in the first case, all bidders are awarded up to their desired maximum 
values and this solution gives the maximum revenue of FTRs. Also in this 
case, there is no cost for any FTRs, since the system is unconstrained 
(MCPs are zero). The line flows in Table 10.22 show that line limits are 
violated for Case 1, and maintained for Case 2. For the constrained case, 
some bidders get less than the maximum they bid in the auction, and the 
constrained lines impose MCPs on different bidders. Each bidder’s gain 
depends on the bid prices and line constraints. 
 
 

Table 10.22 Line Flows 

Flow (MW)  
Line 

 
From    To 

Line Limit 
(MW) Case 1 Case 2 

1 1        2 400 439.29 400 
2 1        3 325 360.71 325 
3 2        3 500 564.29 500 

 
 

Table 10.23 FTR Award 

FTR (MW)  
Bidder Case 1 Case 2 

1 200 125 
2 300 300 
3 100   75 
4 175 175 

 

 

Table 10.24 MCPs 

Price  
Bus Case 1 Case 2 

1 0.0 -12.0 
2 0.0 -15.0 
3 0.0     0.0 
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10.4.5 Zonal Congestion Management  
 
Here, we present a scheme for congestion management that incorporates 
locational marginal prices and fixed transmission rights. The scheme is 
summarized in the following steps: 

Step 1: Define firm transmission reservations and the associated FTRs for 
each market participant. 

The firm transmission service is reserved and scheduled between specified 
points of receipt and delivery where reservations are based on available 
transfer capability (ATC) calculations. In this reservation process, the 
generations are designated to serve designated loads. For each transmission 
service request, path-name, points of delivery and receipt, and capacity 
should be identified.  Firm transmission reservations can be long term (for 
one year or more) or short term (less than one year). Network customers 
acquire transmission services on annual basis and are allowed to utilize 
their network resources to serve their local loads located in the control area. 
Network customers are allocated FTR up to their annual peak load. The 
path for each network service customer FTR is defined from designated 
network resource(s) to designated customer load. Firm point-to-point 
service customers obtain FTRs for the associated reservations where the 
path of the FTR is equivalent to the path of the firm reservation from 
source to sink. The MW value of each firm point-to-point is equal to the 
MW of firm transmission service being provided and the duration of each 
firm point-to-point FTR is the same as the associated firm transmission 
service. 

Step 2: Perform SFT for FTRs. 

Different FTRs are modeled as generations at points of injection and loads 
at points of extraction. When the results of simultaneous feasibility test 
(SFT) show that FTRs are not feasible, the FTRs will be reduced in 
proportion to their MW values until SFT gives a feasible solution. When a 
zonal scheme is used, all other injections and withdrawals associated with 
inter-zonal FTRs inside each zone will be modeled in the SFT but will not 
be taken into consideration during the congestion credit calculation. The 
FTRs will pass the feasibility test if inter-zonal line flows are less than the 
thermal limits of lines.  

Step 3: Make inter-zonal contracts available for congestion management. 

After applying SFT, loads and generators bids associated with those FTRs 
that passed SFT, in addition to loads and generators bids associated with 
intra-zonal contracts, would be available for inter-zonal congestion 
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management. The inter-zonal congestion management output includes re-
dispatched generations and loads as well as calculated energy locational 
marginal prices at all nodes in the system.  

Step 4: Define zonal boundaries. 

After determining the LMP at each node (from the last step), we determine 
the zonal boundaries by considering LMPs that are similar within a zone. 
We then calculate the ALMP in each zone 

Step 5: Calculate congestion charges and congestion credits for market 
participants. 

This step is based on zonal ALMPs which also includes the calculation of 
energy sales to and purchases from spot market. We use the ALMP in each 
zone to allocate congestion credits to users of inter-zonal lines. Also, use 
ALMP to find congestion charges based on actual deliveries to different 
loads according to the re-dispatch solution. 

Step 6: Make intra-zonal congestion management. 

In each congested zone, we apply a modified AC-OPF to adjust preferred 
schedules. The main goal is to minimize the absolute MW of re-dispatch, 
taking into account the cost of re-dispatch as determined by the submitted 
incremental and decremental price bids. For each zone in the network, the 
congestion management is performed separately. If any generator or load at 
any bus in any zone is not involved in congestion management and does 
not submit incremental/decremental bids, we set its minimum and 
maximum limits to the preferred scheduled values. Figure 10.19 and Tables 
10.25 and 10.29 illustrate the proposed scheme.  

Figure 10.19 shows an 8-bus system with its line parameters given in 
Table 10.25 and contracted generators shown in Table 10.26. The 
contracted generators identify the amount of generation contracted by each 
load based on the annual peak load. Ideally, the contracted generation 
should be in balance with the load, but sometimes, contracted generation 
units are not selected during re-dispatch process, or the load is less than the 
contracted generation, which means that the generation and load are not in 
balance.  
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Figure 10.19 8-Bus System 

 

 
Table 10.25 Line Data of the 8-bus System 

Line From    To Reactance (Ohm) Line limit (MW) 
1 1        2 0.0300 280 
2 1        4 0.0300 140 
3 1        5 0.0065 380 
4 2        3 0.0100 120 
5 3        4 0.0300 230 
6 4        5 0.0300 200 
7 5        6 0.0200 300 
8 6        1 0.0250 250 
9 7        4 0.0150 250 
10 7        8 0.0220 340 
11 8        3 0.0180 240 

 
 
 

Table 10.26 Designated Generation to Serve Loads 

Load  
(MW) 

Peak Load 
(MW) 

Firm Transmission 
Reservation (MW) 

Contracted Generation  
to Serve Load (MW) 

L2 320 320 G5 (320) 
L 3 350 350 G 3 (70), G 5 (280) 
L 4 420 420 G 1,1 (90), G 3 (80), G 4 (250) 
L 6 550 550 G 7 (550) 
L 8 250 250 G 6 (250) 

Total 1890   1890  1890    
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If there is a shortage or surplus in generation from the contracted 
units, the energy will be interchanged with the energy spot market. In other 
words, when a load MWh at a certain hour is less than the contracted 
energy, the extra energy is sold to the spot market at the generation LMP. 
When a generator is not dispatched or dispatched at less than the contracted 
energy, a load contracted for this generator will purchase energy from the 
spot market at the load’s LMP. 

Load or generation LMP is assumed to be the same as corresponding 
ALMP. We assumed in this example that the system is lossless and that the 
firm transmission reservation for each load is equal to the peak load. Table 
10.27 shows the generation and load data at a certain hour. These data 
represent preferred schedules as well as generation and load bids at this 
hour. If congestion exists during real-time operation, schedules will be 
adjusted by the ISO. If any generator is generating more than the preferred 
value, the surplus is sold to the spot market, and if any generator is 
generating less than the preferred schedule, the shortage will be purchased 
from the spot market. Generators are either contracted or owned by 
network service customers who also may have loads. 

To ensure that the FTRs associated with fixed transmission 
reservations are revenue adequate, we apply the SFT to Table 10.26 where 
the generation at each bus is equal to the sum of contacted generations at 
that bus to serve different loads. For example, G5 is serving two loads; L2 = 
320 MW and L3 = 280 MW for a total of 600 MW, so, in SFT, G5 is 
represented by an injection of 600 MW at bus 5. Also, G1,1 is only 
contracted for 90 MW to serve L4 and G1,2 is not contracted to serve any 
load, so 90 MW represents generation at bus 1 in the SFT.  

 
Table 10.27 Generation and Load Data 

Bus 

Preferred 
Generation 
Schedule 

(MW) 

Adjustment 
Range (MW) 
Min      Max 

Inc/Dec Price 
($/MWh) 

Preferred 
Load 

Schedule 
(MW) 

Adjustment  
Range (MW) 
Min    Max 

Dec Price 
($/MWh) 

1 50 0.0     110 14 - -           - - 
1 0 0.0     100 15 - -           - - 
2 - -           - - 300 300     300 41 
3 200 0.0     520 30 300 300     300 41 
4 200 0.0     250 30 300 300     300 41 
5 600 0.0     600 10 - -           - - 
6 200 0.0     400 20 300 300     300 42 
7 200 0.0     200 20 - -           - - 
8 - -          - - 250 250     250 45 

Total 1450   1450   
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Likewise, all FTRs are modeled as generations at the points of injection 
and loads at the points of extraction. After representing these FTRs, we run 
a dc load flow. The feasibility of these FTRs is guaranteed by ensuring that 
a flow in each inter-zonal line is below its thermal limit. The data used for 
SFT are shown in Table 10.28. Note that in SFT, total generation should be 
equal to total load which is the same as the total contracted generation. 

   
Table 10.28 Data of Generation and Loads for SFT 

Bus Generation (MW) Load (MW) 
1 90 - 
2 - 320 
3 150 350 
4 250 420 
5 600 - 
6 250 550 
7 550 - 
8 - 250 

Total 1890   1890   
  
 

         The SFT results are given in Table 10.29. The results show that FTRs 
are feasible and no inter-zonal line is carrying power above its thermal 
limit. The inter-zonal lines are defined initially based on a similar situation 
and are confirmed or modified later based on calculated LMPs in the inter-
zonal congestion management. Initially, we consider lines 1–2, 1–4 and 4–
5 to be most frequently congested (inter-zonal lines). These lines are 
demanded highly to convey power from injection to extraction points.  

 The results of inter-zonal congestion management for the data in 
Table 10.27 are shown in Tables 10.30 and 10.31.  Table 10.30 shows the 
line flows indicating that all inter-zonal line flows are within limits. This 
means that generation units with the adjustment ranges given in Table 
10.27 are capable of alleviating congestion on intra-zonal lines. The results 
also show that no intra-zonal line is overloaded. So no further intra-zonal 
management will be performed. Table 10.31 shows that the preferred 
generations and loads are re-dispatched to remove inter-zonal line flow 
violations. The results obtained in Table 10.31 will be used for the 
calculation of congestion charges because the re-dispatched values 
represent actual generations and deliveries during this hour. 
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Table 10.29 Line Flows for SFT 

Line From    To Line Limit  (MW) Flow (MW) 
1 1        2 280 249.36 
2 1        4 140 38.93 
3 1        5 380 -289.77 
4 2        3 120 -70.64 
5 3        4 230 -186.88 
6 4        5 200 -101.71 
7 5        6 300 208.52 
8 6        1 250 -91.48 
9 7        4 250 216.24 
10 7        8 340 333.76 
11 8        3 240 83.76 

     
   
 

Table 10.30 Line Flows after Inter-zonal Congestion Management 

Line From    To Line Limit (MW) Flow (MW) 
1 1          2 280 280.00 
2 1          4 140 140.00 
3 1          5 380 -258.81 
4 2          3 120 -20.00 
5 3          4 230 -132.67 
6 4          5 200 -196.07 
7 5          6 300 145.12 
8 6          1 250 -48.81 
9 7          4 250 -8.73 

10 7          8 340 208.73 
11 8          3 240 -41.27 

 
 
 
 
Table 10.31 Re-dispatched Generation and Loads for Inter-zonal Congestion Management 

Bus Adjusted Generation Schedules (MW) Adjustment Load Schedule  (MW) 
1 110 - 
1 100 - 
2 - 300 
3 228.604 300 
4 105.320 300 
5 600 - 
6 106.076 300 
7 200 - 
8 - 250 

Total 1450 1450 
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 The LMPs of the system are calculated from the inter-zonal 
congestion management optimization problem and shown in Table 10.32. 
In this table, LMP values are either close to 20 or close to 30, which 
indicates that all buses are categorized into two zones with the same LMP 
for buses in each zone. This observation confirms the assumption that the 
most frequently congested lines divide the system into two zones. Figure 
10.20 shows the equivalent zonal system based on the LMPs. Each zone 
contains buses with nearly the same LMPs, and the lines connected to these 
zones are inter-zonal lines. After this step, a decision can be made to 
confirm the initial assumption of zonal boundaries to combine or split the 
zones to form new zones. 

 

 
Table 10.32 Specifying Zones Based on LMPs 

Bus LMP ($/MWh) Zone 
1 19.03 1 
2 30.00 2 
3 30.00 2 
4 30.00 2 
5 20.78 1 
6 20.00 1 
7 30.00 2 
8 30.00 2 
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Figure 10.20 The Equivalent 2-zone System Based on LMPs 
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 The FTRs associated with firm transmission reservations are shown 
in Table 10.33. Figure 10.21 shows the designated paths for inter-zonal 
FTRs.  The FTRs that will be used for congestion credit allocations in the 
zonal scheme are inter-zonal FTRs, where ALMP1 = 19.94 $/MWh and 
ALMP2 = 30.00 $/MWh.      

The transmission congestion credit allocations will be based on inter-
zonal FTRs. The credits are shown in Table 10.34. For example, we see in 
the first case that an FTR of 90 MW from zone 1 to zone 2 that represents 
the contracted generation from G1,1 to serve load L4 has a congestion credit 
of 90 MWh x (30.00 – 19.94) $/MWh = $905.40. The 30.00 $/MWh and 
19.94 $/MWh represent the ALMPs of delivery and receipt zones, 
respectively. We notice that for the last FTR in Table 10.34, the congestion 
credit is negative, which means that it is a liability (charge) because it has a 
direction opposite to the direction of flows in the inter-zonal lines. Later, 
we will see that the holder of this FTR will be credited partially for this 
liability from the negative congestion charge (credit) for this holder. 

 

Table 10.33 FTR Data 

FTR (MW) From Bus     To Bus From Zone     To Zone 
90 1                4 1                  2 
70 3                3 2                  2 
80 3                4 2                  2 

250 4                4 2                  2 
320 5                2 1                  2 
280 5                3 1                  2 
250 6                8 1                  2 
550 7                6 2                  1 

Total  890   
 

 
 
                                        90 MW 
 
                                      320 MW 
 
            Zone 1              280 MW                   Zone 2 
 
                                      250 MW 
 
                                      550 MW 
 
                                     

Figure 10.21 Inter-zonal FTRs 
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Table 10.34 Transmission Congestion Credits Based on Inter-zonal FTRs 

FTR Value  
(MWh) 

    From        To  
    Zone      Zone 

ALMPi        ALMPj 
($/MWh) 

Congestion 
Credit ($) 

90 1           2 19.94           30.00 905.40 
320 1           2 19.94           30.00 3219.20 
280 1           2 19.94           30.00 2816.80 
250 1           2 19.94           30.00 2515.00 
550 2           1 30.00           19.94 -5533.00 

  Total 3923.40 
 
 

The transmission congestion charges will be calculated based on 
actual deliveries from designated generators to the associated loads. We 
use inter-zonal lines to calculate these charges as shown in Table 10.35. 
Each congestion charge in the last column of Table 10.35 is calculated 
based on the actual generation supplied from the contracted generator. For 
example, L2 contracted for 320 MW from G5 but L2 at this hour is 300 MW 
which means that 300 MW is the actual delivery from G5 to L2 with the 
extra 20 MW sold to the spot market at the generator ALMP, which is 
19.94 $/MWh. The congestion charge is calculated as 300 multiplied by the 
difference in ALMPs of the generation and the load.  

 

Table 10.35 Transmission Congestion Charges 

Market 
Participant 

Generation 
Supplied* 

ALMPi    ALMPj 
($/MWh) 

Congestion 
Charge ($) 

L2 G5   (300.00) 30.00     19.94 3018.00 

L3 
G3     (20.00) 
G5   (280.00) 

30.00     30.00 
30.00     19.94 

0.00 
2816.80 

L4 

G1,1   (90.00) 
G3    (80.00) 
G4  (105.32) 

30.00     19.94 
30.00     19.94 
30.00     30.00 

905.40 
804.80 

0.00 
L6 G7  (200.00) 19.94     30.00 -2012.00 
L8 G6  (106.08) 30.00     19.94 1067.12 
  Total 6600.12 

                * Actual deliveries from designated generators to associated loads. 

  

 Another example is the case of L3 where it contracted for 280 MW 
from G5 and 70 MW from G3, but L3 at this hour is 300 MW which means 
that L3 will take 280 MW from G5 and 20 MW from G3 and the extra 50 
MW will be sold to the spot market. The congestion charges for this load 
are separated in the last column for this load. We notice that one of the 
congestion charges is negative, which means that it is a credit (this is a 
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credit for the FTR holder who has negative credit in Table 10.34). 
Congestion charge for any entity can be a credit if the flow in the inter-
zonal lines caused by the contract held by this entity opposes the direction 
of flows in the congested inter-zonal lines.  

Energy interchanges with the energy spot market represents sales 
and purchases for each load and each generator. For example, L2 contracted 
with G5 for 320 MW and L3 contracted for 280 MW from G5 and 70 MW 
from G3. After re-dispatched values are obtained from the inter-zonal 
management, G5 is generating 600 MW that covers both contracted 
generations (320 for L2 and 280 for L3). But L2 in this hour is 300 MW 
which means that 20 MW will be available for sale to the spot market at the 
LMP of G5. The net energy purchases and sales for loads should be equal 
to the net sales and purchases for generators. In Tables 10.36 and 10.37 we 
separated sales from purchases.  

We notice that the net sale is equal to the net purchase. The sale 
revenue and purchase payments of all parties are calculated in these tables. 
Any load will buy energy from the spot market at the load ALMP, and any 
generator will sell energy to the spot market at the generator ALMP. These 
purchases and sales from and to the spot market are based on the ALMPs, 
which means that congestion charges are included in these sales and 
purchases. In other words, these revenues and payments should enter the 
calculations of the total congestion charges of the control area.  

 
Table 10.36 Energy Sales of Loads and Generators 

Market 
Participant 

Energy Sale 
(MWh) 

ALMP 
($/MWh) 

Sale Revenue 
($) 

L2 20.00 30.00 600.00 
L3 50.00 30.00 1500.00 

G1,1 20.00 19.94 398.80 
G2,1 100.00 19.94 1994.00 
G3 78.60 30.00 2358.00 

Total 268.60  6850.80 
                  

Table 10.37 Energy Purchases of Loads and Generators 

Market 
Participant 

Energy Purchase  
(MWh) 

ALMP 
($/MWh) 

Purchase Payment  
($) 

L4 24.68 30.00 740.40 
L6 100.00 19.94 1994.00 
L8 143.92 30.00 4317.60 

Total 268.60  7052.00 
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 All energy sales to the energy spot market are sold at the ALMP of 
the generator zone, and all energy purchased from the energy spot market 
at the load ALMP of the load zone, that is, energy purchase from and sale 
to the spot market imply congestion charges. The total of congestion 
charges implicitly paid in the energy spot market equals the total purchase 
payments minus total sales revenues. The total congestion charges of the 
system are ($6,600.12 + $7,052.00 - $6,850.80) = $6,801.32. Since 
$6,801.32 is greater than $3,923.40 (total congestion credits to FTRs 
holders), all FTR holders are credited the monetarily values of the 
associated FTRs, and the extra money obtained from congestion charges is 
used later for any deficiency in congestion charges to cover congestion 
credits for another hour. The results of the inter-zonal congestion 
management (see Table 10.30) show that no intra-zonal line limit is 
violated, and this is expected because the intra-zonal congestion is of low 
possibility. For our example, there is no need to apply intra-zonal 
congestion management to any zone.  
 
 
10.5  A COMPREHENSIVE TRANSMISSION PRICING 

SCHEME 
 

In this section, we propose a comprehensive transmission pricing scheme 
that incorporates curtailment prioritization, contributions of generators and 
loads to line flows, and FTRs and LMPs to manage congestion and settle 
transmission charges and credits.   

 In the proposed scheme, transmission cost is composed of two parts:  
transmission service cost and transmission congestion cost. Transmission 
service cost is to cover the transmission revenue requirement of 
transmission owners (TOs), and transmission congestion cost is to cover 
the cost of congestion (when the transmission network is constrained) and 
marginal losses. A detailed account of transmission revenue requirements 
is beyond the scope of this book. What will be described is how to allocate 
the transmission service cost to meet the revenue requirement. In the 
proposed scheme, the allocation of the transmission cost is based on 
Kirschen’s tracing method. The cost of congestion and marginal losses is 
calculated based on LMP differences. In this scheme, we also propose 
allocating the transmission congestion cost based on Kirschen’s tracing 
method. Corresponding to the two parts of transmission cost, for a market 
participant, the transmission charge includes the transmission service 
(usage) charge and the transmission congestion charge.  
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 In the proposed scheme, as congestion occurs, we use prioritization 
and then curtailment processes to eliminate the congestion. To lock in the 
advance transmission prices, market participants may hold FTRs as 
financial hedges against the congestion costs. In the settlement, FTR 
holders can get transmission credits based on the FTR shares and LMP 
differences of the FTR path. 

 In the proposed scheme, market participants have three options to 
use in the transmission network: buyers and sellers can buy and sell energy 
through the pool (bidding transactions), they can schedule use of the 
transmission system for bilateral transactions, or they can schedule the use 
of transmission system for multilateral (as group) transactions. A bilateral 
contract is a two-party (GENCO-DISCO or pairwise-contract) transaction, 
and a multilateral contract is purchase and sale agreement among several 
GENCOs and DISCOs.   

 In the following, we first outline the proposed transmission pricing 
scheme. Then, we discuss congestion management with prioritization, 
followed by a discussion on how to calculate transmission usage and 
congestion charge and FTR credits. Numerical examples will be presented 
to illustrate the proposed scheme.  
 
 
10.5.1 Outline of the Proposed Transmission Pricing Scheme  
 
To incorporate the curtailment prioritization, contributions of generators, 
and loads to line flows, FTRs, and LMPs, we propose the following 
algorithm. This algorithm is designated to solve the congestion and allocate 
transmission usage charges and credits (see Figure 10.22): 

Step 1: Transaction data (initial schedules, generation limits of pool, 
bilateral and multilateral transactions, and bid prices for pool participants) 
are passed to the ISO along with curtailment data (willingness to pay and 
multilateral curtailment weights). 

Step 2: The ISO determines whether or not the desired schedules would 
result in transmission violations:  

If yes, the ISO uses the curtailment data to determine the final    
schedules that result in no transmission violations for 
scheduled generators and loads. This step also determines 
LMPs, which reflect constrains and transmission losses. 
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If no,  the desired schedules are accepted without any changes. In 
this case all LMPs will be the same. If transmission losses 
are considered, LMPs will differ slightly to reflect losses 
(see the dotted line in Figure 10.22). 
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Figure 10.22 Transmission Pricing Scheme 

 
Step 3: The ISO traces contributions of generators (loads) to line flows 
(using Kirschen’s tracing algorithm): Given the final schedules for 
generators and loads in step 2, the ISO determines line flows, net 
generation and net load at each bus, domains of net generations (loads), 
commons of net generations (loads), and links (with their flows). Using the 
state graph concept, the ISO then apportions each branch usage among net 
generations (loads), and the result is used to find contributions of each 
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generator (load). The ISO will then determine users that contribute to line 
flows. 

Step 4: The ISO uses contributions to line flows and LMPs to allocate 
transmission usage charges, congestion charges, and loss charges. If 
generators are to pay for system usage, the ISO should calculate 
contributions of generators to branch flows (how much each generator 
contributes to line flows). On the other hand, if loads are responsible for 
system usage charges, the ISO should calculate contributions of loads to 
branch flows (how much of a line flow is consumed by each load). 

Step 5: The ISO uses FTR data5, LMPs, and line flow contributions to 
allocate transmission usage credits. When an entity holds an FTR along a 
path, this entity should be paid by other entities that use this path. The 
payment should be based on the MW value of the FTR, difference in LMPs 
between the two ends of the FTR path, and the contribution of each entity 
to the flow on that path. 

 
10.5.2 Prioritization of Transmission Dispatch  
 
In previous work [Fan99a, Fan99b] prioritization has been considered in 
restructured power systems where pool, bilateral and multilateral 
transactions exist simultaneously. This method ensures a non-
discriminatory curtailment priority of transactions based on the 
participants’ willingness to pay. Here, we extend the prioritization and 
curtailment processes [Fan99a, Fan99b] to include active and reactive 
power flows. 

 Prioritization indicates how transaction curtailment strategies ought 
to be used by the ISO. In other words, to solve congestion, the ISO should 
make curtailment decisions based on competition among market 
participants. The idea is that consumers may be willing to make an extra 
payment to avoid curtailment, the more the payment is, the smaller the 
curtailment will be. Hence, the ISO would add terms to the pool’s objective 
function to represent extra payments to avoid curtailment. 

 The method so far proposed in [Fan99a, Fan99b] consists of three 
priority procedures for curtailments: free mode, pool protection mode, and 
contract protection mode. In the free mode, all participants compete for the 

                                                      
5 MW values, start and end points (FTR paths, from m to n), and holder of each FTR (a 

GENCO, a DISCO or a transmission provider). 
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usage of congested lines by paying extra to avoid curtailment. In the pool 
protection mode, curtailment will be on bilateral/multilateral contracts first, 
and then on pool demands, as necessary. In the contract protection mode, 
curtailment will be on the pool demand first, and then on the bilateral/ 
multilateral contracts. In this discussion, we use the free mode because we 
believe it is the mode that can guarantee non-discriminatory and 
competitive access to the transmission system.  The free mode is used for 
calculating the final schedule of each transaction after resolving the 
congestion.  

 There are two proposals for loss compensation [Fan99a, Fan99b]: (1) 
the ISO provides this service from the pool, and (2) based on transmission 
loss factors (published by the ISO), each transaction provides additional 
power to cover losses. Here, we opt to use the first alternative.  

 In the following, we present the mathematical formulation for a 
transmission dispatch with prioritization. In the formulation, a superscript 
refers to the type of transaction (PL refers to pool and T refers to 
bilateral/multilateral transaction), variables G, D, and L refer to active 
power generation, demand, and losses, respectively, and variables Q and R 
refer to reactive power generation and demand, respectively. Equality 
constraints include the total injected power at each node, 
bilateral/multilateral power balance equations, and bilateral/multilateral 
curtailment equations. 

 The total injected active (reactive) power at each bus i is equal to the 
power injected at bus i due to pool transactions, power injected at bus i due 
to bilateral/multilateral transactions to cover load, plus power injected at 
bus i due to bilateral/multilateral transactions to compensate transmission 
loss. Likewise, the total extracted active (reactive) power at each bus j is 
equal to the power extracted at bus j due to pool transactions, plus power 
extracted at bus i due to bilateral/multilateral transactions. In general, these 
relations are represented as 
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where i ∈ IG (set of generator buses), and j ∈ JD (set of load buses), k is 
bilateral/multilateral index, and K is the set of bilateral and multilateral 
transactions. The last term in (10.15a) and (10.15b) is skipped when a pool 
provides the loss compensation.  

The bilateral/multilateral power balance and curtailment are 
represented as:  
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Equation (10.16a) indicates that each transaction must balance out its 
demand (considering that the pool provides the loss compensation) and that 
the sum of generator outputs in a multilateral contract balances out the sum 
of loads in that transaction. For each multilateral transaction, (10.16b) 
represents each generator’s increment when this transaction is curtailed. 
We assume a linear relation between a transaction’s demand and the sum 
of transaction’s generator output. Equations (10.16) will be included as 
equality constraints in the problem formulation. Note that for a bilateral 
transaction, (10.16a) will be the same as (10.16b) when there are one 
generator and one load in the system.    

 As in the conventional OPF formulation, inequality constraints 
include limits on pool power, voltage levels, and line overloads. When all 
transactions provide additional power for loss compensation, the objective 
function should include an additional term to cover the cost of transmission 
losses compensation for bilateral/multilateral contracts. Equality 
constraints will include equations for additional power to be provided by 
each bilateral/multilateral participant and the pool to compensate for loss. 
In this formulation, we assume that the ISO will compensate for 
transmission losses from the pool’s generation.  

 The problem is formulated as follows. In this formulation, equality 
constraints (10.18–10.20) represent: active power at each generator bus i 
(10.18a), reactive power at each generator bus i (10.18b), active power at 
each load bus j (Equation 10.18c), reactive power at each load bus j 
(10.18d), group power balance (10.19a), group curtailment (Equation 
10.19b), net injection of real power at each bus (10.20a), and net injection 
of reactive power at each bus (10.20b). The inequality constraints 
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(10.21−10.22) represent the following: real power flows between buses 
(10.21), limits on active pool power generation (10.22a), limits on reactive 
pool power generation (10.22b), limits on active bilateral/multilateral 
power generation (10.22c), limits on reactive bilateral/multilateral power 
generation (10.22d), and voltage limits (Equation 10.22e). 
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ik GG −      =   bilateral/multilateral supply shortfall 

 k = bilateral/multilateral transaction index 

 K = set of bilateral/multilateral transactions 

 i, j, m = bus index 

 l = line index for the line connecting buses j–m 

 0,PL
iD  = initial (preferred) schedule of pool demand at bus i 

 0,
,

T
ikG  = initial (preferred) schedule of bilateral/multilateral 

transaction k at bus i 

 γ  = curtailment function reflecting willingness to pay for 
avoiding curtailment 

 PL
iW  = willingness to pay by pool transaction to avoid 

curtailment 

 T
ik,W  = willingness to pay by bilateral/multilateral transaction 

k to avoid curtailment 

 PL
GiC  = bid price of a pool generator at bus i 

 PL
DiC  = bid price of a pool load at bus i 

 GiGi ba ,   = linear and nonlinear coefficients of a pool generator 
bid price at bus i 

 DiDi ba ,   = linear and nonlinear coefficients of a pool load bid 
price at bus i 
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 M
jk,ω   = curtailment weight of the kth multilateral contract’s 

load at bus j 

 M
GkS ,  = set of buses where the kth multilateral contract’s 

generators exist 

 PL
DS  = set of load buses of the pool transactions 

 PL
GS  = set of generation buses of the pool transactions 

 T
DS   = set of load buses of the bilateral/multilateral 

transactions 

 T
GS  = set of generation buses of the bilateral/multilateral 

transactions 

 
10.5.3  Calculation of Transmission Usage and Congestion Charges 

and FTR Credits  
 
We use Kirschen’s tracing method to calculate the contribution of each 
generation and load on line flow, based on which MW-mile method is used 
to calculate transmission charge. 
 
 
 10.5.3.1 Calculation of Transmission Usage Charge 

Let in,gmf − ( idn,mf − ) refer to the contribution of each net generation  (load) 

of common i to each line flow nmf − , then the contribution of each single 
generator (load) that exists in common i at bus j ( jG or jD ) is given by: 

 
ij n,gm

i

j
Gn,m f    

g
G

f −− ×=     (10.23a) 

 
ij dn,m

i

j
Dn,m f    

d
D

f −− ×=     (10.23b) 

where, ig  and id  are the net generation and net load in common i, 
respectively, and jG , jD refer to any single generation or load at any bus j 
in common i. See Figure 10.23 for an illustration. 
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 If nmD −  is the length of line m–n in miles, and nmR −  is the required 
revenue per unit length of line m–n ($/mile), the MW-mile method uses the 
following equation to find the MW-mile charge for line m–n (

jGnmC ,− ) 

corresponding to jG : 

nm

nmnmGn,m
Gnm f

R D f
C j

j
−

−−−
− =,                                             (10.24) 

Let nmz −  be the required revenue of line m–n in $, such that 
nmnmnm R D z −−− = . For usage of all lines, jG  would pay 
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Total payments for transmission usage by all participating generators is 
given by  

∑ ∑
∈ −

−−
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Figure 10.23 Splitting the Contribution of Net Generation (load) in a Common  
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 10.5.3.2 Calculation of Transmission Congestion Charge 

 
Let 

ij GDD , be the contribution of a generator at bus i ( iG ) to a load at bus j 

( jD ). Using LMPs, we find the charges that each load jD  is paying for 
congestion and transmission losses using the following relation: 

 ∑
∈

−×=
G

ijj
Sj

ijGDD  DCh )LMPLMP(,    (10.27) 

We find the congestion charges of jD  by knowing the contribution of each 
generator to this load, and then adding the product of these contributions 
and the difference in LMPs between load and generator buses. 

ij GDD ,  is 

found either by the contribution of each generator to each load, or by the 
contribution of each load to each generator. Both approaches give the same 
results as shown in Appendix F.   

Total charges collected by the ISO for a line connecting buses m and 
n is calculated using any of the following relations (see the example in 
Appendix F): 
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where GS  and DS  are sets of generators and sets of loads in the system 
under study, and jG  and jD  are  the generation and load of a certain 
transaction at any bus j. We use either (10.28a) or (10.28b) to calculate 
charges for congestion and losses for a certain line m–n. The first equation 
tells us that total congestion and loss charges of a certain line can be 
calculated by adding the charges for individual contributions of generators 
to that line. The charge for a contribution to line m–n equals the product of 
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jGn,mf − and the difference in LMPs at the two ends of that line. This is 

because a contribution to a line flow can be seen as injecting the 
contribution at one end of the line (generation) and extracting it at the other 
end (load). If we opt to use 10.28a, we would first find the contributions of 
each load to line flows using a procedure similar to that of Section 10.2.9 
(Kirschen’s tracing algorithm). Appendix F gives a comprehensive 
example for different alternatives.  
 
 
 10.5.3.3 Calculation of FTR Credit 
 
As shown in Figure 10.24, when a participant X holds an FTR between 
points m–n ( xnm ,FTR − ), the participant is entitled to a credit ( xnmCr ,− ) as 

)LMP(LMPFTR ,, mnxnmxnm   Cr −×= −−                               (10.29) 

 

FTRm-n,x 

fm-n 
n m 

 
Figure 10.24 Total Flow and FTR between m and n 

If there are more than one FTR holder on line m–n, then the total FTR 
credits for line m–n is 

)LMP(LMPFTR , mn
x

xnmnm     Cr −= ∑ −−                            (10.30) 

The holder X’s credit comes from nmCh − charges (in Step 4) for this line. If 

nm−FTR  is less than nmf − (or nmCr − < nmCh − ), that is, the FTR on m–n is 
less than the total flow on line m–n, then collected charges for this line are 
adequate to cover FTR credits on this line, and each holder gets 

xnmCr ,− calculated from (10.29). In this case, the extra credit will be paid to 
the transmission line owner. Otherwise, nm−FTR  will be larger than nmf −  
and the owner of line m–n should pay the difference. The   ISO will 
manage these transactions in either case. For instance, in Figure 10.25, 

1000$=−nmCh . If MW40FTR 1, =−nm and MW50FTR 2, =−nm , then 

nmCr − = $900. In this case, the ISO will get $1000 from charges, pay $900 
to FTR holders ($400 to holder 1, $500 to holder 2), and the extra $100 
($1000 – $900) will be paid to the owner of line m–n. Now let’s consider 
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another situation where MW60FTR 1, =−nm , MW50FTR 2, =−nm , and 

MW110FTR =−nm  which is larger than nmf − . In this case, the ISO will 
get $1,000 from charges, pay $1100 to FTR holders ($600 to holder 1, 
$500 to holder 2), and the $100 deficit  ($1000 – $1100) will be paid by the 
owner of line m–n. 

10.5.4 Numerical Example  
 
The proposed framework is applied to a 6-bus test system shown in Figure 
10.26.  The system shows three types of transactions: pool, bilateral, and 
multilateral (group).       

 

              

FTRm-n,1 

fm-n=100 MW 
LMPm=10 LMPn=20 

FTRm-n,2 
 

Figure 10.25 Example of Calculating Charges and Credits 
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Figure 10.26 6-Bus Test System with Three Types of Transactions 
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          Tables 10.38 to 10.41 provide system data, pool transactions, 
bilateral transactions, and multilateral transactions, respectively. In these 
tables, G, D, Type, Min, Max, a, b, and Pref refer to generation, load, type 
of transaction, minimum value, maximum value, linear and nonlinear 
coefficients of the bid price, and preferred values, respectively. Table 10.42 
shows the curtailment weights of multilateral contract loads at each bus. 
Table 10.43 shows voltage limits. All values are given in per unit and bus 
number 1 is the reference bus. 

 
Table 10.38 System Data 

Line m n Resistance Reactance Limit zm-n 

1 1 2 0.03 0.10 1.0 $100.0 
2 1 4 0.025 0.06 1.2 $  60.0 
3 2 3 0.025 0.08 1.4 $  80.0 
4 2 5 0.02 0.05 1.3 $  50.0 
5 3 5 0.02 0.10 1.0 $100.0 
6 3 6 0.02 0.10 1.0 $100.0 
7 4 5 0.02 0.08 1.0 $  80.0 
8 5 6 0.01 0.05 1.0 $  50.0 

 
Table 10.39 Pool Data 

Bus Type Min Max a b Pref PL
iW  

1 G 0.0 2.0 6.00 0.06 - - 
2 G 0.0 2.0 3.00 0.03 - - 
3 D 0.0 1.0 9.00 0.00 1.0 20.0 
5 D 0.0 0.8 10.00 0.00 0.8 20.0 

 
 

Table 10.40 Bilateral Contract Data 

Bus Type Min Max Pref T
iW ,1  

1 G 0.0 1.0 1.0 - 
3 D 0.0 1.0 1.0 15.0 

 
 

Table 10.41 Multilateral Contract Data 

Bus Type Min Max Pref T
iW ,2  

1 G 0.0 1.0 1.0 - 
2 G 0.0 1.0 1.0 - 
3 D 0.0 0.5 0.5 15.0 
4 D 0.0 1.0 1.0 15.0 
6 D 0.0 0.5 0.5 20.0 
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Table 10.42 Multilateral Curtailment Weights 

Bus Type Transaction Weight 

3 D Multilateral 0.25 
4 D Multilateral 0.50 
6 D Multilateral 0.25 

Total 1.00 
 
 

Table 10.43 Bus Voltages 

Bus i iv  iv  
1 1.02 1.02 
2 1.04 1.04 
3 0.95 1.05 
4 1.05 1.05 
5 0.95 1.05 
6 0.95 1.05 

 
 

If initial schedules submitted by the three types of transactions are honored 
by the ISO, they would cause congestion (see the bold letters in Table 
10.44). Based on the optimization problem 10.17–10.22, the ISO solves the 
congestion problem. The solutions are shown in Tables 10.45–10.47. Table 
10.45 gives generator outputs and loads based on prioritization of 
transactions, which reflect the willingness to pay to avoid curtailments. 
Line flows are given in Table 10.46. LMPs are given in Tables 10.47. 
Some notes on the results follow. 

 
 

Table 10.44 Line Flows of Initial Schedules 

Line i j Limit Pij Pji 

1 1 2 1.0 0.648 0.636 
2 1 4 1.2 1.569 1.540 
3 2 3 1.4 1.773 1.740 
4 2 5 1.3 1.650 1.626 
5 3 5 1.0 -0.576 -0.579 
6 3 6 1.0 -0.218 -0.218 
7 4 5 1.0 0.512 0.508 
8 5 6 1.0 0.723 0.721 
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Table 10.45a Optimization Results (Generation Values) 

Bus Type Transaction Min Max Pref Final Value 
1 G Pool 0.0 2.0 1.0 0.3359 
2 G Pool 0.0 2.0 0.8 1.2958 
1 G Bilateral 0.0 1.0 1.0 0.7755 
1 G Multilateral 0.0 1.0 1.0 0.5006 
2 G Multilateral 0.0 1.0 1.0 1.0000 

Total Generation 4.8 3.9078 
 

Table 10.45b Optimization Results (Load Values) 

Bus Type Transaction Min Max Pref Final Value 
3 D Pool 0.0 1.0 1.0 0.8058 
5 D Pool 0.0 0.8 0.8 0.6670 
3 D Bilateral 0.0 1.0 1.0 0.7755 
3 D Multilateral 0.0 0.5 0.5 0.3751 
4 D Multilateral 0.0 1.0 1.0 0.7503 
6 D Multilateral 0.0 0.5 0.5 0.3751 

Total Load 4.8 3.7488 
 

Table 10.46 Line Flows 

Line i j Limit Pij Pji Loss 
1 1 2 1.0 0.4120   -0.4042  0.0078 
2 1 4 1.2 1.2000   -1.1442  0.0558 
3 2 3 1.4 1.4000   -1.3537  0.0463 
4 2 5 1.3 1.3000   -1.2611  0.0389 
5 3 5 1.0 -0.4355    0.4393  0.0038 
6 3 6 1.0 -0.1672    0.1679  0.0007 
7 4 5 1.0 0.3939   -0.3910  0.0029 
8 5 6 1.0 0.5458   -0.5431  0.0027 

 Total Loss 0.1590 
 
 

Table 10.47 LMPs 

Bus i LMPi 

1 10.03143 
2 10.77453 
3 16.76740 
4 15.60574 
5 15.31915 
6 15.86894 
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 In Table 10.45, the total generation (3.9078) is larger than the total 
load (3.7488) by 0.159 p.u. which is the transmission loss compensation 
generated by the reference bus (pool generation) as we assume that the ISO 
compensates for transmission losses. 

In each of the bilateral and multilateral transactions, the generation 
balances the load. In other words, if we let k = 1 refer to the bilateral 
contracts, and k = 2 refer to multilateral contracts, then, from Table 10.45, 
we have 0.77553,11,1 == TT DG  for bilateral contracts and =+ TT GG 2,21,2  

5.16,24,23,2 =++ TTT DDD  for multilateral contracts.  

 Loads in multilateral transactions fulfill the curtailment given in 
(10.19b) and weights given in Table 10.42, that is, 

  ) ( 25.0 2,21,23,2
TTT GGD +=   

  ) ( 50.0 2,21,24,2
TTT GGD +=  

  ) ( 25.0 2,21,26,2
TTT GGD +=  

Table 10.46 shows line flows corresponding to final schedules. In 
this table, some lines are forced to carry the maximum limit (bold letters). 
Note that the total transmission loss is equal to the difference between 
generation and load in Table 10.45. 

 If transmission loss is the only component taken into consideration, 
LMPs will differ slightly to reflect marginal losses. The difference in 
LMPs in Table 10.47 represents both congestion and transmission losses. 

 With the optimization results, we trace the contribution of each 
generator or load to line flows (see the example in the Appendix F for 
details). To trace the contribution of each party to the line usage, we use 
line flows (Table 10.46) and net bus generation and load in Table 10.48. 
The power generated by G1 reaches all buses (domain of G1 includes all 
buses), and the power generated by G2 reaches buses 2, 3, 5, and 6 (domain 
of G2 includes buses 2, 3, 5 and 6). So the system under study has two 
commons, as seen in Table 10.49 and Figure 10.27. Figure 10.27 also 
shows the net generation and net load at each bus. 
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Table 10.48 Net Bus Generation and Load 

Bus i Gi Di 

1 1.6120 0.0000 
2 2.2958 0.0000 
3 0.0000 1.9564 
4 0.0000 0.7503 
5 0.0000 0.6670 
6 0.0000 0.3751 

Total 3.9078 3.7488 
∑ Gi - ∑ Di = 0.1590 

 
 

Table 10.49 Common of Each Bus 

Bus 1 2 3 4 5 6 
Common 1 2 2 1 2 2 

 

 

             Common 1                                                Common 2 D6=0.3751 

1.2000 

D5=0.6670 

5 D4=0.7503 

G2=2.2958 G1=1.6120 
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1.1442 
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1.2611 
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0.1679 

0.1672 

0.5458 0.5431 

0.4355 

0.4393 

0.4042 

0.3910 

1.3537 1.4000 0.4120 

0.3939 

1 

D3=1.9564 

 
Figure 10.27 System’s Two Commons 

 

The system under study in Figure 10.27 can be represented in a state-
graph form as in Figure 10.28, where g1 and g2 refer to net generation in 
commons 1 and 2, respectively, and d1 and d2 refer to net loads in 
commons 1 and 2, respectively. Lines 1–2 and 4–5 can be combined to 
form one link between the two commons, and the other lines are internal to 
commons, i.e., line 1–4 is internal to common 1, and lines 2–3, 2–5, 3–5, 
3–6, and 5–6 are internal to common 2. The inflow (I1 and I2), generation 
(g1 and g2) and load (d1 and d2) in each common are shown in Table 10.50. 
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The flow between commons 1 and 2 in Figure 10.28 is the net flow on lines 
1–2 and 4–5, which form link 1–2. 

 
 
 
 
 
 
    
 
 

0.7952 0.8059 
1 2 

g1 = 1.6120 g2 = 2.2958 

d1 = 0.7503 d2 = 2.9985 
 

Figure 10.28 System’s State Graph 

 
 

Table 10.50 Inflows, Generation and Load for Each Common 

Common k Inflow Ik Generation gi Load di 
1 1.6120 1.6120 0.7503 
2 3.1017 2.2958 2.9985 

 

Using Table 10.50 and Figure 10.28, the absolute contribution 
matrix of the common’s generation to common inflows (A) and the relative 
contribution matrix of the common’s generation to common’s loads and 
outflows (R) are given by 

 







=

2958.20000.0
8059.06120.1

A ,       







=

7402.00000.0
2598.00000.1

R  

The contribution of each common’s generation (g1 and g2) to each line flow 
(

in,g-mf ) is shown in Table 10.51.  Since g1 is composed of three 

generators PLG1 , TG 1,1 , TG 1,2 , and 2g  is composed of PLG2 and TG 2,2 , we 
find the contribution of each generator to branch flows by obtaining the 
proportion of each generator to the commons generation and multiplying 
the result by the contribution of common’s generation to the line flow. For 
example, the generation of common 1 is 1.6120 and PLG1 =0.3359, since g1 

contributes 0.4120 to the flow of line 1–2, then the contribution of PLG1 to 
this flow equals 08590412006120133590 .).()./.( =× . The contributions of 
each generation to the line flows and to each load are detailed in Tables 
10.52 and 10.53, respectively.   
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In Table 10.52, P, B, and M refers to Pool, Bilateral, and 
Multilateral, respectively. The number in bracket  refers to bus number. 
Also, (P, 1) ≡ PLG1 , (P, 2) ≡ PLG2 , (B, 1) ≡ TG 1,1 , (M, 1) ≡ TG 1,2 , and  (M, 2) 

≡ TG 2,2 . 
 
 

Table 10.51 Contributions of Common Generation to Line Flows 

Contribution from Line 
No. 

From 
Bus m 

To 
Bus n 

Total Flow 
fm-n  g1 g2 

1 1 2 0.4120  0.4120   0.0000  
2 1 4 1.2000  1.2000   0.0000  
3 2 3 1.4000  0.3638   1.0362  
4 2 5 1.3000  0.3378   0.9622  
5 3 5 -0.4355 -0.1132  -0.3223  
6 3 6 -0.1672 -0.0434  -0.1238  
7 4 5 0.3939  0.3939   0.0000  
8 5 6 0.5458  0.1418   0.4040  

 

 

Table 10.52 Contribution of each Generator to Line Flows 

Contribution from Generation Line  
No. 

From 
Bus m 

To 
Bus n 

Total 
Flow (P, 1) (P, 2) (B, 1) (M, 1) (M, 2) 

1 1 2 0.4120   0.0859   0.0000   0.1982   0.1279   0.0000 
2 1 4 1.2000   0.2500   0.0000   0.5773   0.3727   0.0000 
3 2 3 1.4000   0.0758   0.5849   0.1750   0.1130   0.4514 
4 2 5 1.3000   0.0704   0.5431   0.1625   0.1049   0.4191 
5 3 5 -0.4355  -0.0236  -0.1819  -0.0544  -0.0351  -0.1404 
6 3 6 -0.1672  -0.0091  -0.0699  -0.0209  -0.0135  -0.0539 
7 4 5 0.3939   0.0821   0.0000   0.1895   0.1223   0.0000 
8 5 6 0.5458   0.0296   0.2280   0.0682   0.0440   0.1760 

 

 
Table 10.53 Contribution of Bus Generation to Loads 

Contribution from Generation (Type, Bus) 
Load Value Type (P, 1) (P, 2) (B, 1) (M, 1) (M, 2) Total 

1  0.8058  (P, 3) 0.0436 0.3366 0.1007 0.0650 0.2598 0.8058 
2  0.6670  (P, 5) 0.0361 0.2787 0.0834 0.0538 0.2150 0.6670 
3  0.7755  (B, 3) 0.0420 0.3240 0.0969 0.0626 0.2500 0.7755 
4  0.3751  (M, 3) 0.0203 0.1567 0.0469 0.0303 0.1209 0.3751 
5  0.7503  (M, 4) 0.1563 0.0000 0.3610 0.2330 0.0000 0.7503 
6  0.3751  (M, 6) 0.0203 0.1567 0.0469 0.0303 0.1209 0.3751 
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To show how values in Table 10.53 are calculated, we take the 
pool’s load located at bus 3, which is 0.8058 p.u. (or 805803 .D PL = ) and 
located in common 2 as shown in Figure 10.24. The pool’s generator 
located at bus 1, or (P, 1), is in common 2 and it generates 0.3359 p.u. (see 
Table 10.32). In the R matrix, the net generation of common 1 (g1) 
contributes 25.98% to the net load of common 2 (d2). This means that 
25.98% of 0.8058 (or 0.2093 p.u.) comes from g1. But g1 is composed of 
three single generators ((P, 1), (B, 1), (M, 1)). Their total is 1.6120 p.u as 
shown in Figure 10.25. The contribution of (P, 1) is (0.3359/1.6120) × 
(0.2093) = 0.0436, which is the same under (P, 1) and next to the load 
number 1 in Table 10.53. 

 From the results of Table 10.52 and Equations (10.24–10.25), the 
transmission usage charges that each participant i would pay for using each 
line and for using all lines are shown in Table 10.54. Congestion and loss 
charges are shown in Table 10.55. The payments given in Table 10.54 are 
collected by the ISO and distributed among transmission owners based on 
the required revenues of their lines. The payments shown in Table 10.55 
are also collected by the ISO and distributed among transmission owners 
and FTR holders.  

 
Table 10.54 Calculation of Transmission Usage Charges 

Payment for Contribution from Generator (Type, Bus):  
Line 

 
m 

 
n (P, 1) (P, 2) (B, 1) (M, 1) (M, 2) 

Total line 
Payment 

1 1 2 20.84 0.00 48.11 31.05 0.00 100.0 
2 1 4 12.50 0.00 28.87 18.63 0.00 60.0 
3 2 3 4.33 33.42 10.00 6.46 25.79 80.0 
4 2 5 2.71 20.89 6.25 4.03 16.12 50.0 
5 3 5 5.41 41.78 12.50 8.07 32.24 100.0 
6 3 6 5.41 41.78 12.50 8.07 32.24 100.0 
7 4 5 16.67 0.00 38.49 24.84 0.00 80.0 
8 5 6 2.71 20.89 6.25 4.03 16.12 50.0 

   $70.58 $158.76 $162.97 $105.18 $122.51 $ 620.0 

 
 

Table 10.55 Congestion and Transmission Loss Charges 

Contribution from Generation: Load  
No. 

Load 
Value 

(Type, 
Bus) (P, 1) (P, 2) (B, 1) (M, 1) (M, 2) 

Charge 
in $ 

1 0.8058  (P, 3) 29.39 201.74 67.85 43.80 155.69 498.47 
2 0.6670  (P, 5) 19.10 126.64 44.09 28.46 97.73 316.02 
3 0.7755  (B, 3) 28.28 194.16 65.30 42.15 149.84 479.73 
4 0.3751  (M, 3) 13.68 93.91 31.58 20.39 72.47 232.03 
5 0.7503  (M, 4) 87.15 0.00 201.21 129.88 0.00 418.24 
6 0.3751  (M, 6) 11.86 79.83 27.37 17.67 61.61 198.34 

Total Congestion Charges 2142.83 
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To show how values in Table 10.55 are calculated, we take load 
number 1, which is a pool’s load and located at bus 3 ( PLD3 ) and has a 
value of 0.8058 p.u. The LMP at bus 3 is equal to 16.76740 $/MWh. The 
contribution of the pool’s generator located at bus 1 (P, 1) or PLG1  to this 
load is 0.0436 p.u. (or  . D PLPL,GD 04360

13
= ), and the LMP at bus 1 is equal 

to 10.03143 $/MWh. For this contribution, the associated congestion 
charge is equal to 

 
3929$100)0314310767416(04360

)LMPLMP( 13
1313

....

  DCh PLPLPLPL ,GD,GD

=×−×=

−×=
 

 To show how congestion charges are distributed, we assume that x1 
and x2 are holders with FTRs shown in Table 10.56. From (10.28) and 
(10.29), congestion and loss charges for each line and credits for FTR 
holders are calculated as shown in Table 10.57 (see bold lines).  

 
Table 10.56 FTRs 

Holder FTR From Bus m To Bus n 
x1 1.000 

1.000 
2 
2 

3 
5 

x2 0.800 1 4 
 

Table 10.57 FTR Credits 

Branch 
No. m n Congestion 

Charges FTR Credits 
in $ Paid to Difference 

1 1 2  30.326 - 0.00  30.326 
2 1 4 653.365 0.8 445.945 x2 207.420 
3 2 3 825.128 1.0 599.287 x1 225.841 
4 2 5 581.961 1.0 454.462 x1 127.449 
5 3 5  63.346 - 0.00   63.346 
6 3 6  15.054 - 0.00   15.054 
7 4 5 -11.247 - 0.00  -11.247 
8 5 6  29.933 - 0.00   29.933 

 
 

 The charges are collected by the ISO, and the net payments are 
distributed in one of three ways: the ISO may pay them to transmission 
owners (TOs), to FTR holders, or to generators that would generate 
counter-flows.  Whatever is collected from generators for a certain line is 
originally paid to the TO of that line, but if there is an FTR holder for the 
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line, the holder will be paid from the collected amount. In the case where 
the line charges are not enough to cover the FTR credits for this line, the 
TO of this line will pay the difference to the FTR holder. When the 
congestion charges for a certain line are larger than the FTR credits, the 
extra credit (the surplus in Table 10.57) is paid to the TO of this line. On 
the other hand, when the difference is negative, the TO will pay the 
difference to the ISO.   

 
10.6 CONCLUSIONS 
 
Electricity restructuring poses major changes for the three main 
components of the vertically integrated monopoly. Restructuring will mean 
new types of unbundling, coordination, and rules to guarantee competition 
and non-discriminatory open access to all users. The new requirements of 
electric utility restructuring will necessitate the design of new entities that 
can coordinate these components and these new components are intended 
to foster competition among different parties. One of the main objectives in 
the electric industry’s restructuring is to bring fairness and open access to 
the transmission network. Implementing fair rules that allocate price and 
transmission use fulfills this notion of fairness in the industry. 

 Knowing whether or not, and to what extent, each power system user 
contributes to the usage of a particular system component is necessary for a 
restructured power system to operate economically and efficiently and for 
the guarantee of open access to all system users. Moreover, the pricing of 
transmission must provide adequate economic signals that allow the system 
to grow. As such, in a restructured environment, it is necessary to develop 
and use reasonable and fair pricing rules that allocate the costs of 
transmission services based on actual use by different power system 
brokers. The pricing rules must also allow for congestion management, 
which is a new ingredient in this environment.  

 This chapter presents the main existing approaches for transmission 
pricing. It also presents an overview of recent techniques used for 
designing equitable access fees to recover fixed transmission costs. Among 
these methods, are some recent methods used to determine a generator’s 
(load’s) contribution to a line power flow and a consumer load.  

 LMPs and FTRs are being widely utilized in many power 
restructuring models to resolve problems associated with transmission 
congestion and energy pricing. Therefore, this chapter exclusively 
considers these key subjects.  
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 Since transmission congestion is still a major research topic in 
today’s restructuring, this chapter introduces a hybrid scheme for 
congestion management that combines the best features of the inter-
zonal/intra-zonal scheme and FTR. The scheme presented in the chapter 
utilizes LMP for defining zonal boundaries. The proposed unified scheme 
facilitates the way in which we deal with congestion charges and 
congestion credits. In addition, the chapter describes a generalized 
mathematical model of the FTR auction that guarantees its availability to 
all parties on a non-discriminatory basis, where system users are permitted 
to buy, sell, and trade FTRs through an auction. Trading of FTRs in 
secondary markets is also addressed in this chapter. 

 In this chapter we also include a comprehensive scheme for the ISO 
that modifies preferred schedules, traces participants’ contributions, and 
allocates transmission usage and congestion charges. In this scheme, we 
assume a general restructuring model where pool, bilateral, and multilateral 
contracts exist concurrently. In this scheme, the preferred schedules are 
adjusted on a non-discriminatory basis to keep the system within its limits. 
That is, we use “willingness to pay to avoid curtailment” as a criterion to 
reshape the initial schedules in times of congestion and we find feasible 
final schedules. With final schedules and LMPs (by-products of the 
schedule’s adjustment), transmission congestion and losses are calculated. 
A flow-based tracing method is then utilized to allocate the transmission 
charges. The FTR holders’ credits are calculated based on line flows and 
LMPs. Examples for a testing system are presented to illustrate the 
proposed scheme. 
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Appendix A 
 

List of Symbols 
 
 
 
 

The list of symbols listed here are used in Chapter 4 (PBUC) and Chapter 8 
(SCUC). 
 
Symbol Definition 
 
B(i,t) Power purchase of unit i at time t 

(.)iC  Cost function of unit i, 2)()()()( xicxibiaxCi ++=  

(.)fiC  Fuel consumption function of unit i,  

 2)()()()( xicxibiaxC ffffi ++=  

(.)eiC  Emission function of unit i,  

 2)()()()( xicxibiaxC eeeei ++=  

DR(i) Ramp down rate limit of unit i 

E{.} Expected value 

Emax Maximum total emission allowance 

EMA Area emission limit  

EMS System emission limit 

F(i,t) Profit of unit i at time t 

)),(( 0 tiPfi  Profit from bilateral contract of unit i at time t 

Fmin(FT) Minimum total fuel consumption for fuel type FT 
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Fmax(FT) Maximum total fuel consumption for fuel type FT 

Fmin(i)  Minimum total fuel consumption for unit i 

Fmax(i) Maximum total fuel consumption for unit i 

I(i,t) Commitment state of unit i at time t  

I(i,t)(k) Commitment state of unit i at time t in previous iteration 

m0(i,t) Incremental bid slope of unit i at time t 

mb(i,t) Bid slope for power purchase of unit i at time t 

mg(i,t) Bid slope for generation of unit i at time t 

mn(i,t) Bid slope for non-spinning reserve of unit i at time t 

mr(i,t) Bid slope for spinning reserve of unit i at time t 

MSR(i) Maximum sustained ramp rate of unit i (MW/min) 

Nb Number of buses 

Ng Number of units 

Nt Number of time periods 

nc Number of possible line outages in the contingency case 

N(i,t) Non-spinning reserve of unit i at time t 

Nmin(i,t) Minimum non-spinning reserve of unit i at time t 

Nmax(i,t) Maximum non-spinning reserve of unit i at time t 

N(i,t)(k) Non-spinning reserve of unit i at time t in the previous 
iteration 

Nmin(t) Minimum total non-spinning reserve at time t 

Nmax(t) Maximum total non-spinning reserve at time t 

P(i,t) Generation of unit i at time t 

Pmin(i,t) Minimum generation of unit i at time t 

Pmax(i,t) Maximum generation of unit i at time t 

P(i,t)(k) Generation of unit i at time t in previous iteration 

P0(i,t) Bilateral contract of unit i at time t 

Pgmin(i) Minimum generation of unit i 

Pgmax(i) Maximum generation of unit i 
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Pmin(t) Minimum total generation at time t 

Pmax(t) Maximum total generation at time t 

Pkm Power flow of line k–m 

Pkm
min Lower limit for power flow of line k–m  

Pkm
max Upper limit for power flow of line k–m  

PD(t) Total system real power load demand at time t 

QD(t) Total system reactive power load demand at time t 

Qgmax(i) Maximum reactive power unit i can provide 

)(iq  Quick start capability of unit i  

rjt Real power interruption at bus j in time t 

ro(i,t) Contribution of unit i to operating reserve at time t    

rs(i,t) Contribution of unit i to spinning reserve at time t   

Ro(t) System operating reserve requirement at time t 

Rs(t) System spinning reserve requirement at time t 

R(i,t) Spinning reserve of unit i at time t 

Rmin(i,t) Minimum spinning reserve of unit i at time t 

Rmax(i,t) Maximum spinning reserve of unit i at time t 

R(i,t)(k) Spinning reserve of unit i at time t in previous iteration 

Rmin(t) Minimum total spinning reserve at time t 

Rmax(t) Maximum total spinning reserve at time t 

S(i,t) Start-up cost of unit i at time t 

Sf(i,t) Start-up fuel of unit i at time t 

Se(i,t) Start-up emission of unit i at time t 

Toff(i) Minimum OFF time of unit i 

Ton(i) Minimum ON time of unit i 

UR(i) Ramp-up rate limit of unit i 

Xoff(i,t) Time duration for which unit i has been OFF at time t 

Xon(i,t) Time duration for which unit i has been ON at time t 
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A Sensitivity coefficient matrix of steady state transmission 
constraints 

E(j) Sensitivity coefficient matrix of contingency transmission 
constraints for line outage j 

F1(V) Reactive power function of V for units 

F2(V) Reactive power function of V for buses 

FS Penalty vector for steady state flow constraints 

fS Steady state flow limit vector 

FC(j) Penalty vector for contingency flow constraints in case of 
line outage j 

fC(j) Flow limit vector for line contingency j  

GS Penalty vector for steady state voltage constraints 

gS Steady state reactive limit vector 

GC(j) Penalty vector for voltage constraints in line outage j  

gC(j) Reactive limit vector for line contingency j  

][ ''J  Jacobian matrix 

][ ''
1J  Jacobian matrices for generator buses 

][ ''
2J  Jacobian matrices for load buses 

∆QT Reactive power increment vector corresponding to 
transformers  

∆QG Reactive power increment vector corresponding to 
generating units 

QG(t) Reactive power generation vector at time t 

QG
min(t) Reactive power generation vector lower limit at time t 

QG
max(t) Reactive power generation vector upper limit at time t 

QL(t) Reactive power load vector at time t 

r Real power interruption vector  

T Transformer tap vector 

Tmin Transformer tap lower limit vector 
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Tmax Transformer tap upper limit vector 

V System voltage vector 

Vmin System voltage lower limit vector 

Vmax System voltage upper limit vector 

V 0 System voltage vector based on initial commitment state 

∆Vmin Vmin - V 0 

∆Vmax Vmax - V 0 

iα  Integrated labor starting-up cost and equipment 
maintenance cost of unit i 

iβ  Starting-up cost of unit i from cold conditions 

iτ  Time constant that characterizes unit i cooling speed 

)(tgλ  Lagrangian multiplier for energy constraint at time t 

)(trλ  Lagrangian multiplier for spinning reserve constraint at 
time t 

)(tnλ  Lagrangian multiplier for non-spinning reserve constraint 
at time t 

eλ  Lagrangian multiplier for system emission constraint 

)(FTfλ  Lagrangian multiplier for fuel constraint of fuel type FT 

)(ifuλ  Lagrangian multiplier for fuel constraint of unit i 

λ(t) Lagrangian multiplier for load balance constraint 

)(toµ  Lagrangian multiplier for operating reserve constraint 

)(tsµ  Lagrangian multiplier for spinning reserve constraint 

fλ  Lagrangian multiplier for fuel constraint 

aλ  Lagrangian multiplier for area emission limit 

sλ  Lagrangian multiplier for system emission limit 

)(tgmρ  Forecasted market price for energy at time t (for system) 
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)(tnmρ  Forecasted market price for non-spinning reserve at time t 
(for the system) 

)(trmρ  Forecasted market price for spinning reserve at time t (for 
the system) 

),( tigmρ  Forecasted market price for energy at time t (for unit i) 

),( tinmρ  Forecasted market price for non-spinning reserve at time t  
(for unit i) 

),( tirmρ  Forecasted market price for spinning reserve at time t (for 
unit i) 

tε  Upper limit of expected unserved energy at time t 
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MATHEMATICAL DERIVATION  
 
 
 
 
B.1 DERIVATION OF PROBABILITY DISTRIBUTION 
 
Suppose that the probability distribution of a variable P is f(P) and its 
expected value is k*. Consider another variable P' that follows a probability 
distribution similar to P and has an expected value of k. Assume that the 
probability distribution of P' is f(P-δ), where δ  is selected so that  

 kdPPfPPE =−×= ∫
+∞

∞−
)()'( δ           (B.1) 

The significance of δ is to shift f(P) and ensure that the expected value is k. 
After some manipulation, we can get a simple formula for δ :   

 
δδ

δδ

+=×+×=

×+=−×

∫∫
∫∫
∞+

∞−

∞+

∞−

+∞

∞−

+∞

∞−

*)()(

)()()(

kdQQfdQQfQ

dQQfQdPPfP
         (B.2) 

where  

δ−= PQ , ∫∫
+∞

∞−

+∞

∞−
×=×= dPPfPdQQfQk )()(*  is the expected 

value of the P, and 1)( =∫
+∞

∞−
dQQf . 

Combining (B.1) and (B.2), we have 

 *kk −=δ          (B.3) 
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B.2  LAGRANGIAN AUGMENTATION WITH 
INEQUALITY CONSTRAINTS 

 
For a constrained minimization problem with equality constraints, we write 

 min )(xf  

 s.t. 0)( =xh  

The Lagrangian function is 

 )()( xhxfL λ+=  

And the augmented Lagrangian function is 

)(
2
1)()( 2 xchxhxfLa ++= λ  

The last term )(
2
1 2 xch  can be thought of as an extra penalty function (c is 

the penalty factor); it can improve the convexity of the Lagrangian 
function. For an inequality-constrained minimization problem, we have 

 min )(xf  

 s.t. 0)( ≤xg  

Here, we first convert the inequality constraint into an equality constraint 

 0)( =+ zxg  

where z is a non-negative number 0≥z . The original inequality 
constrained minimization problem is converted into an equality constrained 
minimization problem: 

 min )(xf  

 s.t. 0)( =+ zxg , 0≥z  

The augmented Lagrangian function is 

 ( ) ( )2)(
2
1)()( zxgczxgxfLa ++++= µ  

To minimize the augmented Lagrangian function with respect to the non-
negative z, we have 
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 ( ) 0)( =++=
∂

∂ zxgc
z

La µ  

  0≥z   

 

From the first equation, we have 

 




 +−= )(xg

c
z µ  

From the second equation, we have   

 













 +−= )(,0max xg

c
z µ  

 

So,  if 
c

xg µ−>)( , which means 0)( >+ xg
c
µ , 

then 0)(,0max =













 +−= xg

c
z µ , 

and the augmented Lagrangian function is 

 )(
2
1)()( 2 xcgxgxfLa ++= µ  

 

If 
c

xg µ−≤)( , which means 0)( ≤+ xg
c
µ  

Then 




 +−=














 +−= )()(,0max xg

c
xg

c
z µµ  

And the augmented Lagrangian function is 
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Combining the two cases, we have 
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We define the augmentation term P(x) as 
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Figure B.1 shows P(x) as a function of g(x).  
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Figure B.1 P(x) as a Function of g(x) 

 

 

For a double-sided inequality constraint 

 maxmin gxgg ≤≤ )(  

 

The augmentation term for maxgxg ≤)(  is 
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The augmentation term for )(xggmin ≤  is 
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Combining the two, we have 
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( ) ( )
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Or 

 

( ) ( )

( ) ( )














−>−−+−

−≤≤+−

−>−+−

=

c
xggxggcxgg

c
gxg

c
g

c

c
gxggxgcgxg

xP

minminmin

maxmin

maxmaxmax

µµ

µµµ

µµ

)(if)(
2
1)(

)(if
2

)(if)(
2
1)(

)(

2

2

2

 

 

Figure B.2 shows P(x) as a function of g(x). 

 

 

 

 

 

 

 

 

 

 

 

 
Figure B.2 P(x) as a Function of g(x) 
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RTS Load Data 
 
 
 
The RTS data is excerpted from [Rts96]. 

 
 

Table C.1 Weekly Peak Load in Percent of Annual Peak 

Week Peak 
Load Week Peak 

Load Week Peak 
Load Week Peak 

Load 
1 86.2 14 75.0 27 75.5 40 72.4 
2 90.0 15 72.1 28 81.6 41 74.3 
3 87.8 16 80.0 29 80.1 42 74.4 
4 83.4 17 75.4 30 88.0 43 80.0 
5 88.0 18 83.7 31 72.2 44 88.1 
6 84.1 19 87.0 32 77.6 45 88.5 
7 83.2 20 88.0 33 80.0 46 90.9 
8 80.6 21 85.6 34 72.9 47 94.0 
9 74.0 22 81.1 35 72.6 48 89.0 
10 73.7 23 90.0 36 70.5 49 94.2 
11 71.5 24 88.7 37 78.0 50 97.0 
12 72.7 25 89.6 38 69.5 51 100.0 
13 70.4 26 86.1 39 72.4 52 95.2 

 
 
 

Table C.2 Daily Peak Load in Percent of Weekly Peak 

Day Peak Load 
Monday 93 
Tuesday 100 

Wednesday 98 
Thursday 96 

Friday 94 
Saturday 77 
Sunday 75 
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Table C.3 Hourly Peak Load in Percent of Daily Peak 

Winter Weeks Summer Weeks Spring/Fall Weeks 
1-8 & 44-52 18-30 9-17 & 31-43 

Hour Weekday Weekend Weekday Weekend Weekday Weekend 
12-1 am 67 78 64 74 63 75 

1-2 63 72 60 70 62 73 
2-3 60 68 58 66 60 69 
3-4 59 66 56 65 58 66 
4-5 59 64 56 64 59 65 
5-6 60 65 58 62 65 65 
6-7 74 66 64 62 72 68 
7-8 86 70 76 66 85 74 
8-9 95 80 87 81 95 83 
9-10 96 88 95 86 99 89 

10-11 96 90 99 91 100 92 
11-noon 95 91 100 93 99 94 

Noon-1pm 95 90 99 93 93 91 
1-2 95 88 100 92 92 90 
2-3 93 87 100 91 90 90 
3-4 94 87 97 91 88 86 
4-5 99 91 96 92 90 85 
5-6 100 100 96 94 92 88 
6-7 100 99 93 95 96 92 
7-8 96 97 92 95 98 100 
8-9 91 94 92 100 96 97 
9-10 83 92 93 93 90 95 

10-11 73 87 87 88 80 90 
11-12 63 81 72 80 70 85 
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Example Systems Data 
 
 
 
D.1 5-UNIT SYSTEM 

 
 

Table D.1 Unit Characteristics 

 
Unit 

 
Pmax 

 
Pmin 

 
af 

 
bf 

 
cf 

Min 
ON 

Min 
OFF IniT 

Ramp 
Up 

Ramp 
Dn 

St 
MBtu 

1 335 125 1169.88 2.6998 0.00753 10 -1 -1 14 14 500 
2 232 150 779.64 0.9286 0.01560 10 -1 -1 10 10 300 
3 260 50 636.46 3.8260 0.00890 10 -1 -1 15 15 500 
4 440 160 669.12 7.9215 1.7E-06 10 -1 -1 25 25 603 
5 250 130 590.72 2.4435 0.00906 10 -1 -1 12 12 500 

 
 
Where 

Pmax: Maximum capacity (MW) 
Pmin: Minimum capacity (MW) 
af, bf, cf: Fuel consumption coefficient (MBtu, MBtu/MW, MBtu/MW2) 
Min ON: Minimum ON time (Hour) 
Min OFF: Minimum OFF time (Hour) 
IniT: Initial operational time (Hour, minus means OFF) 
Ramp Up: Ramp-up rate (MW/min) 
Ramp Dn: Ramp-down rate (MW/min) 
St MBtu: Start-up MBtu 
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Table D.2 Energy Price for Case 1-1 

Hour 1-5 6-23 24 
Energy Price ($/MWh) 20 48 20 

 

 

Table D.3 Energy Price for Case 1-2 

Hour 1-5 6 7 8 9 10 11 
Energy Price ($/MWh) 20 24 26 28 30 32 34 

Hour 12 13 14 15 16-23 24 
Energy Price ($/MWh) 36 38 40 42 48 20 

 

 

Table D.4 Dispatch Results for Case 1-1 

       Unit 
    Hour 1 2 3 4 5 

1-5 0 0 0 0 0 
6-23 335 232 260 440 250 
24 0 0 0 0 0 

  

 

Table D.5 Dispatch Results for Case 1-2 

       Unit 
    Hour 1 2 3 4 5 

1-5 0 0 0 0 0 
6 0 210 0 0 250 
7 0 232 257 0 250 
8 335 232 260 0 250 

9-23 335 232 260 440 250 
24 0 0 0 0 0 

 

 
Table D.6 Dispatch Results for Case 2-1 

       Unit 
    Hour 1 2 3 4 5 

1-2 0 0 0 0 0 
3-4 0 0 0 0 130 
5 0 0 0 0 180 
6 335 232 260 440 240 

7-23 335 232 260 440 250 
24 0 0 0 0 223 
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Table D.7 Dispatch Results for Case 2-2 

       Unit 
    Hour 1 2 3 4 5 

1-5 0 0 0 0 0 
6-7 335 232 260 440 130 
8 335 232 260 440 180 
9 335 232 260 440 240 

10-23 335 232 260 440 250 
24 0 0 0 0 190 

 
 

Table D.8 Dispatch Results for Case 4-2 and Case 4-3 

       Unit 
    Hour 1 2 3 4 5 

1-13 0 0 0 0 0 
14 0 0 0 0 179 
15 0 0 0 0 192 

16-23 0 0 0 0 225 
24 0 0 0 0 0 

 

 
Table D.9 Dispatch Results for Case 5-1 

       Unit 
    Hour 1 2 3 4 5 

1-5 0 0 0 0 0 
6 0 210 0 0 250 
7 0 232 257 0 250 
8 335 232 260 0 250 

9-23 335 232 260 440 250 
24 0 0 0 0 0 

 

 
Table D.10 Dispatch Results for Case 5-2 

       Unit 
    Hour 1 2 3 4 5 

1-5 0 0 0 0 0 
6 0 210 0 0 250 
7 0 232 257 0 250 
8 335 232 260 0 250 

9-21 335 232 260 440 250 
22-23 335 232 260 0 0 

24 0 0 0 0 0 
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D.2 36-UNIT SYSTEM 
 
 

Table D.11 Unit Characteristics1 

 
Unit 

 
Pmax 

 
Pmin 

 
af 

 
bf 

 
cf 

Min 
ON 

Min 
OFF IniT 

Ramp 
Up 

Ramp 
Dn 

St 
MBtu 

1 12.00 2.40 24.3891 25.5472 0.02533 1 -1 -1 12.00 12.00 0 
2 20.00 4.00 118.9083 37.9637 0.01561 1 -1 -1 20.00 20.00 30 
3 20.00 4.00 118.4576 37.7770 0.01359 1 -1 -1 20.00 20.00 30 
4 20.00 4.00 118.9083 37.9637 0.01161 1 -1 -1 20.00 20.00 30 
5 20.00 4.00 119.4576 38.7770 0.01059 1 -1 -1 20.00 20.00 30 
6 20.00 4.00 117.7551 37.5510 0.01199 1 -1 -1 20.00 20.00 30 
7 20.00 4.00 118.1083 37.6637 0.01261 1 -1 -1 20.00 20.00 30 
8 76.00 15.20 81.8259 13.5073 0.00962 3 -2 3 38.00 38.00 80 
9 76.00 15.20 81.1364 13.3272 0.00876 3 -2 3 38.00 38.00 80 

10 76.00 15.20 81.2980 13.3538 0.00895 3 -2 3 38.00 38.00 80 
11 76.00 15.20 81.6259 13.4073 0.00932 3 -2 3 38.00 38.00 80 
12 100.00 25.00 217.8952 18.0000 0.00623 4 -2 -3 50.00 50.00 100 
13 100.00 25.00 219.7752 18.6000 0.00599 4 -2 3 50.00 50.00 100 
14 100.00 25.00 218.3350 18.1000 0.00612 4 -2 3 50.00 50.00 100 
15 100.00 25.00 216.7752 18.2800 0.00588 4 -2 -3 50.00 50.00 100 
16 100.00 25.00 218.7752 18.2000 0.00598 4 -2 -3 50.00 50.00 100 
17 100.00 25.00 216.7752 17.2800 0.00578 4 -2 -3 50.00 50.00 100 
18 100.00 25.00 218.7752 19.2000 0.00698 4 -2 -3 50.00 50.00 100 
19 155.00 54.25 143.0288 10.7154 0.00473 5 -3 5 77.50 77.50 200 
20 155.00 54.25 143.3179 10.7367 0.00481 5 -3 5 77.50 77.50 200 
21 155.00 54.25 143.5972 10.7583 0.00487 5 -3 5 77.50 77.50 200 
22 197.00 68.95 259.1310 23.0000 0.00259 5 -4 -4 98.50 98.50 300 
23 197.00 68.95 259.6490 23.1000 0.00260 5 -4 -4 98.50 98.50 300 
24 197.00 68.95 260.1760 23.2000 0.00263 5 -4 -4 98.50 98.50 300 
25 197.00 68.95 260.5760 23.4000 0.00264 5 -8 -1 98.50 98.50 300 
26 197.00 68.95 261.1760 23.5000 0.00267 5 -8 -1 98.50 98.50 300 
27 197.00 68.95 260.0760 23.0400 0.00261 5 -4 -4 98.50 98.50 300 
28 350.00 140.00 176.0575 10.8416 0.00150 8 -5 10 175.00 175.00 500 
29 350.00 140.00 177.0575 10.8616 0.00153 8 -5 10 175.00 175.00 500 
30 350.00 140.00 176.0575 10.6616 0.00143 8 -5 10 175.00 175.00 500 
31 350.00 140.00 177.9575 10.9616 0.00163 8 -5 10 175.00 175.00 500 
32 400.00 100.00 310.0021 7.4921 0.00194 8 -5 10 200.00 200.00 800 
33 400.00 100.00 311.9102 7.5031 0.00195 8 -5 10 200.00 200.00 800 
34 400.00 100.00 312.9102 7.5121 0.00196 8 -5 10 200.00 200.00 800 
35 400.00 100.00 314.9102 7.5321 0.00197 8 -5 10 200.00 200.00 800 
36 400.00 100.00 313.9102 7.6121 0.00199 8 -5 10 200.00 200.00 800 

 
 
                                                           
1 See D.1 for explanation of the abbreviations. 
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Table D.12 Market Prices for Case 1 

 
 

Hour 

 
Energy Price  

($/MWh) 

 
Spinning Reserve Price 

($/MW.Hour) 

Non-Spinning  
Reserve Price 
($/MW.Hour) 

1 11.74 11.75 11.75 
2 7.70 7.71 7.71 
3 1.99 2.08 2.08 
4 0.00 0.10 0.10 
5 3.00 3.09 3.09 
6 14.08 14.09 14.09 
7 13.98 15.08 15.08 
8 16.29 17.39 17.39 
9 18.60 19.70 19.70 

10 21.00 22.10 22.10 
11 24.25 25.35 25.35 
12 24.40 25.50 25.50 
13 22.01 27.01 27.01 
14 23.32 24.42 24.42 
15 24.00 33.12 33.12 
16 29.34 35.59 35.59 
17 28.12 37.24 37.24 
18 24.75 33.87 33.87 
19 24.51 25.61 25.61 
20 21.45 22.55 22.55 
21 16.45 17.55 17.55 
22 8.59 9.69 9.69 
23 6.00 7.00 7.00 
24 0.50 0.51 0.51 
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Table D.13 Dispatch Results for Case 1 
      Hour 
 Unit 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 
2-7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

8-11 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 
12 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 

13-14 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 
15 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 
16 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 
17 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 
18 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 

19-21 1 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 
23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 
24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

28-36 1 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

 

 
Table D.14 Dispatch Results for Case 2 

      Hour 
 Unit 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 0 0 0 0 
2-7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

8-11 1 1 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
12 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

13-14 1 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 
15 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 
16 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 
17 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 
18 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

19-21 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 
22 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 
23 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 
24 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 
25 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 
26 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 
27 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 

28-36 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 
 

 

 



APPENDIX D    475 

 

Table D.15 Dispatch Results for Case 3 
      Hour 
 Unit 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

1 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 
2-7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

8-11 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 
12 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

13-14 1 1 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
15 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
16 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
17 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
18 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

19-21 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
22 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 
23 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 
24 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 
25 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 
26 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 
27 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

28-36 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
 
 

Table D.16 Dispatch Results for Case 4 
     Hour 
 Unit 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 
2-7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 

8-11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
12 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

13-14 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 
15 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 
16 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 
17 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 
18 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

19-21 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
22 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
23 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
24 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
25 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
26 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
27 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

28-36 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
 
 
 



476   APPENDIX D 

 

D.3  6-UNIT SYSTEM 
 
 

Table D.17 Unit Characteristics2 

 
Unit 

 
Pmax 

 
Pmin 

 
af 

 
bf 

 
cf 

Min 
ON 

Min 
OFF IniT 

Ramp 
Up 

Ramp 
Dn 

St 
MBtu 

1 50 5 118.82 27.896 0.0143 1 -1 -1 50 50 0 
2 50 10 118.11 24.664 0.0126 1 -1 -1 50 50 0 
3 150 10 218.34 18.100 0.0081 5 -5 -5 75 75 50 
4 200 20 142.73 10.694 0.0046 8 -8 8 100 100 50 
5 350 140 176.06 10.662 0.0014 8 -5 10 175 175 500 
6 400 100 313.91 7.612 0.0020 8 -5 10 200 200 800 

 
 
 

Table D.18 Market Prices 

 
 

Hour 

 
Energy Price  

($/MWh) 

 
Spinning Reserve Price 

($/MW.Hour) 

Non-Spinning  
Reserve Price 
($/MW.Hour) 

1 15.74 16.74 17.04 
2 11.70 12.70 13.00 
3 5.99 6.99 7.29 
4 4.00 5.00 5.30 
5 7.00 8.00 8.30 
6 18.08 19.08 19.38 
7 17.98 18.98 19.28 
8 20.29 21.29 21.59 
9 22.60 23.60 23.90 

10 25.00 26.00 26.30 
11 28.25 29.25 29.55 
12 28.40 29.40 29.70 
13 26.01 27.01 27.31 
14 27.32 28.32 28.62 
15 28.00 29.00 29.30 
16 33.34 34.34 34.64 
17 32.12 33.12 33.42 
18 28.75 29.75 30.05 
19 28.51 29.51 29.81 
20 25.45 26.45 26.75 
21 20.45 21.45 21.75 
22 12.59 13.59 13.89 
23 10.00 11.00 11.30 
24 4.50 5.50 5.80 

                                                           
2 See D.1 for explanation of the abbreviations. 
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Table D.19 Bilateral Contract 

      Unit 
  Hour 1 2 3 4 5 6 Total 

1-10 0 0 0 0 150 250 400 
11-22 0 0 80 80 150 250 560 
23-24 0 0 0 0 150 250 400 

 

 

D.4 MODIFIED IEEE 30-BUS SYSTEM 
 

Table D.20 Generators Data (Type 1) 

Participant Bus 
No 

Cost coefficients 
a               b             c 

Min   Max 
MW 

Start 
up 

cost 

Min ON 
& OFF 
Time 

Initial 
State 

Ramp up 
& down 

rate MW/h 

A 

30 
24 
11 
2 
8 
5 
1 

187.364  49.327  0.0243 
128.820  39.889  0.0163 
118.820  37.889  0.0143     
218.335  18.100  0.0061 
  81.298  13.353  0.0089 
  81.136  13.327  0.0087 
142.734  10.694  0.0046 

10 20 
5 20 
5 20 
10 80 
10 50 
10 50 
20   100 

70 
30 
30 
100 
80 
80 
200 

3 
1 
1 
4 
3 
3 
5 

-2 
-1 
-1 
-2 
-2 
-2 
-3 

-2 
-1 
-1 
-2 
3 
3 
5 

20 
20 
20 
40 
25 
25 
50 

B 13 
15 

287.136  19.327  0.0103 
230.000  18.300  0.0071 

10 70 
10     60 

95 
90 

4 
4 

-2 
-2 

-2 
4 

35 
30 

 
Table D.21 Load Data at Hour 18 (Daily Peak Loads) 

Bus No. Load  (MW) Bus No. Load (MW) 
1 0.0 16 3.5 
2 21.7 17 9.0 
3 2.4 18 3.2 
4 67.6 19 9.5 
5 34.2 20 2.2 
6 0.0 21 17.5 
7 22.8 22 0.0 
8 30.0 23 3.2 
9 0.0 24 8.7 

10 5.8 25 0.0 
11 0.0 26 3.5 
12 11.2 27 0.0 
13 0.0 28 0.0 
14 6.2 29 2.4 
15 8.2 30 10.6 

Participant A’s total load  = 227.2 MW 
Participant B’s total load = 56.2 MW 
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Table D.22 Network Data 

Branch 
No From-to 

R 
p.u. 

X 
p.u. 

Rating 
MW 

1   1 - 2 0.0192 0.0575 30.0 
2   1 - 3 0.0452 0.1852 30.0 
3   2 - 4 0.0570 0.1737 30.0 
4   3 - 4 0.0132 0.0379 30.0 
5   2 - 5 0.0472 0.1983 30.0 
6   2 - 6 0.0581 0.1763 30.0 
7   4 - 6 0.0119 0.0414 30.0 
8   5 - 7 0.0460 0.1160 30.0 
9   6 - 7 0.0267 0.0820 30.0 
10   6 - 8 0.0120 0.0420 30.0 
11   6 - 9 0.0000 0.2080 30.0 
12   6 - 10 0.0000 0.5560 30.0 
13   9 - 11 0.0000 0.2080 30.0 
14   9 - 10 0.0000 0.1100 30.0 
15   4 - 12 0.0000 0.2560 65.0 
16 12 - 13 0.0000 0.1400 65.0 
17 12 - 14 0.1231 0.2559 32.0 
18 12 - 15 0.0662 0.1304 32.0 
19 12 - 16 0.0945 0.1987 32.0 
20 14 - 15 0.2210 0.1997 16.0 
21 16 - 17 0.0824 0.1932 16.0 
22 15 - 18 0.1070 0.2185 16.0 
23 18 - 19 0.0639 0.1292 16.0 
24 19 - 20 0.0340 0.0680 32.0 
25 10 - 20 0.0936 0.2090 32.0 
26 10 - 17 0.0324 0.0845 32.0 
27 10 - 21 0.0348 0.0749 30.0 
28 10 - 22 0.0727 0.1499 30.0 
29 21 - 22 0.0116 0.0236 30.0 
30 15 - 23 0.1000 0.2020 16.0 
31 22 - 24 0.1150 0.1790  30.0 
32 23 - 24 0.1320 0.2700 16.0 
33 24 - 25 0.1885 0.3292 30.0 
34 25 - 26 0.2544 0.3800 30.0 
35 25 - 27 0.1093 0.2087 30.0 
36 28 - 27 0.0000 0.3960 30.0 
37 27 - 29 0.2198 0.4153 30.0 
38 27 - 30 0.3202 0.6027 30.0 
39 29 - 30 0.2399 0.4533 30.0 
40   8 - 28 0.0636 0.2000  30.0 
41   6 - 28 0.0169 0.0599  30.0 
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D.5 118-BUS SYSTEM 
 

Table D.23 Line Data for 118-bus System 

Line 
From 
Bus 

To 
Bus 

R 
(p.u.) 

X 
(p.u.) Line 

From 
Bus 

To 
Bus 

R 
(p.u.) 

X 
(p.u.) 

1 1 2 0.0303 0.0999 47 35 37 0.011 0.0497 
2 1 3 0.0129 0.0424 48 33 37 0.0415 0.142 
3 4 5 0.0018 0.008 49 34 36 0.0087 0.0268 
4 3 5 0.0241 0.108 50 34 37 0.0026 0.0094 
5 5 6 0.0119 0.054 51 38 37 0 0.0375 
6 6 7 0.0046 0.0208 52 37 39 0.0321 0.106 
7 8 9 0.0024 0.0305 53 37 40 0.0593 0.168 
8 8 5 0 0.0267 54 30 38 0.0046 0.054 
9 9 10 0.0026 0.0322 55 39 40 0.0184 0.0605 

10 4 11 0.0209 0.0688 56 40 41 0.0145 0.0487 
11 5 11 0.0203 0.0682 57 40 42 0.0555 0.183 
12 11 12 0.006 0.0196 58 41 42 0.041 0.135 
13 2 12 0.0187 0.0616 59 43 44 0.0608 0.2454 
14 3 12 0.0484 0.16 60 34 43 0.0413 0.1681 
15 7 12 0.0086 0.034 61 44 45 0.0224 0.0901 
16 11 13 0.0223 0.0731 62 45 46 0.04 0.1356 
17 12 14 0.0215 0.0707 63 46 47 0.038 0.127 
18 13 15 0.0744 0.2444 64 46 48 0.0601 0.189 
19 14 15 0.0595 0.195 65 47 49 0.0191 0.0625 
20 12 16 0.0212 0.0834 66 42 49 0.0715 0.323 
21 15 17 0.0132 0.0437 67 42 49 0.0715 0.323 
22 16 17 0.0454 0.1801 68 45 49 0.0684 0.186 
23 17 18 0.0123 0.0505 69 48 49 0.0179 0.0505 
24 18 19 0.0112 0.0493 70 49 50 0.0267 0.0752 
25 19 20 0.0252 0.117 71 49 51 0.0486 0.137 
26 15 19 0.012 0.0394 72 51 52 0.0203 0.0588 
27 20 21 0.0183 0.0849 73 52 53 0.0405 0.1635 
28 21 22 0.0209 0.097 74 53 54 0.0263 0.122 
29 22 23 0.0342 0.159 75 49 54 0.073 0.289 
30 23 24 0.0135 0.0492 76 49 54 0.0869 0.291 
31 23 25 0.0156 0.08 77 54 55 0.0169 0.0707 
32 26 25 0 0.0382 78 54 56 0.0027 0.0095 
33 25 27 0.0318 0.163 79 55 56 0.0049 0.0151 
34 27 28 0.0191 0.0855 80 56 57 0.0343 0.0966 
35 28 29 0.0237 0.0943 81 50 57 0.0474 0.134 
36 30 17 0 0.0388 82 56 58 0.0343 0.0966 
37 8 30 0.0043 0.0504 83 51 58 0.0255 0.0719 
38 26 30 0.008 0.086 84 54 59 0.0503 0.2293 
39 17 31 0.0474 0.1563 85 56 59 0.0825 0.251 
40 29 31 0.0108 0.0331 86 56 59 0.0803 0.239 
41 23 32 0.0317 0.1153 87 55 59 0.0474 0.2158 
42 31 32 0.0298 0.0985 88 59 60 0.0317 0.145 
43 27 32 0.0229 0.0755 89 59 61 0.0328 0.15 
44 15 33 0.038 0.1244 90 60 61 0.0026 0.0135 
45 19 34 0.0752 0.247 91 60 62 0.0123 0.0561 
46 35 36 0.0022 0.0102 92 61 62 0.0082 0.0376 
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Table D.23 Line Data for 118-bus System (Continued) 

Line 
From 
Bus 

To 
Bus 

R 
(p.u.) 

X 
(p.u.) Line 

From 
Bus 

To 
Bus 

R 
(p.u.) 

X 
(p.u.) 

93 63 59 0 0.0386 140 90 91 0.0254 0.0836 
94 63 64 0.0017 0.02 141 89 92 0.0099 0.0505 
95 64 61 0 0.0268 142 89 92 0.0393 0.1581 
96 38 65 0.009 0.0986 143 91 92 0.0387 0.1272 
97 64 65 0.0027 0.0302 144 92 93 0.0258 0.0848 
98 49 66 0.018 0.0919 145 92 94 0.0481 0.158 
99 49 66 0.018 0.0919 146 93 94 0.0223 0.0732 
100 62 66 0.0482 0.218 147 94 95 0.0132 0.0434 
101 62 67 0.0258 0.117 148 80 96 0.0356 0.182 
102 65 66 0 0.037 149 82 96 0.0162 0.053 
103 66 67 0.0224 0.1015 150 94 96 0.0269 0.0869 
104 65 68 0.0014 0.016 151 80 97 0.0183 0.0934 
105 47 69 0.0844 0.2778 152 80 98 0.0238 0.108 
106 49 69 0.0985 0.324 153 80 99 0.0454 0.206 
107 68 69 0 0.037 154 92 100 0.0648 0.295 
108 69 70 0.03 0.127 155 94 100 0.0178 0.058 
109 24 70 0.0022 0.4115 156 95 96 0.0171 0.0547 
110 70 71 0.0088 0.0355 157 96 97 0.0173 0.0885 
111 24 72 0.0488 0.196 158 98 100 0.0397 0.179 
112 71 72 0.0446 0.18 159 99 100 0.018 0.0813 
113 71 73 0.0087 0.0454 160 100 101 0.0277 0.1262 
114 70 74 0.0401 0.1323 161 92 102 0.0123 0.0559 
115 70 75 0.0428 0.141 162 101 102 0.0246 0.112 
116 69 75 0.0405 0.122 163 100 103 0.016 0.0525 
117 74 75 0.0123 0.0406 164 100 104 0.0451 0.204 
118 76 77 0.0444 0.148 165 103 104 0.0466 0.1584 
119 69 77 0.0309 0.101 166 103 105 0.0535 0.1625 
120 75 77 0.0601 0.1999 167 100 106 0.0605 0.229 
121 77 78 0.0038 0.0124 168 104 105 0.0099 0.0378 
122 78 79 0.0055 0.0244 169 105 106 0.014 0.0547 
123 77 80 0.017 0.0485 170 105 107 0.053 0.183 
124 77 80 0.0294 0.105 171 105 108 0.0261 0.0703 
125 79 80 0.0156 0.0704 172 106 107 0.053 0.183 
126 68 81 0.0018 0.0202 173 108 109 0.0105 0.0288 
127 81 80 0 0.037 174 103 110 0.0391 0.1813 
128 77 82 0.0298 0.0853 175 109 110 0.0278 0.0762 
129 82 83 0.0112 0.0366 176 110 111 0.022 0.0755 
130 83 84 0.0625 0.132 177 110 112 0.0247 0.064 
131 83 85 0.043 0.148 178 17 113 0.0091 0.0301 
132 84 85 0.0302 0.0641 179 32 113 0.0615 0.203 
133 85 86 0.035 0.123 180 32 114 0.0135 0.0612 
134 86 87 0.0283 0.2074 181 27 115 0.0164 0.0741 
135 85 88 0.02 0.102 182 114 115 0.0023 0.0104 
136 85 89 0.0239 0.173 183 68 116 0.0003 0.0041 
137 88 89 0.0139 0.0712 184 12 117 0.0329 0.14 
138 89 90 0.0518 0.188 185 75 118 0.0145 0.0481 
139 89 90 0.0238 0.0997 186 76 118 0.0164 0.0544 
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Table D.24 Load Bus Data and Generator Bus Data 

 
 

Bus 
Load 
Factor 

Gen 
Capacity 

(100 MW) 
Bid 

($/MWh) 
Bus 

Index 
Load 

Factor 

Gen 
Capacity 

(100 MW) 
Bid 

($/MWh) 
1 0.1 0.8 15 31 0.9 1.2 17 
2 0.1 1 10 32 0.1 0 0 
3 0.1 0 0 33 0.4 0.8 21 
4 0.4 1 20 34 1.5 0 0 
5 0.4 0 0 35 0.2 0 0 
6 0.1 0 0 36 0.2 0 0 
7 0.1 0 0 37 0.1 0 0 
8 0.4 0.4 21 38 0.5 0 0 
9 0.5 0 0 39 0.1 0 0 
10 0.1 1 15 40 0 1 23 
11 0.1 0 0 41 0 0 0 
12 0.7 1.2 10 42 0.2 1.6 17 
13 0.8 0 0 43 0 0 0 
14 0.2 0 0 44 0 0 0 
15 0.5 0 0 45 0 0 0 
16 0.1 0 0 46 0.8 1.4 21 
17 0.1 0 0 47 0 0 0 
18 0.1 0 0 48 0.1 0 0 
19 0.3 0 0 49 0.3 1 10 
20 0.5 0.5 12 50 0.1 0 0 
21 0.1 0 0 51 0.5 0 0 
22 0.4 0 0 52 0 0 0 
23 0.6 0 0 53 0 0 0 
24 0.1 0 0 54 0 1 23 
25 0 1.1 12 55 0 0 0 
26 0.4 3.5 11 56 0.5 0 0 
27 0.1 0.8 10 57 0 0 0 
28 0.1 0 0 58 0.6 0 0 
29 0.1 0 0 59 0 1.5 22 
30 1.5 0 0 60 0 0 0 
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Table D.24 Load Bus Data and Generator Bus Data (Continued) 

 
 

Bus 
Load 
Factor 

Gen 
Capacity 

(100 MW) 
Bid 

($/MWh) 
Bus 

Index 
Load 

Factor 

Gen 
Capacity 

(100 MW) 
Bid 

($/MWh) 
61 0 0.5 16 90 0 1.6 10 
62 1 0 0 91 0 0.8 11 
63 1 0 0 92 0 0 0 
64 0 0 0 93 0.2 0 0 
65 0 1 14 94 0.2 0 0 
66 1 1 17.5 95 0.4 0 0 
67 0 0 0 96 1.1 1 10 
68 0 0 0 97 0.5 0 0 
69 1.5 1 11 98 0.4 0.5 22 
70 0.1 0 0 99 0.5 1.8 21 
71 0 0 0 100 0 3 17 
72 0 2 16 101 0 0 0 
73 1 1 11 102 0 0 0 
74 0.1 0 0 103 0.1 1.8 11 
75 0.1 0 0 104 0.1 0 0 
76 0.25 0 0 105 0.1 0 0 
77 0.7 0 0 106 0.1 0 0 
78 0 0 0 107 0.1 1.4 11 
79 0 0 0 108 0.1 0 0 
80 1.2 0 0 109 0.1 0 0 
81 0 0 0 110 0.1 0 0 
82 1.5 0 0 111 0.1 1.8 11 
83 0 0 0 112 0.2 1 10 
84 0.85 0 0 113 0 1.2 12 
85 0 0 0 114 0.3 0 0 
86 0 0 0 115 0.1 0 0 
87 0 0.4 11 116 0.1 1.2 11 
88 0 0 0 117 0.1 0 0 
89 0 1 10 118 0.2 0 0 

 
 

 



483 

Appendix E 
 

Game Theory Concepts 
 
 
 
 
In this appendix, we present some theoretical aspects of game theory that 
would be followed by players in a restructured energy market. 
 
 
E.1 EQUILIBRIUM IN NON-COOPERATIVE GAMES 
 
The normal form of an N-player game [Fer96a] consists of a set of N 
players, N strategy sets Xi, i=1,...,N and the N-tuple payoff function 
G(X1,...,XN). The value Gi(x1,...,xN) is the payoff function of player i when 
player 1 plays the mixed strategy x1∈ X1, ... , player N plays the strategy xN 
∈ XN. We only consider pure strategies. Each player can only choose one 
strategy.  

 An N-tuple of strategies x1, … , xN is an equilibrium N-tuple if 

Gi(x1, ... ,yi , ... , xN) ≤ Gi(x1,..., xN)   

for all i and for all strategies yi for player i. Hence, the player departing 
from the mixed strategy in the N-tuple at least does no better. 

 In a two-player game, the two-dimensional set G ={G1(X1,X2), 
G2(X1,X2)} is called the non-cooperative payoff region [Fer96a]. The points 
in G are called payoff pairs. If (u,v) and (u',v') are two payoff pairs, (u,v) 
dominates (u',v') if u ≥ v and v ≥ v'.  

 Payoff pairs that are not dominated by any other pair are said to be 
Pareto optimal. Clearly, rational cooperating players in a power pool 
would never play so that their payoffs are not Pareto optimal. 
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E.2 CHARACTERISTIC FUNCTION 
 
The max-min value or characteristic function gives each player a 
pessimistic estimate of how much payoff can be expected. In a two-player 
game, the max-min value gives player 1 (the row player) the expected 
payoff by assuming that player 2 (the column player) will act to minimize 
player 1’s payoff. 

),(minmax 2111
21

XXGv
XX

=  

where X1 and X2 range over all mixed strategies for players 1 and 2 
respectively. The max-min value for player 2 is defined in a similar way. 

 The characteristic functions of the coalition and counter-coalition are 
computed as follows: Let mij be an element of the row player’s payoff matrix. 
The row player’s problem is to compute the row value 

∑=
m

i=
ijijr mpv

1
min  

and an optimal mixed strategy [Fer96a]  p = (p1, ... , pm) with Σpi=1.  

 A constant c is added to all entries large enough that mij + c > 0 for all 
i,j. The problem is formulated now as a function of variable yi = pi / v for 1≤ i 
≤ m; the problem can be formulated as a linear program: 

 my...  y ++1min  

 ∑ ≤≤≥
m

i=
iij nj      ym   

1
1for1s.t.  

 The column’s player problem in the non-cooperative game is computed 
in the same way after transposing the column player’s payoff matrix. 

 In a two-player game, the assumption that player 2 will try to 
minimize 1’s payoff is probably false. Player 2 will try instead to maximize 
his payoffs; however, v1 gives player 1 a lower bound (pessimistic 
estimate) on his payoff. 
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E.3 N-PLAYERS COOPERATIVE GAMES 
 
As indicated above, a coalition is a subset of players that is formed in order 
to coordinate strategies and to agree on how the total payoff is to be 
divided among its members.  

 The set of all N players is denoted by P. Given a coalition S ⊆ P, the 
counter-coalition to S is 

Sc = P − S = {Pi ∈ P : Pi ∉ S } 

In general, in a game with N players, there are 2N coalitions. 

 The game between any coalition S and its counter-coalition Sc is a 
non-cooperative game. The rows in the matrix correspond to the set of 
strategies available to S and the columns correspond to those available to 
Sc. The max-min value for the coalition is called the characteristic function 
of S and is denoted v(S). 

 When a coalition is formed, the payoff is distributed among players 
in the coalition. The amounts going to each player form an N-tuple X of 
real numbers. Two conditions are usually required from an N-tuple in order 
to be likely to actually happen in the game [Fer96a]: 

• Individual rationality 

               xi  ≥ v({Pi})  

• Collective rationality 

              ∑
=

=
N

i
i vx

1
)(P   

 Individual rationality requires that the coalition give any player   a 
higher payoff than what the player can obtain on his own. A N-tuple of 
payments that satisfies both of these conditions is called an imputation.  

 The core of a game consists in all imputations that are not dominated 
by any other imputation through any coalition. Hence, if an imputation X is 
at the core, there is no group of players which has a reason to form a 
coalition and replace X with a different imputation.  

 Every imputation in the core of the game is an efficient allocation. 
The standard definition of efficient allocation is Pareto optimality. If the 
allocation is efficient, there is no player who can do better without making 
some other player worse off. Mathematically, X is in the core if and only if 
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∑
∈

≥
S

S
iP

i vx )(  

for every coalition S. 

 The concept of a core of the game has an important limitation: the 
core of the game may be of any size; it may even be empty, meaning that 
there are no stable coalitions. Whatever coalition is formed, there is some 
incentive for a subgroup to desert the coalition.  

 In a restructured power system as presented in Chapter 6, the 
objective from the pool coordinator’s perspective should be to make the 
distribution of savings among players at the core of the game in the case of 
the grand coalition. 
 
 
E.4 GAMES WITH INCOMPLETE INFORMATION 
 
One may distinguish between games with complete information (c-games) 
and games with incomplete information (i-games). In an i-game, some of 
the players are not certain of the characteristics of some of the other 
parties; players may lack information about the other player’s payoff 
functions, strategies available to other players, the amount of information 
that other players have on various aspects of the game and so on. That is to 
say, players would lack full information on the mathematical structure of 
the game.  

 Incomplete information is considered by modeling the player’s 
unknown characteristics as types of player. The type of a player embodies 
any information that is not common to all players. An i-game may be used 
in situations where each player is uncertain about other players’ payoff, but 
also in situations where each player is uncertain about other players’ 
knowledge. 

 In any given play of an i-game each player knows his type. However, 
a player searching for his best strategy may need to determine the actions 
of the other players for other states, since he may be misinformed about the 
state of the game. 

 Another distinction is made between games with perfect information 
and games with imperfect information. This distinction is based on the 
amount of information that players have about the moves made in earlier 
stages of the game. In games with perfect information–for instance, chess–
all players have full information on all moves made in early stages. In 
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games with imperfect information players only have partial information 
about the moves made in earlier stages.  

 Equilibrium of i-games may be derived from Nash equilibrium 
conditions. In Nash equilibrium, each player chooses the best action 
available to him given the (incomplete) information that he receives. A 
proposed solution of i-games in [Fer98] is to transform the original i-game 
into a c-game with imperfect information. Hence, Nash equilibrium is 
applied to the transformed game. Player’s optimal bids are derived for the 
equilibrium condition. 
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Appendix F 
 

Congestion Charges Calculation 
 
 
 
 
Figure F.1 shows a 3-bus system. G1,1, G2, L2 and L2,3 entered as pool 
participants, and G2,1 and L2,3 enter as bilateral contract participants. Values 
of loads, generators, line flows, and LMPs are also shown Figure F.1.  

  

 
 

L1,3=60 MW 

L2,3=30 MW 

L2=70 MW 

G2,1=30 MW 

40 MW 

50 MW 

100 MW 

LMP1=10 

G2=10 MW 

G1,1=120 MW 

LMP2=25 

LMP3=30  
Figure F.1 Example of a 3-Bus System  

 

 

F.1  CALCULATIONS OF CONGESTION CHARGES 
USING CONTRIBUTIONS OF GENERATORS 

 
Figure F.2 shows the acyclic diagram of this example, and Figure F.3 gives 
detailed contribution of each generator to each line flow and each load. 
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150 MW 
1 2 

g1 = 150 MW g2 = 10 MW 

d2 = 160 MW  

Figure F.2 Acyclic Diagram of Generator Contributions  

 
 
 

 
L2=70 MW 

L2,3=30 MW 

G1,1=120 MW 

G1,1 : 30.0 MW 
G2,1 :   7.5 MW 
G2    :   2.5 MW 

G1,1 : 40 MW 
G2,1 : 10 MW 
G2   :   0 MW 

G1,1 : 75 MW 
G2,1 : 25 MW 
G2   :   0 MW 

LMP1=10 

G2=10 MW 

LMP2=25 

LMP3=30 

G1,1 : 52.5000 MW 
G2,1 : 13.1250 MW 
G2   :   4.3375 MW 

L1,3=60 MW 

G2,1=30 MW 

G1,1 : 45.0000 MW 
G2,1 : 11.2500 MW 
G2   :   3.7500 MW 

G1,1 : 22.5000 MW 
G2,1 :   5.6250 MW 
G2   :   1.8750 MW  

Figure F.3 Tracing Contributions of Generators 

 
 
For this example, the absolute and relative contribution matrices are given 
by 

 







=

00.10000.0
0.1500.150

A , 







=

0625.00000.0
9375.00000.1

R  

 
The charges for congestion are as follows: 

• L2:  Pays  52.500 (25-10) = $787.500  (G1,1  L2 ) 

 13.125 (25-10) = $196.875  (G2,1  L2 ) 

   4.375 (25-25) = $    0.000  (G2    L2 ) 

               Total  = $984.375   

• L1,3:  Pays  45.000 (30-10) = $900.000  (G1,1  L1,3 ) 

 11.250 (30-10) = $225.000  (G2,1  L1,3 ) 
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   3.750 (30-25) = $  18.750  (G2    L1,3 ) 

               Total  = $1143.750 

• L2,3:  Pays  22.500 (30-10) = $450.000  (G1,1  L2,3 ) 

   5.625 (30-10) = $112.500  (G2,1  L2,3 ) 

   1.875 (30-25) = $    9.375  (G2    L2,3 ) 

               Total  = $571.875 

Total congestion charges (TCC)  = $2700 
 
If we use Equation 10.28b for calculation of congestion charges: 

G1,1: 75 (25-10) + 40 (30-10) + 30 (30-25) = 1125 + 500 + 150   

        = $2075 

G2,1: 25 (25-10) + 10 (30-10) + 7.5 (30-25) =  375 + 200 + 37.5  

                                            = $612.5 

G1,1:   0 (25-10) +  0 (30-10) + 2.5 (30-25)  =      0 +     0 + 12.5  

                     = $12.5 

                                                           Total  = $2700 

 

The congestion charges for individual lines are as follows: 

Line 1-2:  75(25-10) +25 (25-10) +  0(25-10)  

 = )LMP(LMP 1221 −−  f  = 100(25-10) = $1500 

Line 1-3:  40(30-10) +10 (30-10) + 0(30-10)  

 = )LMP(LMP 1331 −−  f  =   50(30-10)  = $1000 

Line 2-3:  30(30-25) + 7.5(30-25) + 2.5(30-25) 

 = )LMP(LMP 2332 −−  f  =   40(30-25) = $200 

                                   Total  = $2700 

 

The payments for energy by pool’s participants are as follows: 

• L2:  Pays  52.500 (10) = $525.000  (G1,1  L2 ) 
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 13.125 (10) = $131.250  (G2,1  L2 ) 

   4.375 (25) = $109.375  (G2    L2 ) 

           Total = $765.625   

• L1,3:  Pays  45.000 (10) = $450.000  (G1,1  L1,3 ) 

 11.250 (10) = $112.500  (G2,1  L1,3 ) 

   3.750 (25) = $  93.750  (G2    L1,3 ) 

           Total = $656.250 

Total payment for energy from pool’s participants = $765.625 + $656.25 = 
$1421.875. Note that this total is less than what should be paid by the ISO 
to the pool’s generators (120 x 10 + 10 x 25 = $1450) by $28.125. This 
$28.125 should come from L2,3. The following shows how this is working: 

 Energy price at G2,1 = 10 $/MWh 

 G2,1 generates 30 MWh, for a total of $300 

 
Now, if L2,3 would pay for energy, its payment would be:  

• L2,3:  Pays  22.500 (10) = $225.000  (G1,1  L2,3 ) 

   5.625 (10) = $  56.250  (G2,1  L2,3 ) 

   1.875 (25) = $  46.875  (G2    L2,3 ) 

           Total = $328.125 

From this total, $300 would go to G2,1 and the rest is $28.125. Note that 
$765.625 + $656.25 + $28.125 = $1450, which is the same amount the 
pool's generators are entitled for. The total energy payment (TEP) = $1450. 
Note that TEP should equal ∑

i
ii  G LMP  or (120 x 10 + 10 x 25 = 1450). 

The total payments the ISO collects = TCC + TEP = $2700 + $1450  = $ 
4150. 

 
          The ISO will pay G1 and G2 at LMPs where the generators exist, that 
is, the ISO will pay $1200 (or 120 ×10) to G1 and $250 (or 10 ×25) to G2. 
The total payment to generators is the same TEP collected by the ISO from 
the loads for energy. After paying TEP to generators, the ISO still has the 
TCC (or $2700). From this amount, the ISO will pay its award to FTR 
holders, and the extra money will be distributed to TOs based on certain 
criteria that take into consideration that some TOs have sold FTRs.  
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F.2  CALCULATIONS OF CONGESTION CHARGES 
USING CONTRIBUTIONS OF LOADS 

 
Figure F.4 shows an example of the acyclic diagram and Figure F.5 gives 
in detail the contribution of each load to each line flow and each generator.  

 
 
 
 
 
 
    
 
 

90 MW 
2 1 

g1 = 160 MW 

d2 = 70 MW d1 = 90 MW  

Figure F.4 Acyclic Diagram of the Load Contributions  

 
 
 

 
G1,1=120 MW 

G2,1=30 MW 

L2   : 52.5  MW 
L1,3 : 45.0  MW 
L2,3 : 22.5  MW 

L2   : 13.125 MW 
L1,3 : 11.250 MW 
L2,3 :   5.625 MW 

L2 :    0.000 MW 
L1,3 :33.333 MW 
L2,3 :16.666 MW 

L2 :    0.000 MW 
L1,3 :26.666 MW 
L2,3 :13.333 MW 

L2=70 MW 

L2,3=30 MW 

L2   : 43.75MW 
L1,3 :25.00MW 
L2,3 :18.75MW 

LMP1=10 

G2=10 MW 

LMP2=25 

LMP3=30 

L1,3=60 MW 

L2   : 4.375  MW 
L1,3 : 3.750  MW 
L2,3 : 1.875  MW 

 

Figure F.5 Tracing Contributions of Loads  

 
 

The absolute and relative contribution matrices are given by 

 







=

0.7000.0
0.900.90

A , 







=

4375.00000.0
5625.00000.1

R  

 

The charges for congestion are as follows: 

• L2:  Pays  52.500 x (25-10) = $787.500  (G1,1  L2 ) 
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 13.125 x (25-10) = $196.875  (G2,1  L2 ) 

   4.375 x (25-25) = $    0.000  (G2    L2 ) 

                  Total  =  $984.375   

• L1,3:  Pays  45.000 x (30-10) = $900.000  (G1,1  L1,3 ) 

 11.250 x (30-10) = $225.000  (G2,1  L1,3 ) 

   3.750 x (30-25) = $  18.750  (G2    L1,3 ) 

                 Total   = $1143.750 

• L2,3:  Pays  22.500 x (30-10) = $450.000  (G1,1  L2,3 ) 

   5.625 x (30-10) = $112.500  (G2,1  L2,3 ) 

   1.875 x (30-25) = $    9.375  (G2    L2,3 ) 

                  Total   = $571.875 

 
The total Congestion Charges (TCC) = $2700.00.  Note that the TCC 
obtained using this alternative is the same as the TCC we obtained using 
the first alternative.  If we use (10.28a) for the calculation of congestion 
charges: 

 
L2   : 43.75 (25-10) + 0 (30-10) + 0 (30-25) = 1125 + 500 + 150 = $2075 

L1,3: 25 (25-10) + 10 (30-10) + 7.5 (30-25) =  375 + 200 + 37.5 = $612.5 

L2,3:   0 (25-10) +  0 (30-10) + 2.5 (30-25)  =  0     +   0  +  12.5 = $12.5 

                                                                                           Total  = $2700 

 

The congestion charges for individual lines are as follows: 

Line 1-2:  43.75 x (25-10) + 37.5 x (25-10) + 18.75 x (25-10) 
= )LMP(LMP 1221 −−  f  = 100 x (25-10)  =  $1500 

Line 1-3:    0 x (30-10) + 33.333 x (30-10) + 16.666 x (30-10) 
= )LMP(LMP 1331 −−  f  =   50 x (30-10)  =   $1000 

Line 2-3:    0 x (30-25) + 26.666 x (30-25) + 13.333 x (30-25) 
= )LMP(LMP 2332 −−  f  =   40 x (30-25)  =   $200 

                         Total   =   $2700 
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