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Chapter 1 Introduction and Background

The evolution of very large scale integration (VLSI) technology has developed to the
point where millions of transistors can be integrated on a single die or “chip.” Where
integrated circuits once filled the role of sub-system components, partitioned at analog-
digital boundaries, they now integrate complete systems on a chip by combining both
anaog and digital functions [1]. Complementary metal-oxide semiconductor (CMQYS)
technology has been the mainstay in mixed-signal® implementations because it provides
density and power savings on the digital side, and a good mix of components for analog
design. By reason of its wide-spread use, CM OS technology is the subject of this text.

Duein part to the regularity and granularity of digital circuits, computer aided design
(CAD) methodologies have been very successful in automating the design of digital
systems given a behaviora description of the function desired. Such is not the case for
analog circuit design. Anaog design till requires a “hands on” design approach in
general. Moreover, many of the design techniques used for discrete analog circuits are not
applicable to the design of analog/mixed-signal VLSI circuits. It is necessary to examine
closely the design process of anadog circuits and to identify those principles that will
increase design productivity and the designer’s chances for success. Thus, this book
provides a hierarchica organization of the subject of analog integrated-circuit design and
identification of its general principles.

The objective of this chapter is to introduce the subject of analog integrated-circuit
design and to lay the groundwork for the material that follows. It deals with the general
subject of analog integrated-circuit design followed by a description of the notation,
symbology, and terminology used in this book. The next section covers the genera
considerations for an analog signal-processing system, and the last section gives an
example of andlog CMOS circuit design. The reader may wish to review other topics
pertinent to this study before continuing to Chapter 2. Such topics include modeling of
electronic components, computer simulation techniques, Laplace and z-transform theory,
and semiconductor device theory.

1.1 Anaog Integrated Circuit Design

Integrated-circuit design is separated into two major categories: analog and digital. To
characterize these two design methods we must first define anadlog and digital signals. A
signal will be considered to be any detectable value of voltage, current, or charge. A signal
should convey information about the state or behavior of a physical system. An analog
signal isasignal that is defined over a continuous range of time and a continuous range of
amplitudes. Ananalog signal isillustrated in Fig. 1.1-1(a). A digital signal isasignal that
is defined only at discrete values of amplitude, or said another way, a digital signal is
quantized to discrete values. Typicdly, the digital signa is a binary-weighted sum of
signals having only two defined values of amplitude as illustrated in Fig. 1.1-1(b) and
shownin Eqg. (1). Figure 1.1-1(b) is a 3-bit representation of the analog signal shown in
Fig. 1.1-1(a).

N-1
D=by2t+b 224,23+ .4 by, 2ND = o (1)
i=0

! The term “mixed-signal” is a widely-accepted term describing circuits with both analog and
digital circuitry on the same silicon substrate.
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Figure1.1-1 Signals. (&) Analog or continuous time. (b) Digital. (c) Analog
sampled data or discretetime. T isthe period of the digital or sampled signals.

Theindividual binary numbers, b;, have avaue of either zero or one. Consequently, it
is possible to implement digital circuits using components that operate with only two stable
states. Thisleadsto agreat dea of regularity and to an agebra that can be used to describe
the function of the circuit. As a result, digital circuit designers have been able to adapt
readily to the design of more complex integrated circuits.

Another type of signal encountered in analog integrated-circuit design is an analog
sampled-data signal. An analog sampled-data signal is a signa that is defined over a
continuous range of amplitudes but only a discrete points in time. Often the sampled
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analog signa is held at the value present at the end of the sample period, resulting in a
sampled-and-held signal. An analog sampled-and-held signal isillustrated in Fig. 1.1-1(c).
Circuit design is the creative process of developing a circuit that solves a particular
problem. Design can be better understood by comparing it to analysis. The analysis of a
circuit, illustrated in Fig. 1.1-2(a), is the process by which one starts with the circuit and
findsits properties. An important characteritic of the analysis process is that the solution
or properties are unique. On the other hand, the synthesis or design of a circuit is the
process by which one starts with adesired set of properties and finds a circuit that satisfies
them. In a design problem the solution is not unique thus giving opportunity for the

designer to be creative. Consider the design of a 1.5 Q resistance as a simple example.
This resistance could be redlized as the series connection of three 0.5Q resistors, the
combination of a1 Q resistor in serieswith two 1 Q resistors in parallel, and so forth. All

would satisfy the requirement of 1.5Q resistance athough some might exhibit other
properties that would favor their use. Figure 1.1-2 illustrates the difference between
synthesis (design) and analysis.
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Figure1.1-2 (&) The analysis process. (b) The design process.

The differences between integrated and discrete analog circuit design are important.
Unlike integrated circuits, discrete circuits use active and passive components that are not
on the same substrate. A major benefit of components sharing the same substrate in close
proximity isthat component matching can be used as atool for design. Another difference
between the two design methods is that the geometry of active devices and passive
componentsin integrated circuit design are under the control of the designer. This control
over geometry gives the designer a new degree of freedom in the design process. A second
differenceisdueto the fact that it is impractical to breadboard the integrated-circuit design.
Consequently, the designer must turn to computer simulation methods to confirm the
design’s performance. Another difference between integrated and discrete analog design is
that the integrated-circuit designer is restricted to a more limited class of components that
are compatible with the technology being used.
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The task of designing an analog integrated circuit includes many steps. Figure 1.1-3
illustrates the genera approach to the design of an integrated circuit. The major steps in the
design process are:

Definition

Synthesis or implementation

Simulation or modeling

Geometrical description

Simulation including the geometrical parasitics
Fabrication

Testing and verification

Nogh~rwbdE

The designer is responsible for al of these steps except fabrication. The first steps are to
define and synthesize the function. These steps are crucid since they determine the
performance capability of the design. When these steps are completed, the designer must
be able to confirm the design before it is fabricated. The next step is to simulate the circuit
to predict the performance of the circuit. The designer makes approximations about the
physical definition of the circuit initially. Later, once the layout is complete, smulations are
checked using parasitic information derived from the layout. At this point, the designer
may iterate using the ssmulation results to improve the circuit's performance. Once
satisfied with this performance, the designer can address the next step—the geometrical
description (layout) of the circuit. This geometrical description typically consists of a
computer database of varioudy shaped rectangles or polygons (in the x-y plane) at different
levels (in the z-direction); it is intimately connected with the eectrica performance of the
circuit. As stated earlier, once the layout is finished, it is necessary to include the
geometrical effectsin additional ssimulations. If results are satisfactory, the circuit is ready
for fabrication. After fabrication, the designer is faced with the last step—determining
whether the fabricated circuit meets the design specifications. If the designer has not
carefully considered this step in the overal design process, it may be difficult to test the
circuit and determine whether or not specifications have been met.

As mentioned earlier, one distinction between discrete and integrated anal og-circuit
design is that it may be impracticad to breadboard the integrated circuit. Computer
simulation techniques have been developed that have several advantages, provided the
models are adequate. These advantages include:

+ theelimination of the need for breadboards.

« theability to monitor signals at any point in the circuit.

* theability to open afeedback loop.

 theability to easily modify the circuit.

 theability to analyze the circuit at different processes and temperatures.
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Figure 1.1-3 The design process for analog integrated circuits.
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Disadvantages of computer simulation include:

* the accuracy of models.

« thefailure of the simulation program to converge to a solution.
* thetime required to perform smulations of large circuits.

* the use of the computer as a substitute for thinking.

Because smulation is closely associated with the design process, it will be included in the
text where appropriate.

In accomplishing the design steps described above, the designer works with three
different types of description formats. These include: the design description, the physical
description, and the model/simulation description. The format of the design description is
the way in which the circuit is specified; the physical description format is the geometrical
definition of the circuit; the model/smulation format is the means by which the circuit can
be ssimulated. The designer must be able to describe the design in each of these formats.
For example, the first steps of analog integrated-circuit design could be carried out in the
design description format. The geometrical description obviously uses the geometrical
format. The simulation steps would use the model/simulation format.

Analog integrated-circuit design can also be characterized from the viewpoint of
hierarchy. Table 1.1-1 shows a verticd hierarchy consisting of devices, circuits, and
systems, and horizontal description formats consisting of design, physical, and model.
The device levd is the lowest level of design. It is expressed in terms of device
specifications, geometry, or model parameters for the design, physical, and model
description formats, respectively. The circuit level isthe next higher level of design and can
be expressed in terms of devices. The design, physical, and model description formats
typicaly used for the circuit level include voltage and current relationships, parameterized
layouts, and macromodels. The highest level of design is the systems level—expressed in
terms of circuits. The design, physical, and model description formats for the systems level
include mathematical or graphical descriptions, achip floor plan, and a behaviora model.

Table 1.1-1 Hierarchy and Description of the Analog Cir cuit Design Process.

Hierarchy Design Physical Model
Systems System Floor plan Behavioral Model
Specifications
Circuits Circuit Parameterized Macromodels
Specifications Blocks/Cells
Devices Device Geometrical Device Models
Specifications Description

This book has been organized to emphasize the hierarchical viewpoint of integrated-
circuit design, asillustrated in Table 1.1-2. At the device level, Chapters 2 and 3 deal with
CMOS technology, and models. In order to design CMOS analog integrated circuits the
designer must understand the technology, so Chapter 2 gives an overview of CMOS
technology, along with the design rules that result from technological considerations. This
information isimportant for the designer’ s appreciation of the constraints and limits of the
technology. Before starting a design, one must have access to the process and eectrica
parameters of the device model. Modeling is a key aspect of both the synthesis and
simulation steps and is covered in Chapter 3. The designer must also be able to characterize
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the actua model parameters in order to confirm the assumed model parameters. Idedly,
the designer has access to a test chip from which these parameters can be measured.
Finally, the measurement of the model parameters after fabrication can be used in testing
the completed circuit. Device-characterization methods are covered in Appendix B.

Table 1.1-2 Relationship of the Book Chaptersto Analog Circuit Design.

Design Leve CMOS Technology
Systems Chapter 9 Chapter 10
Switched Capacitor D/A and A/D
Circuits Converters
Complex Chapter 6 Chapter 7 Chapter 8
Circuits Simple Operational Complex Comparators
Amplifiers Operational
Amplifiers
Simple Chapter 4 Chapter 5
Circuits Analog Subcircuits Amplifiers
Devices Chapter 2 Chapter 3 Appendix B
Technology Modeling Characterization

Chapters 4 and 5 cover circuits consisting of two or more devices that are classified as
simple circuits. These simple circuits are used to design more complex circuits, which are
covered in Chapters 6 through 8. Finally, the circuits presented in Chapters 6 through 8 are
used in Chapters 9 and 10 to implement analog systems. Some of the dividing lines
between the various levels will a times be unclear. However, the genera relationship is
valid and should leave the reader with an organized viewpoint of analog integrated circuit
design.

1.2 Notation, Symbology, and Terminology

To help the reader have a clear understanding of the material presented in this book,
this section dedling with notation, symbology, and terminology is included. The
conventions chosen are consistent with those used in undergraduate electronic texts and
with the standards proposed by technical societies. The International System of Units has
been used throughout. Every effort has been made in the remainder of this book to use the
conventions here described.

The first item of importance is the notation (the symbols) for currents and voltages.
Signals will generaly be designated as a quantity with a subscript. The quantity and the
subscript will be either upper or lower case according to the convention illustrated in Table
1.2-1. Figure 1.2-1 shows how the definitionsin Table 1.2-1 would be applied to a periodic
signal superimposed upon adc vaue.
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Table 1.2-1 Definition of the Symbolsfor Various Signals.

Signal Definition Quantity Subscript Example
Total instantaneous Lowercase Uppercase ga
value of the signal

dc value of thesignd Uppercase Uppercase Qa

ac vaue of the signal Lowercase Lowercase Ja
Complex variable, Uppercase Lowercase Qa
phasor, or rms value of

the signal

This notation will be of help when modeling the devices. For example, consider the
portion of the MOS model that relates the drain-source current to the various terminad
voltages. This model will be developed in terms of the total instantaneous variables (ip).

For biasing purposes, the dc variables (I1p) will be used; for small signa analysis, the ac
variables (ig); and finally, the small signal frequency discussion will use the complex
variable (I 4).

Figure1.2-1 Notation for signals.

The second item to be discussed here is what symbols are used for the various
components. (Most of these symbols will aready be familiar to the reader. However,
inconsistencies exist about the MOS symbol shown in Fig. 1.2-2.) The symbols shown in
Figs. 1.2-2(a) and 1.2-2(b) are used for enhancement-mode MOS transistors when the
substrate or bulk (B) is connected to the appropriate supply. Most often, the appropriate
supply isthe most positive one for p-channel transistors and the most negative one for n-
channel transistors. Although the transistor operation will be explained later, the terminals
are cdled drain (D), gate (G), and source (S). If the bulk is not connected to the
appropriate supply, then the symbols shown in Fig. 1.2-2(c) and Fig. 1.2-2(d) are used for
the enhancement-mode MOS transistors. It will be important to know where the bulk of
the MOS transistor is connected when it is used in circuits.

Figure 1.2-3 shows another set of symbols that should be defined. Figure 1.2-3(a)
represents a differential-input operational amplifier, or in some instances, a comparator
which may have a gain approaching that of the operational amplifier. Figures 1.2-3(b) and
(c) represent an independent voltage and current source. Sometimes, the battery symbol is
used instead of Fig. 1.2-3(b). Finally, Figures 1.2-3(d) through (g) represent the four types
of ideal controlled sources. Figure 1.2-3(d) is a voltage-controlled, voltage source (VCVYS),
Fig. 1.2-3(e) is a voltage-controlled, current source (VCCYS), Fig. 1.2-3(f) is a current-
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controlled, voltage source (CCVS), and Fig. 1.2-3(g) is acurrent-controlled, current source
(CCCYS). Thegains of each of these controlled sources are given by the symbols A, G,

Ry, and A; (for the VCVS, VCCS, CCVS, and CCCS, respectively).

D D
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Figure 1.2-2 MOS device symbols. (&) Enhancement n-channel transistor
with bulk connected to most negative supply. (b) Enhancement p-channel
transistor with bulk connected to most positive supply. (c) and (d) same as (a)
and (b) except bulk connection is not constrained to respective supply.
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Figure 1.2-3 (@) Symbol for an operational amplifier. (b) Independent voltage
source. (c) Independent current source. (d) Voltage-controlled voltage source
(VCVS). (e) Voltage-controlled current source (VCCS). (f) Current-controlled
voltage source (CCVS). (g) Current-controlled current source (CCCS).

1.3 Analog Signal Processing

Before beginning an in-depth study of analog-circuit design, it is worthwhile
considering the application of such circuits. The general subject of analog signal processing
includes most of the circuits and systems that will be presented in this text. Figure 1.3-1
shows a simple block diagram of atypica signal-processing system. In the past, such a
signal-processing system required multiple integrated circuits with considerable additional
passive components. However, the advent of analog sampled-data techniques and MOS
technology has made viable the design of agenera signal processor using both analog and
digital techniques on asingleintegrated circuit [2].

The first step in the design of an analog signal-processing system is to examine the
specifications and decide what part of the system should be analog and what part should be
digital. In most cases, the input signal is analog. It could be a speech signal, a sensor
output, aradar return, and so forth. The first block of Fig. 1.3-1 is a preprocessing block.
Typically, this block will consist of filters, an automatic-gain-control circuit, and an analog-
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to-digital converter (ADC or A/D). Often, very strict speed and accuracy requirements are
placed on the components in this block. The next block of the analog signal processor is a
digital signa processor. The advantage of performing signa processing in the digital
domain are numerous. One advantage is due to the fact that digital circuitry is easly
implemented in the smallest geometry processes available providing a cost and speed
advantage. Another advantage relates to the additional degrees of freedom available in
digital signal processing (e.g., linear-phase filters). Additional advantages lie in the ability
to easily program digital devices. Finaly, it may be necessary to have an analog output. In
this case, a postprocessing block is necessary. It will typically contain a digital-to-analog
converter (DAC or D/A), amplification, and filtering.

| |
1 1
1 1
Pre-processing | 1 - . 1 | Post-processing
Analo X Anao
Inputg_' (filtering and : > D;)grjgglp d : »{ (D/A conversion _’outpu?
A/D conversion) | 1 | and filtering)
1 1
Anaog : Digital : Analog

Figure1.3-1 A typical signal-processing system block diagram.

In a signal processing system, one of the important system consideration is the
bandwidth of the signal to be processed. A graph of the operating frequency of a variety of
signasisgiven in Fig. 1.3-2. At the low end are seismic signals, which do not extend
much below 1 Hz because of the absorption characteristics of the earth. At the other
extreme are microwave signals. These are not used much above 30 GHz because of the
difficulties in performing even the smplest forms of signal processing a higher
frequencies.
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Figure 1.3-2 Frequency of signals used in signal processing applications.

To address any particular application areaillustrated in Fig 1.3-2 a technology that can
support the required signal bandwidth must be used. Figure 1.3-3 illustrates the speed
capabilities of the various process technologies available today. Bandwidth requirements
and speed are not the only considerations when deciding which technology to use for an
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integrated circuit addressing an application area. Other considerations are cost and
integration. The clear trend today is to use CMOS digita combined with CMOS analog
(as needed) whenever possible because significant integration can be achieved thus
providing highly reliable compact system solutions.
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Figure 1.3-3 Freguencies that can be processed by present-day technologies.

1.4 Example of Analog VLSI Mixed-Signal Circuit Design

Analog circuit design methodology is best illustrated by example. Figure 1.4-1 shows
the block diagram of a fully-integrated digital read/write channel for disk drive recording
applications. The device employs partia response maximum likelihood (PRML) sequence
detection when reading data to enhance bit-error-rate versus signal-to-noise ratio
performance. The device supports data rates up to 64 Mbits/sec and is fabricated in a 0.8

um double-metal CM OS process.

In atypical application, this IC receives a fully-differential analog signal from an
externa preamplifier which senses magnetic transitions on a spinning disk-drive platter.
This differential read pulse is first amplified by a variable gain amplifier (VGA) under
control of areal-time digital gain-control loop. After amplification, the signal is passed to a
7-pole 2-zero equiripple-phase low-pass filter. The zeros of the filter are red and
symmetrical about the imaginary axis. The location of the zeros relative to the location of
the poles is programmable and are designed to boost filter gain at high frequencies and thus
narrow the width of the read pulse.



Allen/Holberg : Chapter 1 : 1/14/01 13

Synthesizer and xggﬁEF Microcomputer
Master PLL Clocks Interface
{DAC|« Cg:trnol
|\l L= |

€
<
<

c?® Timing
8 § Control
To Disk
Controller

Read Path

VCON High-Pass Demodulator |_> Burst

Filter Outputs User RLL Write User
Data Encoder Precompensation Data

Low-Pass Peak Bit Detect
Filter Detect Detector Outputs

Write Path

Figure 1.4-1 Read/Write channel integrated circuit block diagram.

The low-pass filter is constructed from transconductance stages (gm, Stages) and

capacitors. A one-pole prototype illustrating the principles embodied in the low-pass filter
design is shown in Fig. 1.4-2. While the relative pole arrangement is fixed, two
mechanisms are available for scaling the low-pass filter's frequency response. The first is
via a control voltage (labeled “VCON”) which is common to al of the transconductance
stagesin the filter. This control voltage is applied to the gate of an n-channel transistor in
each of the transconductance stages. The conductance of each of these transistors
determines the overall conductance of its associated stage and can be continuously varied
by the control voltage. The second frequency response control mechanism is via the digital
control of the value of the capacitors in the low-pass filter. All capacitors in the low-pass
filter are constructed identically, and each consists of a programmable array of binarily
weighted capacitors.

The continuous control capability viaVCON designed into the transconductance stage
provides for a means to compensate for variations in the low-pass filter's frequency
response due to process, temperature, and supply voltage changes [3]. The control-voltage,
VCON, is derived from the “Master PLL” composed of areplica of the filter configured as
a voltage-controlled oscillator in a phase-locked-loop configuration as illustrated in Fig.
1.4-3. The frequency of oscillation is inversely proportional to the characteristic time
constant, C/g,,, , of the replica filter's stages. By forcing the oscillator to be phase and
frequency-locked to an externa frequency reference through variation of the VCON
terminal voltage, the characteristic time constant is held fixed. To the extent that the circuit
elements in the low-pass filter match those in the master filter, the characterigtic time
constants of the low-pass filter (and thus the frequency response) are also fixed.
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Figure 1.4-3 Master filter phase-locked loop.

The normal output of the low-pass filter is passed through abuffer to a 6-bit one-step-
flash sampling A/D converter. The A/D is clocked by a voltage-controlled oscillator
(VCO) whose frequency is controlled by a digital timing-recovery loop. Each of the sixty-
three comparators in the flash A/D converter contains capacitors to sample the buffered
anaog signa from the low-pass filter. While sampling the signal each capacitor is also
absorbing the comparator’s offset voltage to correct for distortion errors these offsets
would otherwise cause [4]. The outputs from the comparators are passed through a block
of logic that checksfor invalid patterns, which could cause severe conversion errors if left
unchecked [5]. The outputs of this block are then encoded into a 6-bit word.

Asillustrated in Fig. 1.4-1, after being digitized, the 6-bit output of the A/D converter
is filtered by a finite-impulse-response (FIR) filter. The digitd gain and timing control
loops mentioned above monitor the raw digitized signal or the FIR filter output for gain
and timing errors. Because these errors can only be measured when signal pulses occur, a
digital transition detector is provided to detect pulses and activate the gain and timing error
detectors. The gain and timing error signals are then passed through digital low-pass filters
and subsequently to D/A convertersin the analog circuitry to adjust the VGA gain and A/D
V CO fregquency, respectively.
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The heart of the read channel 1C is the sequence detector. The detector’s operation is
based on the Viterbi algorithm, which is generally used to implement maximum likelihood
detection. The detector anticipates linear inter-symbol interference and after processing the
received sequence of values deduces the most likely transmitted sequence (i.e., the data
read from the media) asin [6]. The bit stream from the sequence detector is passed to the
run-length-limited (RLL) decoder block where it is decoded. If the data written to the disk
were randomized before being encoded, the inverse processis applied before the bit stream
appears on the read channel output pins.

The write-path isillustrated in detail in Fig. 1.4-4. Inwrite mode, data is first encoded
by an RLL encoder block. The data can optionaly be randomized before being sent to the
encoder. When enabled, a linear feedback shift register is used to generate a pseudo-
random pattern that is XOR’d with the input data. Using the randomizer insures that bit
patterns that may be difficult to read occur no more frequently than would be expected
from random input data.

A write clock is synthesized to set the data rate by a VCO placed in a phase-locked-
loop. The VCO clock is divided by a programmable value “M,” and the divided clock is
phase-locked to an external reference clock divided by two and a programmable value “N.”
The result is awrite clock at a frequency M/2N times the reference clock frequency. The
values for M and N can each range from 2 to 256, and write clock frequencies can be
synthesized to support zone-bit-recording designs, wherein zones on the media having
different data rates are defined.

Encoded data are passed to the write precompensation circuitry. While linear bit-shift
effects caused by inter-symbol interference need not be compensated in a PRML channdl,
non-linear effects can cause a shift in the location of amagnetic transition caused by writing
a one in the presence of other nearby transitions. Although the particular RLL code
implemented prohibits two consecutive ‘ones (and therefore two transitions in close
proximity) from being written, a‘ one/zero/one’ pattern can still create a measurable shift in
the second transition. The write precompensation circuitry delays the writing of the second
‘one’ to counter the shift. The synthesized write clock is input to two delay lines, each
constructed from stages similar to those found in the VCO. Normally the signal from one
delay line is used to clock the channe data to the output drivers. However, when a
‘one/zero/one’ pattern is detected, the second ‘one’ is clocked to the output drivers by the
signa from the other delay line. This second delay line is current-starved, thus exhibiting a
longer delay than the first, and the second ‘one’ in the pattern is thereby delayed. The
amount of delay is programmable.
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Figure 1.4-4 Frequency synthesizer and write-data path.

The servo channel circuitry, shownin Fig. 1.4-5, is used for detecting embedded head
positioning information. There are three main functional blocks in the servo section. They
are.

» Automatic gain control loop (AGC)
* Bit detector
* Burst demodulator

Time constants and charge rates in the servo section are programmable and controlled by
the master filter to avoid variation due to supply voltage, process, and temperature. All
blocks are powered down between servo fields to conserve power.

The AGC loop feedback around the VGA forces the output of the high-pass filter to a
constant level during the servo preamble. The preamble consists of an alternating bit pattern
and defines the 100% full-scale level. To avoid the need for timing acquisition, the servo
AGC loop is implemented in the analog domain. The peak amplitude at the output of the
high-pass filter is detected with arectifying peak detector. The peak detector either charges
or discharges a capacitor, depending on whether the input signal is above or below the held
value on the capacitor. The output of the peak detector is compared to a full-scale reference
and integrated to control the VGA gain. The relationship between gain and control voltage
for the VGA is an exponentiad one, thus the loop dynamics are independent of gain. The
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burst detector is designed to detect and hold the peak amplitude of up to four servo
positioning bursts, indicating the position of the head relative to track center.

Servo AGC Full Servo Demodulator
u
Scale
Burst B
Rectifier Rectifier urst
Integrator Sample
* Peak Detect [¢ P peck Detect [P g [ Outputs
? ? f Hold
VCON VCON VCON

AGC AGC
Hold Hold

Servo Bit Detector

v s(s) ! >_’
Input — Low-Pass High-Pass Decode Detect

From VGA > » Logic ’ Outputs

Preamp Filter Filter f()
7 I
VCON L

Figure 1.4-5 Servo channel block diagram.

An asynchronous bit detector is included to detect the servo data information and
address mark. Input pulses are qualified with a programmable threshold comparator such
that apulse is detected only for those pulses whose peak amplitude exceeds the threshold.
The servo hit detector provides outputs indicating both zero-crossing events and the
polarity of the detected event.

Figure 1.4-6 shows a photomicrograph of the read-channel chip described. The circuit

was fabricated in a single-polysilicon, double-metal, 0.8 um CMOS process.

1.5 Summary

This chapter has presented an introduction to the design of CMOS analog integrated
circuits. Section 1.1 gave a definition of signals in analog circuits and defined analog,
digital, and analog sampled-data signals. The difference between analysis and design was
discussed. The design differences between discrete and integrated analog circuits are
primarily due to the designer’s control over circuit geometry and the need to computer-
simulate rather than build a breadboard. The first section aso presented an overview of the
text and showed in Table 1.1-2 how the various chapters tied together. It is strongly
recommended that the reader refer to Table 1.1-2 at the beginning of each chapter.

Section 1.2 discussed notation, symbology, and terminology. Understanding these
topics is important to avoid confusion in the presentation of the various subjects. The
choice of symbols and terminology has been made to correspond with standard practices
and definitions. Additional topics concerning the subject in this section will be given in the
text at the appropriate place.

An overview of analog signal processing was presented in Section 1.3. The objective
of most analog circuits was seen to be the implementation of some sort of analog signal
processing. The important concepts of circuit application, circuit technology, and system
bandwidth were introduced and interrelated, and it was pointed out that analog circuits
rarely stand aone but are usually combined with digita circuits to accomplish some form



Allen/Holberg : Chapter 1 : 1/14/01 18

of signa processing. The boundaries between the analog and digital parts of the circuit
depend upon the application, the performance, and the area.

Section 1.4 gave an example of the design of a fully-integrated disk-drive read-
channd circuit. The example emphasized the hierarchica structure of the design and
showed how the subjects to be presented in the following chapters could be used to
implement a complex design.

Before beginning the study of the following chapters, the reader may wish to study
Appendix A, which presents material that should be mastered before going further. It
covers the subject of circuit analysisfor analog-circuit design, and some of the problems a
the end of this chapter refer to this material. The reader may also wish to review other
subjects, such as eectronic modeling, computer-ssmulation techniques, Laplace and z-
transform theory, and semiconductor-device theory.

PROBLEMS

1. Using Eq. (1) of Sec 1.1, give the base-10 value for the 5-bit binary number 11010 (bg
b3 bo b1 bg ordering).

2. Process the sinusoid in Fig. P1.2 through an analog sample and hold. The sample
points are given at each integer value of t/T.
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3. Digitize the sinusoid given in Fig. P1.2 according to Eg. (1) in Sec. 1.1 using a four-bit
digitizer.

The following problems refer to material in Appendix A.
4. Usethe nodal equation method to find v /vip, of Fig. P1.4.
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5. Use the mesh equation method to find v /vi, of Fig. P1.4.
6. Use the source rearrangement and substitution concepts to simplify the circuit shown in
Fig. P1.6 and solve for iy /i;, by making chain-type calculations only.

Figure P1.6
7. Find V2/V1 and V]_/il of Flg P1.7.
i Im(V1-Vo)
1
— A\
O —» O
+ NS +
Vi R % \Z
O O
Figure P1.7

8. Use the circuit-reduction technique to solve for v /i, of Fig. P1.8.
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9. Usethe Miller smplification concept to solve for vy i/v;, of Fig. A-3 (see Appendix A).
10. Find vg/ijn of Fig. A-12 and compare with the results of Example A-1.

11. Use the Miller simplification technique described in Appendix A to solve for the
output resistance, Vy/io, of Fig. P1.4. Cdculate the output resistance not using the

Miller simplification and compare your resullts.
12. Consider anideal voltage amplifier with avoltage gain of A, = 0.99. A resistance R =

50 kQ is connected from the output back to the input. Find the input resistance of this
circuit by applying the Miller simplification concept.
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Chapter 2 CMOS Technology

The two most prevalent integrated-circuit technologies are bipolar and MOS. Within
each of these families are various subgroups as illustrated in Fig. 2.0-1, which shows a
family tree of some of the more widely used silicon integrated-circuit technologies. For
many years the dominant silicon integrated-circuit technology was bipolar, as evidenced
by the ubiquitous monolithic operational amplifier and the TTL (transistor-transistor
logic) family. In the early 1970s MOS technology was demonstrated to be viable in the
area of dynamic random-access memories (DRAMS), microprocessors, and the 4000-
series logic family. By the end of the 1970s, driven by the need for density, it was clear
that MOS technology would be the vehicle for growth in the digital VLS| area. At this
same time, several organizations were attempting analog circuit designs using MOS
[1,2,3,4]. NMOS technology was the early technology of choice for the mgority of both
digital and analog MOS designs. The early 1980s saw the movement of the VL SI world
toward silicon-gate CMOS which has been the dominant technology for VLSI digital and
mixed-signal designs ever since [5,6]. Recently, processes that combine both CMOS
and bipolar (BiCMOS) have proven themselves to be both a technological and market
success where the primary market force has been improved speed for digital circuits
(primarily in static random-access memories, SRAMS). BiCMOS has potential aswell in
analog design due to the enhanced performance that a bipolar transistor provides in the
context of CMOS technology. This book focuses on the use of CMOS for analog and
mixed-signal circuit design.

SILICON IC TECHNOLOGIES

Bipolar Bipolar/MOS MOS
\.Juncti on Di electric CMOS PMOS NMOS
isolated isolated Al gate
Aluminum Silicon gate Aluminum Silicon gate
gate gate

Figure2.0-1 Categories of silicon technology

There are numerous references that develop the details of the physics of MOS device
operation [7,8]. Therefore, this book covers only the aspects of this theory which are
pertinent to the viewpoint of the circuit designer. The objective isto be able to appreciate
the limits of the MOS circuit models developed in the next chapter and to understand the
physical constraints on electrical performance.

This chapter covers various aspects of the CMOS process from a physical point of
view. In order to understand CMOS technology, a brief review of the basic
semiconductor fabrication processes is presented, followed by a description of the
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fabrication steps required to build the basic CMOS process. Next, the pn junction is
presented and characterized. This discussion is followed by a description of how active
and passive components compatible with the CMOS technology are built. Next,
important limitations on the performance of CMOS technology including latch-up,
temperature dependence, and noise are covered. Finally, this chapter deals with the
topological rules employed when drawing the integrated circuit for subsequent
fabrication.

2.1 Basic MOS Semiconductor Fabrication Processes

Semiconductor technology is based on a number of well-established process steps,
which are the means of fabricating semiconductor components. In order to understand the
fabrication process, it is necessary to understand these steps. The process steps described
here include: oxidation, diffusion, ion implantation, deposition, and etching. The means
of defining the area of the semiconductor subject to processing is called
photolithography.

All processing starts with single-crystal silicon material. There are two methods of
growing such crystals [9]. Most of the material is grown by a method based on that
developed by Czochralski in 1917. A second method, called the float zone technique,
produces crystals of high purity and is often used for power devices. The crystals are
normally grown in either a<100> or <111> crystal orientation. The resulting crystals are
cylindrical and have a diameter of 75-200 mm and a length of 1 m. The cylindrical
crystals are sliced into wafers which are approximately 0.5 to 0.7 mm thick for wafers of
size 100 mm to 150 mm respectively [10]. This thickness is determined primarily by the
physical strength requirements. When the crystals are grown, they are doped with either
an n-type or p-type impurity to form a n- or p-substrate. The substrate is the starting
material in wafer form for the fabrication process. The doping level of most substratesis
approximately 1015 impurity atoms/cm3, which roughly corresponds to a resistivity of

3-5 Q-cm for an n-substrate and 14-16 Q-cm for a p-substrate [11].

An dternative to starting with a lightly-doped silicon wafer is to use a heavily-doped
wafer that has a lightly-doped epitaxial on top of it where subsequent devices are formed.
Although epi wafers are more expensive, they can provide some benefits by reducing
sensitivity to latchup (discussed later) and reduce interference between analog and digital
circuits on mixed-signal integrated circuits.

The five basic processing steps which are applied to the doped silicon wafer to
fabricate semiconductor components (oxidation, diffusion, ion implantation, deposition,
and etching) will be described in the following paragraphs.

Oxidation

The first basic processing step is oxide growth or oxidation [12]. Oxidation is the
process by which a layer of silicon dioxide (SO») is formed on the surface of the silicon
wafer. The oxide grows both into as well as on the silicon surface as indicated in Fig.
2.1-1. Typically about 56% of the oxide thickness is above the original surface while
about 44% is below the original surface. The oxide thickness, designated t,,, can be
grown using either dry or wet techniques, with the former achieving lower defect
densities. Typically oxide thickness varies from less than 150 A for gate oxides to more
than 10,000 A for field oxides. Oxidation takes place at temperatures ranging from

700 °C to 1100 °C with the resulting oxide thickness being proportional to the
temperature at which it is grown (for afixed amount of time).
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Figure2.1-1 Silicon dioxide growth at the surface of a silicon wafer.

Diffusion
The second basic processing step is diffusion [13]. Diffusion in semiconductor
material is the movement of impurity atoms at the surface of the material into the bulk of

the material. Diffusion takes place at temperatures in the range of 800 °C to 1400 °C in
the same way as a gas diffuses in air. The concentration profile of the impurity in the
semiconductor is a function of the concentration of the impurity at the surface and the
time in which the semiconductor is placed in a high-temperature environment. There are
two basic types of diffusion mechanismswhich are distinguished by the concentration of
the impurity at the surface of the semiconductor. One type of diffusion assumes that there
is an infinite source of impurities at the surface (Ng cm3) during the entire time the
impurity is allowed to diffuse. The impurity profile for an infinite-source impurity as a
function of diffusion timeis givenin Fig. 2.1-2(a). The second type of diffusion assumes

that there is a finite source of impurities at the surface of the materia initially. Att =0
this value is given by Ng. However, as time increases, the impurity concentration at the
surface decreases as shown in Fig. 2.1-2(b). In both cases, Ng is the pre-diffusion
impurity concentration of the semiconductor.

The infinite-source and finite-source diffusions are typical of predeposition and
drive-in diffusions, respectively. The object of a predeposition diffusion is to place a
large concentration of impurities near the surface of the material. There is a maximum
impurity concentration that can be diffused into silicon depending upon the type of
impurity. This maximum concentration is due to the solid solubility limit which isin the
range of 5 x 1020 to 2 x 1021 atoms/cm3. The drive-in diffusion follows the deposition
diffusion and is used to drive the impurities deeper into the semiconductor. The crossover
between the pre-diffusion impurity level and the diffused impurities of the opposite type
defines the semiconductor junction. This junction is between a p-type and n-type material
and issimply called a pn junction. The distance between the surface of the semiconductor
and the junction is called the junction depth. Typical junction depths for diffusion can
range from 0.1 um for predeposition type diffusions to greater than 10 um for drive-in
type diffusions.
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Figure 2.1-2 Diffusion profiles as afunction of time for (&) infinite-source of
impurities at the surface, and (b) afinite source of impurities at the surface.

lon Implantation

The next basic processing step is ion implantation and is widely used in the
fabrication of MOS components [ 14,15]. lon implantation is the process by which ions of
a particular dopant (impurity) are accelerated by an electric field to a high velocity and
physically lodge within the semiconductor material. The average depth of penetration

variesfrom 0.1 to 0.6 um depending on the velocity and angle at which the ions strike the
silicon wafer. The path of each ion depends upon the collisions it experiences. Therefore,
ions are typically implanted off-axis from the wafer so that they will experience
collisions with lattice atoms thus avoiding undesirable channeling of ions deep into the
silicon. An alternative method to address channeling is to implant through silicon dioxide
which randomizes the implant direction before the ions enter the silicon. The ion-
implantation process causes damage to the semiconductor crystal lattice leaving many of
the implanted ions electrically inactive. This damage can be repaired by an annealing
process in which the temperature of the semiconductor after implantation is raised to
around 800 °C to allow the ions to move to electrically active locations in the
semiconductor crystal lattice.

lon implantation can be used in place of diffusion since in both cases the objectiveis
to insert impurities into the semiconductor material. lon implantation has several
advantages over thermal diffusion. One advantage is the accurate control of doping—to
within +5%. Reproducibility is very good, making it possible to adjust the thresholds of
MOS devices or to create precise resistors. A second advantage is that ion implantation is
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a room-temperature process, although annealing at higher temperatures is required to
remove the crystal damage. A third advantage is that it is possible to implant through a
thin layer. Consequently, the material to be implanted does not have to be exposed to
contaminants during and after the implantation process. Unlike ion implantation,
diffusion requires that the surface be free of silicon dioxide or silicon nitride layers.
Finally, ion implantation allows control over the profile of the implanted impurities. For
example, a concentration peak can be placed below the surface of the silicon if desired.

Deposition

The fourth basic semiconductor process is deposition. Deposition is the means by
which films of various materials may be deposited on the silicon wafer. These films may
be deposited using several techniques which include deposition by evaporation [16],
sputtering [17], and chemical-vapor deposition (CVD) [18,19]. In evaporation deposition,
a solid material is placed in a vacuum and heated until it evaporates. The evaporant
molecules strike the cooler wafer and condense into a solid film on the wafer surface.
Thickness of the deposited materiel is determined by the temperature and the amount of

time evaporation is allowed to take place (athickness of 1 um istypical). The sputtering
technique uses positive ions to bombard the cathode, which is coated with the material to
be deposited. The bombarded or target material is dislodged by direct momentum transfer
and deposited on wafers which are placed on the anode. The types of sputtering systems
used for depositions in integrated circuits include dc, radio frequency (RF), or magnetron
(magnetic field). Sputtering is usually done in a vacuum. Chemical vapor deposition uses
aprocess in which afilm is deposited by a chemical reaction or pyrolytic decomposition
in the gas phase which occursin the vicinity of the silicon wafer. This deposition process
is generally used to deposit polysilicon, silicon dioxide (SiO,), or silicon nitride (SigNy).
While the chemical vapor deposition is usually performed at atmospheric pressure, it can
also be done at low pressures where the diffusivity increases significantly. This technique
is called low-pressure chemical-vapor deposition (LPCVD).

Etching

The final basic semiconductor fabrication process considered here is etching.
Etching is the process of removing exposed (unprotected) material. The means by which
some material is exposed and some is not will be considered next in discussing the
subject of photolithography. For the moment, we will assume that the situation illustrated
in Fig. 2.1-3(a) exists. Here we see a top layer called a film and an underlying layer. A
protective layer, called a mask, covers the film except in the area which is to be etched.
The objective of etching is to remove just the section of the exposed film. To achieve
this, the etching process must have two important properties: selectivity, and anisotropy.
Selectivity is the characteristic of the etch whereby only the desired layer is etched with
no effect on either the protective layer (masking layer) or the underlying layer.
Selectivity can quantified as the ratio of the desired layer etch rate to the undesired layer
etch rate as given below.

_ Desired layer etch rate (A) 1
~B = Undesired layer etch rate (B) (1)

Sa

" A distinction is made between a deposited masking layer referred to as a “mask” and the
photographic plate used in exposing the photoresist which is called a“photomask.”
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Anisotropy is the property of the etch to manifest itself in one direction, i.e., a perfectly
anisotropic etchant will etch in one direction only. The degree of anisotropy can be
guantified by the relation given below.

Latera etch rate 5
Vertical etch rate (2

Reality is such that neither perfect selectivity nor perfect anisotropy can be achieved
in practice, resulting in undercutting effects and partial removal of the underlying layer as
illustrated in Fig. 2.1-3(b). As illustrated, the lack of selectivity with respect to the mask
is given by dimension “a.” Lack of selectivity with respect to the underlying layer is
given by dimension “b.” Dimension “c” shows the degree of anisotropy. There are
preferential etching techniques which achieve high degrees of anisotropy and thus
minimize undercutting effects, as well as maintain high selectivity. Materials which are
normally etched include polysilicon, silicon dioxide, silicon nitride, and aluminum.

A=1-

Mask | |
Film
Underlying layer
@)
»‘ %a
= B 1
Film | { Ca  |o
Yo
Underlying layer

(b)

Figure 2.1-3 (&) Portion of the top layer ready for etching. (b) Result of etching
indicating horizontal etching and etching of underlying layer.

There are two basic types of etching techniques. Wet etching uses chemicals to
remove the material to be etched. Hydrofluoric acid (HF) is used to etch silicon dioxide;
phosphoric acid (H3zPO,) is used to remove silicon nitride; nitric acid, acetic acid, or
hydrofluoric acid is used to remove polysilicon, potassium hydroxide is used to etch
silicon; and a phosphoric acid mixture is used to remove metal. The wet-etching
technigue is strongly dependent upon time and temperature, and care must be taken with
the acids used in wet etching as they represent a potential hazard. Dry etching or plasma
etching uses ionized gases that are rendered chemically active by an RF-generated
plasma. This process requires significant characterization to optimize pressure, gas flow
rate, gas mixture, and RF power. Dry etching is very similar to sputtering and in fact the
same equipment can be used. Reactive ion etching (RIE) induces plasma etching
accompanied by ionic bombardment. Dry etching is used for submicron technologies
since it achieves anisotropic profiles (no undercutting).

Photolithography
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Each of the basic semiconductor fabrication processes discussed thus far is only
applied to selected parts of the silicon wafer with the exception of oxidation and
deposition. The selection of these parts is accomplished by a process called
photolithography [12,20,21]. Photolithography refers to the complete process of
transferring an image from a photomask or computer database to a wafer. The basic
components of photolithography are the photoresist material and the photomask used to
expose some areas of the photoresist to ultraviolet (UV) light while shielding the
remainder. All integrated circuits consist of various layers which overlay to form the
device or component. Each distinct layer must be physically defined as a collection of
geometries. This can be done by physically drawing the layer on a large scale and
optically reducing it to the desired size. However, the usual techniqueisto draw the layer
using a computer-aided design (CAD) system and store the layer description in electronic
data format.

The photoresist is an organic polymer whose characteristics can be altered when
exposed to ultraviolet light. Photoresist is classified into positive and negative
photoresist. Positive photoresist is used to create a mask where patterns exist (where the
photomask is opague to UV light). Negative photoresist creates a mask where patterns do
not exist (where the photomask is transparent to UV light). The first step in the
photolithographic process is to apply the photoresist to the surface to be patterned. The
photoresist is applied to the wafer and the wafer spun at several thousand revolutions per
minute in order to disperse the photoresist evenly over the surface of the wafer. The
thickness of the photoresist depends only upon the angular velocity of the spinning wafer.
The second step is to “soft bake” the wafer to drive off solventsin the photoresist. The
next step selectively exposes the wafer to UV light. Using positive photoresist, those
areas exposed to UV light can be removed with solvents leaving only those areas that
were not exposed. Conversely, if negative photoresist is used, those areas exposed to UV
light will be made impervious to solvents while the unexposed areas will be removed.
This process of exposing and then selectively removing the photoresist is called
developing. The developed wafer is then “hard baked” at a higher temperature to achieve
maximum adhesion of the remaining photoresist. The hardened photoresist protects
selected areas from the etch plasma or acids used in the etching process. When its
protective function is complete, the photoresist is removed with solvents or plasma
ashing that will not harm underlying layers. This process must be repeated for each layer
of the integrated circuit. Fig. 2.1-4 shows, by way of example, the basic
photolithographic steps in defining a polysilicon geometry using positive photoresist.
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Figure 2.1-4 Basic photolithographic steps to define a polysilicon geometry.
(a) Expose (b) Develop (c) Etch (d) Remove photoresist
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Figure 2.1-4 Basic photolithographic steps to define a polysilicon geometry (cont'd).
(8) Expose (b) Develop (c) Etch (d) Remove photoresist

The process of exposing selective areas of a wafer to light through a photomask is
called printing. There are three basic types of printing systems used. They are listed
below:

» Contact printing
* Proximity printing
* Projection printing

The simplest and most accurate method is contact printing. This method uses a glass
plate a little larger than the size of the actual wafer with the image of the desired pattern
on the side of the glass that comes in physical contact with the wafer. This glass plate is
commonly called a photomask. The system results in high resolution, high throughput,
and low cost. Unfortunately, because of the direct contact, the photomask wears out and
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has to be replaced after 10-25 exposures. This method also introduces impurities and
defects, because of the physical contact. For these reasons, contact printing is not used in
modern VLS.

A second exposure system is called proximity printing. In this system, the photomask
and wafer are placed very close to one another but not in intimate contact. As the gap
between the photomask and the wafer increases, resolution decreases. In general, this

method of patterning is not useful where minimum feature sizeis below 2um. Therefore,
proximity printing is not used in present-day VLSI.

The projection printing method separates the wafer from the photomask by a
relatively large distance. Lenses or mirrors are used to focus the photomask image on the
surface of the wafer. There are two approaches used for projection printing: scanning,
and step and repeat. The scanning method passes light through the photomask which
follows a complex optical path reflecting off multiple mirrors imaging the wafer with an
arc of illumination optimized for minimum distortion. The photomask and wafer scan the

illuminated arc. Minimum feature size for this method is=2-3um.

The projection printing system most used today is step-and-repeat. This method is
applied in two ways:. reduction, and non-reduction. Reduction projection printing uses a
scaled image, typically 5X, on the photomask. One benefit of this method is that defects
are reduced by the scale amount. Non-reduction systems do not have this benefit and
thus greater burden for low defect densities is placed on the manufacture of the
photomask itself.

Electron beam exposure systems are often used to generate the photomasks for

projection printing systems because of its high resolution (less than 1 um). However, the
electron beam can be used to directly pattern photoresist without using a photomask. The
advantages of using the electron beam as an exposure system are accuracy and the ability
to make software changes. The disadvantages are high cost and low throughput.

N-Well CMOS Fabrication Steps

It isimportant for acircuit designer to understand some of the basic stepsinvolved in
fabricating a CMOS circuit. The fabrication steps of one of the more popular CMOS
silicon-gate processes will be described in detail. The first step in the n-well silicon-gate
CMOS process is to grow a thin silicon-dioxide region on a p- substrate (wafer).
Subsequent to this, the regions where n-wells are to exist are defined in a masking step by
depositing a photoresist material on top of the oxide. After exposing and developing the
photoresist, n-type impurities are implanted into the wafer as illustrated in Fig. 2.1-5(a).
Next, photoresist is removed and a high-temperature oxidation/drive-in step is performed
causing the implanted ions to diffuse into the p- substrate. This is followed by oxide
removal and subsequent growth of athin pad oxide layer. [The purpose of the pad oxide
is to protect the substrate from stress due to the difference in the thermal expansion of
silicon and silicon nitride.] Then a layer of silicon nitride is deposited over the entire
wafer asillustrated in Fig. 2.1-5(b). Photoresist is deposited, patterned, and developed as
before, and the silicon nitride is removed from the areas where it has been patterned. The
silicon nitride and photoresist remain in the areas where active devices will reside. These
regions where silicon nitride remain are called active area or moat.

Next, a global n-type field (channel stop) implant is performed as illustrated in Fig.
2.1-5(c). The purpose of thisisto insure that parasitic p-channel transistors do not turn
on under various interconnect lines. Photoresist is removed, re-deposited and patterned
using the p-type field (channel stop) implant mask followed by a p- field-implant step as
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shown in Fig. 2.1-5(d). Thisisto insure that parasitic n-channel transistors do not turn on
under various interconnect lines. Next, to achieve isolation between active regions, a
thick silicon-dioxide layer is grown over the entire wafer except where silicon nitride
exists (silicon nitride impedes oxide growth). This particular way of building isolation
between devices is called LOCOS isolation. One of the non-ideal aspects of LOCOS
isolation is due to the oxide growth encroaching under the edges of the silicon nitride
resulting in areduced active-area region (the well-known “bird’ s beak”). Figure 2.1-4(e)
shows the results of this step. Once the thick field oxide (FOX) is grown, the remaining
silicon nitride is removed and a thin oxide, which will be the gate oxide, is grown
followed by a polysilicon deposition step (Fig. 2.1-5(f)). Polysilicon is then patterned and
etched, leaving only what is required to make transistor gates and interconnect lines.

At this point, the drain and source areas have not been diffused into the substrate.
Modern processes employ lightly-doped drain/source (LDD) diffusions to minimize
impact ionization. The LDD structure is built by depositing a spacer oxide over the
patterned polysilicon followed by an anisotropic oxide etch leaving spacers on each side
of the polysilicon gate as shown in Fig. 2.1-5(g). To make n* sources and drains,
photoresist is applied and patterned everywhere n-channel transistors are required; n* is
also required where metal connections are to be made to n- material such as the n-well.
After developing, the nt areas are implanted as illustrated in Fig. 2.1-5(h). The
photoresist acts as a barrier to the implant as does the polysilicon and spacer. As aresult,
the n* regions that result are properly aligned with the spacer oxide. The spacer is etched
next, followed by a lighter n- implant (Fig. 2.1-5(i)) producing the higher resistivity
source/drain regions aligned with the polysilicon gate. These steps are repeated for the p-
channel transistors resulting in the cross section illustrated in Fig. 2.1-5(j). Annealing is
performed in order to activate the implanted ions. At this point, as shown in
Fig. 2.1-5(k), n- and p-channel LDD transistors are complete except for the necessary
terminal connections.

In preparation for the contact step, a new, thick oxide layer is deposited over the
entire wafer (Fig. 2.1-5(1)). This layer is typically borophosphosilicate glass (BPSG)
which has a low reflow temperature (and thus provides a more planar surface for
subsequent layers)[22]. Contacts are formed by first defining their location using the
photolithographic process applied in previous steps. Next, the oxide areas where contacts
are to be made are etched down to the surface of the silicon. The remaining photoresist is
removed and metal (aluminum) is deposited on the wafer. First metal (Metal 1)
interconnect is then defined photolithographically and subsequently etched so that all
unnecessary metal is removed. To prepare for a second metal, another interlayer
dielectric is deposited (Fig. 2.1-5(m)). Thisisusually a sandwich of CVD SiO», spun-on
glass (SOG), and CVD SiO9 to achieve planarity. Intermetal connections (via's) are
defined through the photolithographic process followed by an etch and the second metal
(Metal 2) isthen deposited (Fig. 2.1-5(n). A photolithographic step is applied to pattern
the second layer metal, followed by a metal etch step.

In order to protect the wafer from chemical intrusion or scratching, a passivation
layer of SiO2 or SIN3 is applied covering the entire wafer. Pad regions are then defined
(areas where wires will be bonded between the integrated circuit and the package
containing the circuit) and the passivation layer removed only in these areas. Figure 2.1-
5(0) shows a cross section of the final circuit.
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Figure 2.1-5 The major CMOS process steps.
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Figure 2.1-5 The major CMOS process steps (cont'd).
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Figure 2.1-5 The major CMOS process steps (cont'd).
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Figure 2.1-5 The major CMOS process steps (cont'd).

In order to illustrate the process steps in sufficient detail, actual relative dimensions
are not given (i.e., the side-view drawings are not to scale). It is valuable to gain an
appreciation of actual scale thus Fig. 2.1-6 is provided below to illustrate relative
dimensions.
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Figure 2.1-6 Sideview of CMOS integrated circuit.

Thus far, the basic N-Well CMOS process has been described. There are avariety of
enhancements that can be applied to this process to improve circuit performance. These
will be covered in the following paragraphs.

Slicide/Salicide Technology

Silicide technology was born out of the need to reduce interconnect resistivity. For
with it, a low-resistance silicide such as TiSip, WSio, TaSio or severa other candidate
silicides, is placed on top of polysilcon so that the overall polysilicon resistance is greatly
reduced without compromising the other salient benefits of using polysilicon as a
transistor gate (well-known work-function and polysilicon-Si interface properties).

Salicide technology (self-aligned silicide)' goes one step further by providing low-
resistance source/drain connections as well as low-resistance polysilicon. Examples of
silicide and salicide transistor cross-sections are illustrated in Fig. 2.1-7[23]. For analog
designs, it is important to have available polysilicon and diffusion resistors that are not
salicided, so agood mixed-signal process should provide a salicide block.

" The terms silicide and salicide are often interchanged. Moreover, polycide is used to refer to
polysilicon with silicide.
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Polysilicide Polysilicide

Silicide

€Y (b)
Figure2.1-7 (a) Polycide structure and (b) Salicide structure.

There are many other details associated with CMOS processes that have not yet been
described here. Furthermore, there are different variations on the basic CMOS process
just described. Some of these provide multiple levels of polysilicon as well as additional
layers of metal interconnect. Others provide good capacitors using either two layers of
polysilicon, two layers of metal (MOM capacitors), or polysilicon on top of a heavily
implanted (on the same order as a source or drain) diffusion. Still other processes start
with an- substrate and implant p-wells (rather than n-wellsin an p- substrate). The latest
processes also use shallow trench isolation (STI) instead of LOCOS to eliminate the
problem of oxide encroachment into the width of a transistor. Newer processes also
employ chemical mechanical polishing (CMP) to achieve maximum surface planarity.

2.2 The pn Junction

The pn junction plays an important role in al semiconductor devices. The objective
of this section is to develop the concepts of the pn junction that will be useful to us later
in our study. These include the depletion-region width, the depletion capacitance,
reverse-bias or breakdown voltage, and the diode equation. Further information can be
found in the references [24,25].

Fig. 2.2-1(a) shows the physical model of a pn junction. In this model it is assumed
that the impurity concentration changes abruptly from Np donors in the n-type
semiconductor to Np acceptorsin the p-type semiconductor. This situation is called a step
junction and is illustrated in Fig. 2.2-1(b). The distance x is measured to the right from

the metallurgical junction at x = 0. When two different types of semiconductor materials
are formed in this manner, the free carriers in each type move across the junction by the
principle of diffusion. As these free carriers cross the junction, they leave behind fixed
atoms which have a charge opposite to the carrier. For example, as the electrons near the
junction of the n-type material diffuse across the junction they leave fixed donor atoms of

opposite charge (+) near the junction of the n-type material. This is represented in Fig.
2.2-1(c) by the rectangle with a height of gNp. Similarly, the holes which diffuse across
the junction from the p-type material to the n-type material leave behind fixed acceptor
atoms that are negatively charged. The electrons and holes that diffuse across the junction
quickly recombine with the free majority carriers across the junction. As positive and
negative fixed charges are uncovered near the junction by the diffusion of the free
carriers, an electric field develops which creates an opposing carrier movement. When
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the current due to the free carrier diffusion equals the current caused by the electric field,
the pn junction reaches equilibrium. In equilibrium, both vp and ip of Fig. 2.2-1(a) are
zero.

€ Xd [
%Xp—b{di Xn—>
©] ® 06
pyre | 090 ®e | ntype
semiconductor| ~ © ® semiconductor
@ ©] o (©) o ®
o ® 06
: ip
0 +Vp -0

Impurity concentration (cm3)

Np

(b)

0 X

-NA

Depletion charge concentration (cm3)

adNp
X
p
© - —
_qNA
Electric Field (V/cm)
(d) \/ X
=
Potential (V)
®-Vvp

()

Figure2.2-1 PN junction (&) Physical structure (b) Impurity concentration.
(c) Depletion charge concentration (d) Electric field (e) Electrostatic potential

The distance over which the donor atoms have a positive charge (because they have
lost their free electron) is designated as x,, in Fig. 2.2-1(c). Similarly, the distance over
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which the acceptor atoms have a negative charge (because they have lost their free hole)
is xp. In this diagram, x;, is a negative number. The depletion region is defined as the
region about the metallurgical junction which is depleted of free carriers. The depletion
region is defined as

Xd=Xn~Xp (1)
Note that x,<O.
Due to electrical neutrality, the charge on either side of the junction must be equal.
Thus,
aNDXn == qNaXp 2

where q is the charge of an electron (1.60 x 10-19 C). The electric field distribution in the
depletion region can be calculated using the point form of Gauss's law.

dE(x) gN
dx ~ g_si (3)

By integrating either side of the junction, the maximum electric field that occurs at the
junction, E,, can be found. Thisisillustrated in Fig. 2.2-1(d). Therefore, the expression
for Eqis

E 0_ _
EO:[ ° :ﬁg GNa . _ GNaXp_ ~GNoXn @
*p

0 & € &
where &g isthe dielectric constant of silicon and is 11.7¢, (&, is 8.85 x 10-14 F/cm).

The voltage drop across the depletion region is shown in Fig. 2.2-1(e). The voltageis
found by integrating the negative electric field resulting in

% Vp=—5— (5)

where vp is an applied external voltage and ¢, is called the barrier potential and is given
as

_ kT, NaND[ MNANDO
=g"g 2z ocinT 2o (6)
o o o o

Here, k is Boltzmann’s constant (1.38 x 10-23 JK) and n; is the intrinsic concentration of

silicon which is 1.45 x 1019/cm3 at 300 K. At room temperature, the value of V; is
259 mV. It is important to note that the notation for kT/q is V; rather than the
conventional V. The reason for thisis to avoid confusion with V which will be used to
designate the threshold voltage of the MOS transistor (see Sec. 2.3). Although the barrier
voltage exists with vp = 0, it is not available externally at the terminals of the diode.
When metal |eads are attached to the ends of the diode a metal-semiconductor junction is
formed. The barrier potentials of the metal-semiconductor contacts are exactly equal to

@, So that the open circuit voltage of the diode is zero.
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Equations (2), (4), and (5) can be solved simultaneously to find the width of the
depletion region in the n-type and p-type semiconductor. These widths are found as

_ 2e5(e - VD)NAdJZ

= 7
" [MNp(Na+Np) O 0
and
2
- [2es(@~voNor] @
P~ [ONa(Na+ Np) O
The width of the depletion region, Xy, isfound from Egs. (1), (7) and (8) and is
2
E5(Na + ND)ﬂj
= [] - 1/2
0 qNAND 0 (% VD) (9)

It can be seen from Eq. (9) that the depletion width for the pn junction of Fig. 2.2-1 is
proportional to the square root of the difference between the barrier potential and the
externally-applied voltage. It can also be shown that X is approximately equal to x, or X,
for Na >> Np or Np >> Np, respectively. Consequently, the depletion region will extend
further into the lightly-doped semiconductor than it will into the heavily-doped
semiconductor.

It is also of interest to characterize the depletion charge Q; which is equal to the
magnitude of the fixed charge on either side of the junction. The depletlon charge can be
expressed from the above relationships as

265qNAND[T
Q = IAGNAXp| = AGNDX; = A %,\f‘+—Nm (%~ V)2 (10)
where A is the cross-sectional area of the pn junction.
The magnitude of the electric field at the junction E, can be found from Egs. (4) and
(7) or (8). This quantity is expressed as

1/2
_0 20NAND %
© E4(Na+ Np)J

Equations (9), (10), and (11) are key relationships in understanding the pn junction.

The depletion region of a pn junction forms a capacitance called the depletion-layer
capacitance. It results from the dipole formed by uncovered fixed charges near the
junction and will vary with the applied voltage. The depletion-layer capacitance Cj can be
found from Eq. (10) using the following definition of capacitance.

(@~ vp)Y2 (12)

G = dQj  [egANAND ﬂjz 1 Cio
M CBNa+ND)T (- vo)2 [1- (i)™

(12)

Cijo is the depletion-layer capacitance when vp = 0 and m is called a grading
coefficient. The coefficient m is 1/2 for the case of Fig. 2.2-1 which is called a step
junction. If the junction is fabricated using diffusion techniques described in Sec. 2.1,
Fig. 2.2-1(b) will become more like the profile of Fig. 2.2-2. It can be shown for this case
that mis 1/3. The range of values of the grading coefficient will fall between 1/3 and 1/2.
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Fig. 2.2-3 shows a plot of the depletion layer capacitance for a pn junction. It is seen that

when vp is positive and approaches ¢,, the depletion-layer capacitance approaches
infinity. At this value of voltage, the assumptions made in deriving the above equations
are no longer valid. In particular, the assumption that the depletion region is free of
charged carriersis not true. Consequently, the actual curve bends over and Cj decreases

as vp approaches ¢, [26].

0 X

_NA

Figure 2.2-2 Impurity concentration profile for diffused pn junction.

%

0 (pOVD

Figure 2.2-3 Depletion capacitance as a function of externally-applied junction voltage.

Example 2.2-1 Characteristics of a pn Junction

Find X, Xn, Xg: @o: Cjo, and C; for an applied voltage of —4 V for a pn diode with a
step junction, Na = 5 x 1015/cm3, Np = 1020/cm3, and an area of 10 um by 10 um.

At room temperature, Eq. (6) gives the barrier potential as 0.917 V. Equations (7)
and (8) give x,, 00 and x, = 1.128 um. Thus, the depletion width is approximately x, or
1.128 um. Using these values in Eq. (12) we find that Cig is 20.3 fF and at a voltage of
-4V, Cjis9.18fF.

The voltage breakdown of areverse biased (vp < 0) pn junction is determined by the
maximum electric field Ep 4 that can exist across the depletion region. For silicon, this

maximum electric field is approximately 3 x 105 V/cm. If we assume that [vp| > @, then
substituting Epgx into Eq. (11) allows us to express the maximum reverse-bias voltage or
breakdown voltage (BV) as

&(Na+ Np) 2

20NaND ax (13)

BV U
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Substituting the values of Example 2.2-1 in Eq. (13) and using a value of 3 x 10° V/cm
for Eqax gives a breakdown voltage of 58.2 volts. However, as the reverse bias voltage
starts to approach this value, the reverse current in the pn junction starts to increase. This
increase is due to two conduction mechanisms that can take place in a reverse-biased
junction between two heavily-doped semiconductors. The first current mechanism is
called avalanche multiplication and is caused by the high electric fields present in the pn
junction; the second is called Zener breakdown. Zener breakdown is a direct disruption of
valence bonds in high electric fields. However, the Zener mechanism does not require the
presence of an energetic ionizing carrier. The current in most breakdown diodes will be a
combination of these two current mechanisms.

If ig is the reverse current in the pn junction and v is the reverse-bias voltage across
the pn junction, then the actual reverse current igra can be expressed as

. .o 1 0
=Mir= 14
Ira=MIR -1 (14)

Ve/BY) R
M is the avalanche multiplication factor and n is an exponent which adjusts the sharpness
of the “knee” of the curve shown in Fig. 2.2-4. Typically, n varies between 3 and 6. If
both sides of the pn junction are heavily doped, the breakdown will take place by
tunneling, leading to the Zener breakdown, which generally occurs at voltages less than 6
volts. Zener diodes can be fabricated where an n* diffusion overlaps with a p* diffusion.
Note that the Zener diode is compatible with the basic CMOS process although one
terminal of the Zener must be either on the lowest power supply, Vsg, or the highest
power supply, Vpp.

IR

0 BV VR

Figure 2.2-4 Reverse-bias volgate-current characteristics of the pn junction
illustrating voltage breakdown.

The diode voltage-current relationship can be derived by examining the minority-
carrier concentrations in the pn junction. Fig. 2.2-5 shows the minority-carrier
concentration for a forward-biased pn junction. The majority-carrier concentrations are
much larger and are not shown on this figure. The forward bias causes minority carriers
to move across the junction where they recombine with mgjority carriers on the opposite
side. The excess of minority-carrier concentration on each side of the junction is shown
by the cross-hatched regions. We note that this excess concentration starts at a maximum

valueat x =0 (X = 0) and decreases to the equilibrium value as x (X') becomes large. The

value of the excess concentration at x = 0, designated as p,(0), or X' = 0, designated as
ny(0), is expressed in terms of the forward-bias voltage vp as
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D
Po(0) = Pro &P 371 (15

and

_ (YD
Np(0) = Npo EXp 30 (16)

where pnq and ny, are the equilibrium concentrations of the minority carriers in the n-
type and p-type semiconductors, respectively. We note that these values are essentially
equal to the intrinsic concentration squared divided by the donor or acceptor impurity
atom concentration, as shown on Fig. 2.2-5. Asvp is increased, the excess minority
concentrations are increased. If vp is zero, there is no excess minority concentration. If
Vp is negative (reverse-biased) the minority-carrier concentration is depleted below its
equilibrium value.

Depletion

é p-type semiconductor region

n-type semiconductor §

) P

_ Lpd
150 =ngexp ?ﬁ@ ) . PnO=proexp Evia

. _/ \‘K< nno:%

rboz_

Na ™ Excess concentration Excess concentration of holes
of electrons
X X=0 x=0 X

Figure 2.2-5 Impurity concentration profile for diffused pn junction.

The current that flows in the pn junction is proportional to the slope of the excess
minority-carrier concentration at x =0 (X' = 0). Thisrelationship is given by the diffusion
equation expressed below for holes in the n-type material.

d
30 = oD, 0 o a7)

where the Dy, is the diffusion constant of holesin n-type semiconductor. The excess holes
in the n-type material can be defined as

P'a(X) = Pn(X) = Pno (18)

The decrease of excess minority carriers away from the junction is exponential and can
be expressed as

XU [+xU
P'n(X) = P'n(0) exp E;E‘: [Pn(0) = Pnal exp E;E (19)

where Lp is the diffusion length for holes in an n-type semiconductor. Substituting
Eg. (15) into Eq. (19) gives
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[4x[]
P'r(X) = Pro xp 32 1 ><|05_—XD (20)

The current density due to the excess-hole concentration in the n-type semiconductor is
found by substituting Eq. (20) in Eq. (17) resulting in

adDpPno
In0) =2 xp R 2 15 (21)
Similarly, for the excess electrons in the p-type semiconductor we have
9D n 9“nMpo EE{_D O
n(o) - n D/tD 1|:| (22)

Assuming negligible recombination in the depletion region leads to an expression for the
total current density of the pn junction given as

@ppno nnpoD EH’_D 10

J(0) = J,(0) + J4(0) = 23
=30+ WO =0T+~ PP 37 17 (23)
Multiplying Eg. (23) by the pn junction area A gives the total current as
@ppno Dn”pOD p WD 401
Ag 1—=1 24
Ip=9 L, Povo %)(pD/D 0 (24)

|5 isaconstant called the saturation current. Equation (24) is the familiar voltage-current
relationship that characterizes the pn junction diode.

Example 2.2-2 Calculation of the Saturation Current
Calculate the saturation current of apn junction diode with N =5 x 1019/cm3, Np =

1020/cm3, Dy, = 20 cm?/s, Dy = 10 cm?/s, L, = 10 pm, L, = 5 um, and A = 1000 um?.
From Eq. (24), the saturation current is defined as

PpPno N Dnnpor;
0L, [, O

ls=0gA

Pno IS calculated from n2/Np to get 2.103/cm3; ny, is calculated from n2;/Na to get 4.205
x 104/cm3. Changing the units of area from pm?2 to cm? results in a saturation current
magnitude of 1.346 x 10-15 A or 1.346 fA.

This section has developed the depletion-region width, depletion capacitance,
breakdown voltage, and the voltage-current characteristics of the pn junction. These
concepts will be very important in determining the characteristics and performance of
MOS active and passive components.

2.3 The MOS Transistor

The structure of an n-channel and p-channel MOS transistor using an n-well
technology is shown in Fig. 2.3-1. The p-channel device is formed with two heavily-
doped p* regions diffused into a lighter doped m material called the well. The two p*
regions are called drain and source, and are separated by a distance, L (referred to as the
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device length). At the surface between the drain and source lies a gate electrode that is
separated from the silicon by athin dielectric material (silicon dioxide). Similarly, the n-
channel transistor is formed by two heavily doped n* regions within a lightly doped p-
substrate. It, too, has a gate on the surface between the drain and source separated from
the silicon by a thin dielectric material (silicon dioxide). Essentially, both types of
transistors are four-terminal devices as shown in Fig. 1.2-2(c,d). The B terminal is the
bulk, or substrate, which contains the drain and source diffusions. For an n-well process,
the p-bulk connection is common throughout the integrated circuit and is connected to
Vs (the most negative supply). Multiple n-wells can be fabricated on a single circuit,
and they can be connected to different potentials in various ways depending upon the
application.

p-channel transistor n-channel transistor

Polysilicon i
L SO, L

p- substrate

Figure2.3-1 Physical structure of an n-channel and p-channel transistor in an n-well technology.
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Figure 2.3-2 Cross-section of an n-channel transistor with all terminals grounded.
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Figure 2.3-3 Cross-section of an n-channe! transistor with small vpgand vgg> V.

Figure 2.3-2 shows an n-channel transistor with all four terminals connected to
ground. At equilibrium, the p- substrate and the n* source and drain form a pn junction.
Therefore a depletion region exists between the n* source and drain and the p- substrate.
Since the source and drain are separated by back-to-back pn junctions, the resistance
between the source and drain is very high ( >1012 Q). The gate and the substrate of the
MOS transistor form the parallel plates of a capacitor with the SiO, asthe dielectric. This
capacitance divided by the area of the gate is designated as C,, When a positive potential
is applied to the gate with respect to the source a depletion region is formed under the
gate resulting from holes being pushed away from the silicon-silicon dioxide interface.
The depletion region consists of fixed ions which have a negative charge. Using one-

dimensional analysis, the charge density, p, of the depletion region is given by

p=0a(-Np) (1)
Applying the point form of Gauss's law, the electric field resulting from this chargeis

' The symbol “C” normally has units of farads, however, in the field of MOS devices it often has units
of farads per unit area (e.g., F/m?).
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N ~ N
E(x) = ﬁ[lﬁdx =ﬁgﬂdx S LS. @)
& &g &S

where C is the constant of integration. The constant, C, is determined by evaluating E(x)

at the edges of the depletion region (x = 0 at the Si-SiO» interface; x = X at the boundary
of the depletion region in the bulk).

N
E0)=Eg =——2 0 +C=C ©)
S
N
E(xd) = 0= ——2 xq +C 4
Si
NA
c=TA (5)
&

This gives an expression for E(x)

E09 = T2 (xd - ) ©

S

Applying the relationship between potential and electric field yields

N
}d(p:—[E(x) dx = —#%(xd —X) dx @)

Integrating both sides of Eq. (7) with appropriate limits of integration gives

% *d ol
adNa aNAXy

do =-I1+—— -X)dx= - = - 8
Jco F{J%(Xd X) dx 265 O - @ (8)
[0S 0

2
T o ©
26, = o

where ¢ is the equilibrium electrostatic potential (Fermi potential) in the semiconductor,
@ is the surface potential of the semiconductor, and Xy is the thickness of the depletion
region. For a p-type semiconductor, ¢- is given as

@ =~ V¢ In(Na/ny) (10)
and for an n-type semiconductor ¢ is given as

¢ = V; In(Np/n) (11)
Eq. (9) can be solved for x4 assuming that | — @ | = 0 to get
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Zeglos— o 32
_ Efsl% (0= ID
O dNa O

The immobile charge due to acceptor ions that have been stripped of their mobile holesis
given by

Q=-0aNaXg (13)
Substituting Eg. (12) into Eq. (13) gives

(12)

2
2esi s ¢ |
QU-aNa EQN—AE == \/2qNAEsi s~ @ | (14)

When the gate voltage reaches a value called the threshold voltage, designated as Vr,
the substrate underneath the gate becomes inverted, i.e., it changes from a p-type to an n-
type semiconductor. Consequently, an n-type channel exists between the source and drain
that allows carriers to flow. In order to achieve this inversion, the surface potential must

increase from its original negative value (@& = @), to zero (¢ = 0), and then to a positive

value (@ = —¢@:). The value of gate-source voltage necessary to cause this change in
surface potential is defined as the threshold voltage, V. This condition is known as
strong inversion. The n-channel transistor in this condition is illustrated in Fig. 2.3-3.
With the substrate at ground potential, the charge stored in the depletion region between

the channel under the gate and the substrate is given by Eq. (14) where ¢ has been
replaced by —@- to account for the fact that vgg= V. This charge Qpg iSwritten as

Qoo 0 \2aNa&g |24 (15)

If areverse bias voltage vggis applied across the pn junction, Eg. (15) becomes

Qp OV20NAgs | 2 + veg| (16)
An expression for the threshold voltage can be developed by breaking it down into

several components. First, the term ¢,< must be included to represent the difference in
the work functions between the gate material and bulk silicon in the channel region. The

term @y is given by

(s = @(substrate) - g(gate) (17)

where g-(metal) = 0.6 V. Second, a gate voltage of [-2¢= — (Qp/Coy)] is required to
change the surface potential and offset the depletion layer charge Q. Lastly, there is
always an undesired positive charge Qg present in the interface between the oxide and
the bulk silicon. This charge is due to impurities and imperfections at the interface and
must be compensated by a gate voltage of —~Q</Coy. Thus, the threshold voltage for the
MOS transistor can be expressed as

"Historically, this term has been referred to as the metal-to-silicon work function. We will continue
the tradition even when the gate terminal is something other than metal (e.g., polysilicon).
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U Qb, HQssH
V1= + =2@- — + [=—— |
T=Wust 7<% Coxl' Cox
Qb0 Qss Qb — Qno
= - 2@ - - - 18
(A\AS (n: COX COX C:OX ( )
The threshold voltage can be rewritten as
Vo= Vo + y (V1205 + vegl - 126 (19)
where
Qoo Qss
Vio=®s~2%c—C_—C. (20)
OX OX

and the body-factor, body-effect coefficient or bulk-threshold parameter yis defined as

\/2qssi Na

A (21)

The signs of the above analysis can become very confusing. Table 2.3-1 attempts to
clarify any confusion that might arise[25].

Table 2.3-1 Signsfor the Quantitiesin the Threshold Voltage Equation.

Parameter N-CHANNEL P-CHANNEL
(p-type substrate)  (n-type substrate)
Mus
Metal - -
nt Si Gate - -
pt S Gate + +
0= - +
Qbo:Qb - +
Qs + +
Ve + _
y + -

Example 2.3-1 Calculation of the Threshold Voltage

Find the threshold voltage and body factor yfor an n-channel transistor with an n*
silicon gate if t,, = 200 A, N = 3 x 1016 cm-3, gate doping, Np = 4 x 1019 cm-3, and if
the positively-charged ions at the oxide-silicon interface per areais 1010 cm-2.

From Eq. (10), @-(substrate) is given as

(substrate) = —0.0259 In MEI: -0.377V
4 - 45 x 10100
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The equilibrium electrostatic potential for the n* polysilicon gate is found from Eq. (11)

as

4 x 1019
= %: 0.563V

ate) = 0.0259 In
¢r(gate) 45 x 10100

Eq. (17) gives gysas
@=(substrate) — @-(gate) = —0.940 V.
The oxide capacitanceis given as

3.9x 8.854 x 10714
Cox = €oxltox = 200 x 108

=1.727 x 10”7 Flcm?

The fixed charge in the depletion region, Qp, is given by Eqg. (15) as
Qpo=-[2x 1.6 x 101° x 11.7 x 8.854 x 10" x 2 x 0.377 x 3 x 10612
= - 8.66 x 108 C/cm2.
Dividing Qpg by Cox gives -0.501 V. Finally, Qs/Cox iS given as

Qss  101%x 1,60 x 1019
Cox 1.727 % 1077

=93x10°V

Substituting these values in Eq. (18) gives

V1o=-0.940 + 0.754 + 0501 - 9.3x 103= 0.306 V
The body factor is found from Eq. (21) as

1/2
B x16x1019%x11.7x8854x 10¥ x3x 10'°F

= = 0577 V12
1.727 x 10

y

The above example shows how the value of impurity concentrations can influence
the threshold voltage. In fact, the threshold voltage can be set to any value by proper
choice of the variablesin Eq. (18). Standard practice is to implant the proper type of ions
into the substrate in the channel region to adjust the threshold voltage to the desired
value. If the opposite impurities are implanted in the channel region of the substrate, the
threshold for an n-channel transistor can be made negative. This type of transistor is
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called a depletion transistor and can have current flow between the drain and source for
zero values of the gate-source voltage.

When the channel is formed between the drain and source asillustrated in Fig. 2.3-3,
adrain current ip can flow if avoltage vpg exists across the channel. The dependence of
this drain current on the terminal voltages of the MOS transistor can be developed by
considering the characteristics of an incremental length of the channel designated as dy in
Fig. 2.3-3. It is assumed that the width of the MOS transistor (into the page) is W and that
vpsgissmall. The charge per unit areain the channel, Q,(y), can be expressed as

Q(Y) = CoxlVas — VY) — V1l (22)
The resistance in the channel per unit of length dy can be written as
S - (23)
HnQi(Y)W

where L, is the average mobility of the electrons in the channel. The voltage drop,
referenced to the source, along the channel in the y direction is

. ip dy
avy) =ipdR=——""7"— (24)
HnQi(Y)W

or

ip dy = WunQ(y) dv(y) (25)
Integrating along the channel fromy =0toy =L gives

L VDs VDs

[ioay = [WinQit) ) = [WhtnConlvas—v) - vl vy (26)

0 0 0
Performing the integration results in the desired expression for ip as

2

. LlnCox v(y)2/DS LlnCoxW D
=" — % Gs~ V) - %{) Bo HVes— V)Vps - TSE (27)

This equation is sometimes called the Sah equation [27] and has been used by Shichman
and Hodges [28] as amodel for computer simulation. Eq. (27) is only valid when

Ves2 V1 and vps< (Vgs— V1) (28)
The factor p,Coy is often defined as the device-transconductance parameter, given as

Hnéox
tox

K= tpCox = (29)

Eq. (28) will be examined in more detail in the next chapter, concerning the modeling of
MOS transistors. The operation of the p-channel transistor is essentially the same as that
of the n-channel transistor, except that all voltage and current polarities are reversed.
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2.4 Passive Components

This section examines the passive components that are compatible with fabrication
steps used to build the MOS device. These passive components include the capacitor and
the resistor.

Capacitors

A good capacitor is often required when designing analog integrated circuits. They
are used as compensation capacitors in amplifier designs, as bandwidth-determining
components in gm/C filters, as charge storage devices in switched-capacitor filters and
digital-to-analog converters, and other places as well. The desired characteristics for
capacitors used in these applications are given below:

» Good matching accuracy

» Low voltage-coefficient

» High ratio of desired capacitance to parasitic capacitance
» High capacitance per unit area

Analog CMOS processes differentiate themselves from purely digital ones by
providing capacitors that meet the above criteria. For such analog processes, there are
basically two types of capacitors made available. One type of capacitor is formed using
one of the available interconnect layers (metal or polysilicon) on top of crystalline silicon
separated by a dielectric (silicon dioxide layer). Figure 2.4-1(a) shows an example of this
capacitor using polysilicon as the top conducting plate. In order to achieve alow voltage-
coefficient capacitor, the bottom plate must be heavily-doped diffusion (similar to that of
the source and drain). As the process was described in Sec. 2.3, such heavily-doped
diffusion is normally not available underneath polysilicon because the source/drain
implant step occurs after polysilicon is deposited and defined. To solve this problem, an
extra implant step must be included prior to deposition of the polysilicon layer. The
mask-defined implanted region becomes the bottom plate of the capacitor. The
capacitance achieved using this technique is inversely proportional to gate oxide

thickness. Typical values for a 0.8 um process are given in Table 2.4-1. This capacitor

achieves a high capacitance per unit area and good matching performance, but has a
significant voltage dependent parasitic capacitance to the substrate.
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Polysilicon top plate

S0, Gaesio,

n+ bottom-plate implant
p- substrate

@

Polysilicon top plate
Polysilicon bottom plate

S FOX

Inter-poly SiO,
p- substrate

S0, Polysilicon top plate

p- substrate n+ diffusion

©

Figure 2.4-1 MOS capacitors. (a) Polysilicon-oxide-channel. (b) Polysilicon-oxide-polysilicon
(c) Accumulation MOS capacitor.

The second type of capacitor available in analog-taylored processes is that formed by
providing an additional polysilicon layer on top of gate polysilicon (separated by a
dielectric). An example of a double polysilicon capacitor is illustrated in Fig. 2.4-1(b).
The dielectric is formed by a thin silicon-dioxide layer which can only be produced by
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using several steps beyond the usual single polysilicon process. This capacitor does an
excellent job of meeting the criteria set forth above. In fact, it isthe best of all possible

choices for high-performance capacitors. Typical values for a 0.8um process are given in
Table 2.4-1.

A third type of capacitor isillustrated in Fig. 2.4-1(c). This capacitor is constructed
by putting an n-well underneath an n-channel transistor. It is similar to the capacitor in
Fig2.4-1(a) except that its bottom plate (the n-well) has a much higher resistivity.
Because of thisfact, it isnot used in circuits where alow voltage coefficient is important.
It is, however, often used when one terminal of the capacitor is connected to ground (or
VSS). It offers a very high capacitance per unit area, it can be matched well, and is
availablein all CMOS processes because no unique steps or masks are required.

Quite often, the processing performance required by the digital component of a
mixed-signal integrated circuit, necessitates the use of a process targeted for digital
applications. Such processes do not provide taylored capacitors for analog applications.
Therefore, when a capacitor is needed, it must be derived from two or more of the
interconnect layers. Figure 2.4-2 illustrates symbolically various schemes for making
capacitors in one-, two-, and three-layer metal digital processes. In Fig. 2.4-2(a)
capacitors are constructed vertically using the interlayer oxide as the capacitor dielectric.
The four-layer example achieves the highest ratio of desired capacitance to parasitic
capacitance whereas the two-layer capacitor achieves the lowest. As processes migrate
toward finer line widths and higher speed performance, the oxide between metals
increases while the allowed space between metals decreases. For such processes, same-
layer, horizontal, capacitors can be more efficient than different-layer vertical capacitors.
This is due to the fact that the allowed space between two M1 lines, for example, is less
than the vertical space between M1 and M2 (see Fig. 2.1-6). An example of a same-layer
horizontal capacitor is illustrated in Fig. 2.4-2(b). Compared to polysilicon-oxide-
polysilcon capacitors, these capacitors typically suffer from lower per-unit-area
capacitance and lower ratio of desired capacitance to parasitic capacitance. Matching
accuracy of capacitors implemented like those in Fig 2.4-2 is on the order of 1-2% and

voltage coefficient is low. Typical values for vertical capacitors in a 0.8um process are
givenin Table 2.4-1.
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Figure 2.4-2 Various ways to implement capacitors using available interconnect layersillustrated
with asideview. M1, M2, and M3 represent the first, second, and third metal layers respectively.
(a) Vertical parallel plate structures. (b) Horizontal parallel plate structures.

The voltage coefficient of integrated capacitors generally falls within the range of 0

to —200 ppm/V depending upon the structure of the capacitor and, if applicable, the
doping concentration of the capacitor plates [32]. The temperature coefficient of

integrated capacitors is found to be in the range of 20 to 50 ppm/°C. When considering
the ratio of two capacitors on the same substrate, note that the variations on the absolute
value of the capacitor due to temperature tend to cancel. Therefore temperature variations
have little effect on the matching accuracy of capacitors. When capacitors are switched to
different voltages, as in the case of sampled-data circuits, the voltage coefficient can have
adeleterious effect if it isnot kept to a minimum.
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The parasitic capacitors associated with the capacitors of Fig’'s. 2.4-1 and 2.4-2 can
give rise to a significant source of error in analog sampled-data circuits. The capacitor
plate with the smallest parasitic associated with it is referred to as the top plate. It isnot
necessarily physically the top plate although quite often it is. In contrast, the bottom
plate is that plate having the larger parasitic capacitance associated with it.
Schematically, the top plate is represented by the flat plate in the capacitor symbol while
the curved plate represents the bottom plate. For the capacitors illustrated in Fig. 2.4-1
the parasitic capacitor associated with the top plate of the capacitor itself is due primarily
to interconnect lines leading to the capacitor and the bottom-plate parasitic capacitance is
primarily due to the capacitance between the bottom plate and the substrate. The
capacitors available in adigital process shown in Fig. 2.4-2 have parasitics that are not so
easily generalized. The parasitics are very dependent upon the layout of the device
(layout is discussed in Sec. 2.6).

Figure 2.4-3 shows a genera capacitor with its top and bottom plate parasitics. These
parasitic capacitances depend on the capacitor size, layout, and technology, and are
unavoidable.

—1_ Bottom plate
1 parasitic

A% A4

Figure 2.4-3 A model for the integrated capacitors showing top and bottom plate parasitics.

Resistors

The other passive component compatible with MOS technology is the resistor. Even
though we shall use circuits consisting of primarily MOS active devices and capacitors,
some applications, such as digital-to-analog conversion, use the resistor. Resistors
compatible with the MOS technology of this section include diffused, polysilicon, and n-
well (or p-well) resistors. Though not as common, metal can be used as aresistor aswell.

A diffused resistor is formed using source/drain diffusion and is shown in
Fig. 2.4-4(a). The sheet resistance of such resistorsin a non-salicided process is usually

in the range of 50 to 150 Q/[J (Ohms per sgquare as explained in Sec 2.6). For a salicide

process, these resistors are in the range of 5 to 15 Q/[J. The fact that the source/drain
diffusion is needed as a conductor in integrated circuits conflicts with its use as aresistor.
Clearly the goal of a salicide process is to achieve “conductor-like” performance from
source/drain diffusion. In these processes, a salicide block can be used to mask the
silicide film thus allowing for a high-resistance source/drain diffusion where desired.
The diffused resistor is found to have a voltage coefficient of resistance in the 100 to 500
ppm/V range. The parasitic capacitance to ground is also voltage dependent in this type
of resistor.

A polysilicon resistor is shown in Fig. 2.4-4(b). This resistor is surrounded by thick
oxide and has a sheet resistance in the range of 30 to 200 Q/0 depending upon doping
levels. For a polysilicide process, the effective resistance of the polysilicon is about 10
Q/0.
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An n-well resistor shown in Fig. 2.4-4(c) is made up of a strip of n-well contacted at
both ends with n* source/drain diffusion. This type of resistor has a resistance of 1to 10
kQ/00 and a high value for its voltage coefficient. In cases where accuracy is not required,
such as pull-up resistors, or protection resistors, this structure is very useful.

Metal
Sio, p+
FOX ' FOX
n- well
p- substrate
(@
Metal

Polysilicon resistor

p- substrate

(b)

Metal
n+

FOX FOX FOX
( n- well

p- substrate

(©

Figure 2.4-4 Resistors. (a) Diffused (b) Polysilicon (c) N-well
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Other types of resistors are possible if the process is altered. The three categories
above represent those most commonly applied with standard MOS technology. Table
2.4-1 summarizes the characteristics of the passive components hitherto discussed.

Table 2.4-1 Approximate Performance Summary of Passive Components in a
0.8um CM OS Process

Component Range of Matching Temperature Voltage
Type Values Accuracy Coefficient Coefficient
Poly/poly 0.8-1.0 fF/um# 0.05% 50 ppm/°C 50ppm/V
capacitor
MOS capacitor | 2.2-2.7 fF/um# 0.05% 50 ppm/°C 50ppm/V
M1-Poly 0.021-0.025 1.5%
capacitor fF/um?
M2-M1 0.021-0.025 1.5%
capacitor fF/ umz
M3-M2 0.021-0.025 1.5%
capacitor fF/ um2
P+ Diffused 80-150 Q/0O 0.4% 1500 ppm/°C 200ppm/V
resistor
N+ Diffused 50-80 Q/O 0.4% 1500 ppm/°C 200ppm/V
resistor
Poly resistor 20-40 Q/0 0.4% 1500 ppm/°C 100ppm/V
N-well resistor 1-2kQ/0 8000 ppm/°C 10k ppm/V

2.5 Other Considerations of CMOS Technology

In the previous two sections, the active and passive components of the basic CMOS
process have been presented. In this section we wish to consider some other components
that are also available from the basic CMOS process but that are not used as extensively
as the previous components. We will further consider some of the limitations of CMOS
technology, including latch-up, temperature, and noise. This information will become
useful later, when the performance of CMOS circuits is characterized.

So far we have seen that it is possible to make resistors, capacitors, and pn diodes
that are compatible with the basic single-well CMOS fabrication process illustrated in
Fig. 2.3-1. It is aso possible to implement a bipolar junction transistor (BJT) that is
compatible with this process, even though the collector terminal is constrained to Vpp (or
V). Figure 2.5-1 shows how the BJT isimplemented for an-well process. The emitter is
the source or drain diffusion of an p-channel device, the base is the n-well (with a base
width of W) and the p- substrate is the collector. Because the pn junction between the n-
well and the p- substrate must be reverse biased, the collector must always be connected
to the most negative power-supply voltage, Vsg. The BJT will still find many useful
applications even though the collector is constrained. The BJT illustrated in Fig. 2.5-1 is
often called a substrate BJT. The substrate BJT functions like the BJT fabricated in a
process designed for BJTs. The only difference is that the collector is constrained and the
base width is not well controlled, resulting in awide variation of current gains.

Fig. 2.5-2 shows the minority-carrier concentrations in the BJT. Normally, the base-
emitter (BE) pn junction is forward biased and the collector-base (CB) pn junction is
reverse biased. The forward-biased EB junction causes free electrons to be injected into
the base region. If the base width Wg is small, most of these electrons reach the CB
junction and are swept into the collector by the reverse-bias voltage. If the minority-
carrier concentrations are much less than the majority-carrier concentrations, then the
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collector current can be found by solving for the current in the base region
current densities, the collector current density is

Metal ,
Emitter (p+) Base (n+)

FOX FOX FOX
N n- well Wg

X Collector (p- substrate)

Figure 2.5-1 Substrate BJT available from a bulk CMOS process.
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Figure 2.5-2 Minority carrier concentrations for a bipolar junction transistor.
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From Eq. (16) of Sec. 2.2 we can write
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Combining Egs. (1) and (2) and multiplying by the area of the BE junction A gives the
collector current as

ADpN
gADnNpo - [YBE[_ YBEO

ic=AJc= Wg [V, T lsexp [V, O ©)
where |5 is defined as
QADnnpo

|S = TB (4)

As the holes travel through the base, a small fraction will recombine with electrons
which are the majority carriers in the base. As this occurs, an equal number of electrons
must enter the base from the external base circuit in order to maintain electrical neutrality
in the base region. Also, there will be injection of the electrons from the base to the
emitter due to the forward-biased BE junction. This injection is much smaller than the
hole injection from the emitter because the emitter is more heavily doped than the base.
The injection of electrons into the emitter and the recombination of electrons with holes
in the base both constitute the external base current ig that flows into the base. The ratio

of collector current to base current, i/ig is defined as B or the common-emitter current
gain. Thus, the base current is expressed as
_lc_1s  mvBED

B=, — 5 &Xp
Be B DMH
The emitter current can be found from the base current and the collector current because

the sum of all three currents must equal zero. Although Bg has been assumed constant it
varies with ic, having a maximum for moderate currents and falling off from this value
for large or small currents.

In addition to the substrate BJT, it is also possible to have alateral BJT. Figure 2.3-1
can be used to show how the lateral BJT can be implemented. The emitter could be the
n+ source of the n-channel device, the base the p- substrate, and the collector the n- well.
Although the base is constrained to the substrate potential of the chip, the emitter and
collector can have arbitrary voltages. Unfortunately the lateral BJT is not very useful
because of the large base width. In fact the lateral BJT is considered more as a parasitic
transistor. However, this lateral BJT becomes important in the problem of latch-up of
CMOS circuits which is discussed next [33].

Latch-up in integrated circuits may be defined as a high current state accompanied
by a collapsing or low-voltage condition. Upon application of a radiation transient or
certain electrical excitations, the latched or high current state can be triggered. Latch-up
can be initiated by at least three regenerative mechanisms. They are: (1) the four-layer,
silicon-controlled-rectifier (SCR), regenerative switching action; (2) secondary
breakdown; and (3) sustaining voltage breakdown. Because of the multiple p and n
diffusions present in CMOS, they are susceptible to SCR latch-up.

Fig. 2.5-3(a) shows a cross-section of Fig. 2.3-1 and how the PNPN SCR is formed.
The schematic equivalent of Fig. 2.5-3(a) isgivenin Fig. 2.5-3(b). Here the SCR action is
clearly illustrated. The resistor Ry. is the n-well resistance from the base of the vertical
PNP (Q2) to Vpp. Theresistor Rp. isthe substrate resistance from the base of the lateral
NPN (Q2) to Vs

(5)
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Figure 2.5-3 (a) Parasitic lateral NPN and vertical PNP bipolar transistor in CMOS
integrated circuits. (b) Equivalent circuit of the SCR formed from the parasitic
bipolar transistors.

Regeneration occurs when three conditions are satisfied. The first condition is that
the loop gain must exceed unity. This condition is stated as

BnenBene 2 1 (6)

where Bypn @nd Bppnp are the common-emitter, current-gain ratios of Q2 and Q1,
respectively. The second condition is that both of the base-emitter junctions must become
forward biased. The third condition is that the circuits connected to the emitter must be
capable of sinking and sourcing a current greater than the holding current of the PNPN
device.

To prevent latch-up, several standard precautions are taken. One approach is to keep
the source/drain of the n-channel device as far away from the n-well as possible. This

reduces the value of Bypyn and helps to prevent latch-up. Unfortunately, thisis very costly
in terms of area. A second approach is to reduce the values of Ry. and Rp.. Smaller
resistor values are helpful because more current must flow through them in order to
forward bias the base-emitter regions of Q1 and Q2. These resistances can be reduced by
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surrounding the p-channel devices with a n* guard ring connected to Vpp and by
surrounding n-channel transistors with p* guard ringstied to Vggas shown in Fig. 2.5-4.

p-channel transistor n-channel transistor

n+ guard bars p+ guard bars

p- substrate

Figure 2.5-4 Preventing latch-up using guard bars in an n-well technology

Latch-up can also be prevented by keeping the potential of the source/drain of the p-
channel device [A in Fig. 2.5-3 (b)] from being higher than Vpp or the potential of the
source/drain of the n-channel device [B in Fig. 2.5-3 (b)] from going below Vgg. By
careful design and layout, latch-up can be avoided in most cases. In the design of various
circuits, particularly those that have high currents, one must use care to avoid circuit
conditions that will initiate latch-up.

Another important consideration of CMOS technology is the electrostatic discharge
protection of the gates of transistors which are externally accessible. To prevent
accidental destruction of the gate oxide, a resistance and two reverse-biased pn junction
diodes are employed to form an input protection circuit. One of the diodes is connected
with the n side to the highest circuit potential (Vpp) and the p side to the gate to be
protected. The other diode is connected with the n side to the gate to be protected and the
p side to the lowest circuit potential (Vsg). Thisisillustrated in Fig. 2.5-5. For an n-well
process, the first diode is usually made by a p* diffusion into the n- well. The second
diode is made by a n* diffusion into the substrate. The resistor is connected between the
external contact and the junction between the diodes and the gate to be protected. If a
large voltage is applied to the input, one of the diodes will breakdown depending upon
the polarity of the voltage. If the resistor is large enough, it will limit the breakdown
current so that the diode is not destroyed. This circuit should be used whenever the gates
of atransistor (or transistors) are taken to external circuits.
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Figure 2.5-5 Electrostatic discharge protection circuitry. (@) Electrical equivalent
circuit (b) Implementation in CMOS technology

The temperature dependence of MOS components is an important performance
characteristic in analog circuit design. The temperature behavior of passive components
isusually expressed in terms of afractional temperature coefficient TCr defined as

TCr =% CH )

where X can be the resistance or capacitance of the passive component. Generally, the
fractional temperature coefficient is multiplied by 106 and expressed in units of parts per

million per °C or ppm/°C. The fractional temperature coefficient of various CMOS
passive components has been given in Table 2.4-1.

The temperature dependence of the MOS device can be found from the expression
for drain current given in Eqg. (28) of Sec. 2.3. The primary temperature-dependent

parameters are the mobility p and the threshold voltage V4. The temperature dependence
of the carrier mobility pisgivenas[34],

p=K, T3 (8)

The temperature dependence of the threshold voltage can be approximated by the
following expression [35]
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V1 (T) = V1 (To) — a(T = To) (9)

where a is approximately 2.3 mV/°C. This expression is valid over the range of 200 to

400 K, with a depending on the substrate doping level and the dosages of the implants
used during fabrication. These expressions for the temperature dependence of mobility
and threshold voltage will be used later to determine the temperature performance of
MOS circuits and are valid only for limited ranges of temperature variation about room
temperature. Other modifications are necessary for extreme temperature ranges.

The temperature dependence of the pn junction is also important in this study. For
example, the pn-junction diode can be used to create a reference voltage whose
temperature stability will depend upon the temperature characteristics of the pn-junction
diode. We shall consider the reverse-biased pn-junction diode first. Eq. (24) of Sec. 2.2

shows that when v <0, that the diode current is given as

2
. _[®PpPno Dnnpo_gAD N 3 [FVgo
—ip Ols=0A 5 " + L, T N KT exp%TE (10)

where it has been assumed that one of the terms in the brackets is dominant and that L
and N correspond to the diffusion length and impurity concentration of the dominant
term. Also T is the absolute temperature in Kelvin and Vg, is the bandgap voltage of

silicon at 300 K (1.205 V). Differentiating Eq. (10) with respect to T resultsin

dis 3KT3  [EVodd aKT Voo  FVeod 3ls . IsVeo

T T AV 0 kT2 PEV O T T v ()
The TC for the reverse diode current can be expressed as

1dls 3 1Vgo

sdT T TV, (12)

The reverse diode current is seen to double approximately every 5 °C increase as
illustrated in the following example.

Example 2.5-1 Calculation of the Reverse Diode Current Temperature
Dependence and TCr

Assume that the temperature is 300 K (room temperature) and calculate the reverse

diode current change and the TCg for a5 K increase.
The TCg can be calculated from Eqg. (12) as

TCg=0.01+0.155=0.165

Since the TCk is change per degree, the reverse current will increase by a factor of 1.165
for every degree K (or °C) change in temperature. Multiplying by 1.165 five times gives
an increase of approximately 2. This implies that the reverse saturation current will
approximately double for every 5 °C temperature increase. Experimentally, the reverse
current doubles for every 8 °C increase in temperature because the reverse current isin

part leakage current.
The forward biased pn-junction diode current is given by
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. D

ip Olgexp %’/—tg (13)
Differentiating this expression with respect to temperature and assuming that the diode
voltage isaconstant (vp = Vp) gives

dp_ip dis 1 Vp
aT 1. m CThy o

The fractional temperature coefficient for i results from Eq. (14) as

di ds V % -VpU
152 1|:H_s VD _ 3 Go DD (15)

ip dT T TV; T+D ™V: O

(14)

If Vp is assumed to be 0.6 volts, then the fractional temperature coefficient is equal to
0.01 + (0.155 - 0.077) = 0.0879. It can be seen that the forward diode current will double

for approximately a 10°C increase in temperature.
The above analysis for the forward-bias pn-junction diode assumed that the diode

voltage vp was held constant. If the forward current is held constant (ip = I p), then the
fractional temperature coefficient of the forward diode voltage can be found From Eq.
(13) we can solve for vy to get

D
vp =V In %gg (16)
Differentiating Eq. (16) with respect to temperature gives

dvo Vb d disy vo 3w VGo Go VDD 3Vt
arCT Vg o T T 9/

(17)

Assuming that vp = Vp = 0.6 V the temperature dependence of the forward diode voltage

at room temperature is approximately —2.3 mV/°C.

Another limitation of CMOS components is noise. Noise is a phenomenon caused by
small fluctuations of the analog signal within the components themselves. Noise results
from the fact that electrical charge is not continuous but the result of quantized behavior
and is associated with the fundamental processes in a semiconductor component. In
essence, noise acts like arandom variable and is often treated as one. Our objective isto
introduce the basic concepts concerning noise in CMOS components. More detail can be
found in severa excellent references [24,36].

Several sources of noise are important in CMOS components. Shot noise is
associated with the dc current flow across a pn junction. It typically has the form of

72=2qlp Af (Amperes?) (18)

where i “isthe mean-square value of the noise current, q is the charge of an electron, I is
the average dc current of the pn junction, and Af is the bandwidth in hertz. Noise-current
spectral density can be found by dividing 72 by Af. The noise-current spectral density is

denoted as | Z/Af.
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Another source of noise, called thermal noise, is due to random thermal motion of
the electron and is independent of the dc current flowing in the component. It generally
has the form of

v 2 = AKTR Af (19)
where k is Boltzmann's constant and R is the resistor or equivalent resistor in which the
thermal noiseis occurring.

An important source of noise for MOS components is the flicker noise or the 1/f
noise. This noise is associated with carrier traps in semiconductors which capture and
release carriers in arandom manner. The time constants associated with this process give
rise to a noise signal with energy concentrated at low frequency. The typical form of the
1/f noiseisgiven as

= K¢ Eiﬁ 5&1‘ (20)

where K¢ is a constant, a is a constant (0.5 to 2), and b is a constant ([I1). The current-
noise spectral density for typical 1/f noise is shown in Fig. 2.5-6. Other sources of noise
exist, such as burst noise and avalanche noise, but are not important in CMOS
components and are not discussed here.

Noise power
spectral density

Ut

log(f)
Figure 2.5-6 1/f noise spectrum.

2.6 Integrated Circuit Layout

The final subject in this chapter concerns the geometrical issues involved in the
design of integrated circuits. A unique aspect of integrated-circuit design is that it
requires understanding of the circuit beyond the schematic. A circuit defined and
functioning properly at the schematic level can fail if it is not correctly designed
physically. Physical design, in the context of integrated circuits, is referred to as layout.

As a designer works through the process of designing a circuit, he must consider all
implications that the physical layout might have on a circuit’s operation. Effects due to
matching of components or parasitic components must be kept in mind. If, for example,
two transistors are intended to exhibit identical performance, their layout must be
identical. A wide-bandwidth amplifier design will not function properly if parasitic
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capacitances at critical nodes are not minimized through careful layout. To appreciate
these finer issues dealing with physical design, it is important to first develop a basic
understanding of integrated-circuit layout and the rules that governiit.

As described in Sec. 2.1, an integrated circuit is made up of multiple layers, each
defined by a photomask using a photolithographic process. Each photomask is built from
a computer database which describes it geometrically. This database is derived from the
physical layout drawn by a mask designer or by computer (at present, most analog layout
is still performed manually). The layout consists of topological descriptions of all
electrical components that will ultimately be fabricated on the integrated circuit. The
most common components which have been discussed thus far are transistors, resistors,
and capacitors.

Matching Concepts

Aswill be seen in later chapters, matching performance of two or more components
is very important to overall circuit operation. Since matching is dependent upon layout
topology, it is appropriate to discuss it here.

The rule for making two components electrically equivalent is simply to draw them
asidentical units. Thisis the unit-matching principle. To say that two components are
identical means that both they and their surroundings must be identical. This concept can
be explained in non-electrical terms.

Consider the two square components, A and B, illustrated in Fig. 2.6-1(a). In this
example, these objects could be pieces of metal that are desired after deposition and
etching. They have identical shape in area and perimeter as drawn. However, the
surroundings seen by A and B are different due to the presence of object C. The presence
of object C nearer to object B may cause that object to change in some way different than
A. The solution to thisis somehow force the surroundings of both geometries A and B to
be the same. This can never be achieved perfectly! However, matching performance can
normally be improved by at least making the immediate surroundings identical as
illustrated in Fig. 2.6-1(b). This general principle will be applied repeatedly to
components of various types. When it is desired to match components of different size,
optimal matching is achieved when both geometries are made from integer numbers of
units with all units being designed applying the unit-matching principle.
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Figure2.6-1 (a)lllustration of how matching of A and B is disturbed
by the presence of C. (b) Improved matching achieved by matching
surroundings of A and B

When multiple units are being matched using the unit-matching principle, another
issue can arise. Suppose that there is some gradient that causes objects to grow smaller
along some path as illustrated in Fig. 2.6-2(a). By design, component A composed of
units A1 and A2 should be twice the size of unit component B. However, due to the
gradient, component A is less than twice the size of component B. If the gradient is
linear, this situation can be resolved by applying the principle of common-centroid
layout. Asillustrated in Fig. 2.6-2(b), component B is placed in the center (the centroid)
between the units A1 and A. Now, any linear gradient will cause A1l to change by an
amount equal and opposite to A2 such that their average value remains constant with
respect to B. Thisiseasily shown analytically in the following way.

If the linear gradient is described as

y=mx+b (1)

then for Fig. 2.6-2(a) we have

A1=nmxp+b 2
Ax=mxo+b ©)]
B=mx3+b 4)

A1+Ao m(xg+X2)+2b
B mx3 + b

()

Thisratio cannot be equal to two because
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X% =% (6)

However, for the case illustrated in Fig. 2.6-2(b) it easy to show that

Xl + X3
X= "> (7)

if Xq—Xp, and X, — X3 are equal.

@ | Aq Ao B
(b) Aq B Ao
y
X1 X2 X3

Figure 2.6-2 Components placed in the presence of a gradient,
(a) without common-centroid layout and (b) with common-centroid layout.

The matching principles described thus far should be applied to capacitors when it is
desired to match them. In addition, there are other rules that should be applied when
dealing with capacitors. When laying out a capacitor, the capacitor’s value should be
determined by only one plate to reduce its variability. Consider the dual-plate capacitors
shown in Fig. 2.6-3. In thisfigure, the electric field lines are illustrated to indicate that
the capacitance between the plates is due to both an area field and fringe field. In Fig.
2.6-3(a) the total capacitance between the two plates will vary if the edges of the top plate
indicated by points A and A' move, or if the edges of the bottom plate indicated by points
B and B' move. On the other hand, the value of the capacitor illustrated in Fig. 2.6-3(b)
is sensitive only to the edge variations of the top plate. Even if the top plate shifts to the
left or to the right by a small amount, the capacitance changes very little. The capacitor in
Fig. 2.6-3(a) is sensitive to movement of both plates and thus will have greater variability
due to process variations that the capacitor in Fig. 2.6-3(b).
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@ (b)

Figure 2.6-3 Side view of a capacitor made from two plates. The capacitor shownin (a)
will vary in value do to edge variations at points A,A" and B,B'. The capacitor shown in (b)
isnot sensitive to edge variations at B,B'. It isonly sensitive to edge variations at points A,A'.

Thefield linesillustrated in Fig. 2.6-3 are helpful to appreciate the fact that the total
capacitance between two plates is due to an area component (the classic parallel plate
capacitor) and a perimeter component (the fringe capacitance). With this in mind,

consider a case where it is desired to ratio two capacitors, C; and C, by a precise amount
(e.g., two to oneratio).

Let C, be defined as

C1=Cia+Cyp 8
and C, be defined as

C,=Cop +Cop ©)
where

Cxa isthe area capacitance (parallel-plate capacitance)

Cxp isthe peripheral capacitance (the fringe capacitance)

The ratio of C, to C4 can be expressed as

Czp
Co_Coa+Cop _ Coa %
C1 Cia+Cip ~ Cia % ClP

(10)

If C1p /Cqa equals Cop/Cop then C2/Cl Is determined by the ratios of capacitor areas
only. Thus the equations show that maintaining a constant area-to-perimeter ratio
eliminates matching sensitivity due to the perimeter. It should not be a surprise that a
constant area-to-perimeter ratio is achieved when the unit-matching principle is applied!
At this point it is worthwhile to ask what geometry is best at maintaining constant area-
to-perimeter ratio—a square, rectangle, circle, or something else. Referring again to Eq.
(10) it is clear that minimizing the perimeter-to-arearatio is a benefit. It is easy to show
(see problem 29) that a circle achieves the least perimeter for a given area and thus it is
the best choice for minimizing perimeter effects. Moreover, a circle has no corners and
corners experience more etch variation than do sides. For a variety of reasons unrelated
to the technology, circles may be undesirable. A reasonable compromise between a
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square and a circle is a square with chamfered corners (an octagon) as illustrated in Fig.
2.6-4.

Top plate
of capacitor

Bottom plate
of capacitor

Figure 2.6-4 Illustration of a capacitor using an octagon to approximate a circle
to minimize the ratio of perimeter to area.

Another useful capacitor layout technique uses the Yiannoulos path’. This method
uses a serpentine structure that can maintain a constant area-to-perimeter ratio. The
beauty of the technique is that you are not limited to integer ratios as is the case when
using the unit-matching principle. An example of this layout technique is given in Fig.
2.6-5. It can be easily shown that this structure maintains a constant area-to-perimeter
ratio (see problem 30)

'This ideawas developed by Aristedes A. Yiannoulos.
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One unit
Etch compensation E
Total areais
12.5 units
Total areais
18 units.

Figure 2.6-5 The Y -path technique for achieving non-integer capacitor ratios
while maintaining constant area-to-perimeter ratio.

MOS Transistor Layout

Figure 2.6-6 illustrates the layout of a single MOS transistor and its associated side
view. Transistors which are used for analog applications are drawn as linear stripes as
opposed to a transistor drawn with a bend in the gate. The dimensions that will be
important later on are the width and length of the transistor as well as the area and
periphery of the drain and source. It isthe WIL ratio that is the dominant dimensional
component governing transistor conduction, and the area and periphery of the drain and
source that determine drain and source capacitance on a per-device basis.
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Metal
FOX FOX
Act.ive area Polysilicon
drain/source gate
Contact 4\ L
\

Cut______ _._%;K_._ _______

Active area .

drain/source

Metal 1

Figure 2.6-6 Examplelayout of an MOS transistor showing
top view and side view at the cut line indicated.

When it is desired to match transistors, the unit-matching principle, and the
common-centroid method should be applied. Once applied, the question arises as to
whether, the drain/source orientation of the transistors should be mirror symmetric or
have the same orientation. In Fig. 2.6-7(a) transistors exhibit mirror symmetry while in
Fig. 2.6-7(b) transistors exhibit identical orientation, or photolithographic invariance
(PL1). It is not uncommon for the drain/source implant to be applied at an angle.
Because of its height (its thickness), polysilicon can shadow the implant on one side or
the other causing the gate-source capacitance to differ from the gate-drain capacitance.
By applying the PLI layout method, the effect of the implant angle is matched so that the
two Cgg are matched and the two Cgp are matched. In order to achieve both common
centroid and PLI layouts, matched transistors must be broken into four units each and laid
out in accordance with Fig. 2.6-7(c).

' The term “photolithographic invariance” was coined by Eric J. Swanson while at Crystal
Semiconductor.
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Metal 2

(d)

T e

Figure 2.6-7 Examplelayout of MOS transistors using (a) mirror symmetry, (b) photolithographic
invariance, and (c) two transistors sharing a common source and laid out to achieve both photolithographic

invariance and common centroid. (d) Compact layout of (c).
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Resistor Layout

Figure 2.6-8(a) shows the layout of aresistor. The top view is genera in that the
resistive component can represent either diffusion (active area) or polysilicon. The side
view is particular to the diffusion case. A well resistor isillustrated in Fig. 2.6-8(b). To
understand the dimensions that are important in accessing the performance of aresistor, it
is necessary to review the relationship for the resistance of a conductive bar.

For a conductive bar of material as shown in Fig. 2.6-9, theresistance Ris given as

_pL
R=T (@ (11)

where p isresistivity in Q-cm, and A is a plane perpendicular to the direction of current
flow. Interms of the dimensions givenin Fig. 2.6-9, Eq. (11) can be rewritten as

_pL
R=yr (Q) (12)
Since the nominal values for pand T are generally fixed for a given process and material

type, they are grouped together to form a new term pg called sheet resistivity. Thisis
clarified by the following expression

U
R=E = ot (@ (13

It is conventional to give pg the units of Q/0 (read Ohms per square). From the layout
point of view, aresistor has the value determined by the number of squares of resistance

multiplied by ps.
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Metal
FOX FOX
Substrate
Active area (diffusion)
Contact Activeareaor Polysilicon W

Metal 1

(a) Diffusion or polysilicon resistor

Metal

Substrate

Active area (diffusion) Well diffusion

Active area

Well diffusion
Contact

. T Metal 1

(b) Well resistor

Figure 2.6-8 Example layout of (a) diffusion or polysilicon resistor and
(b) Well resistor along with their respective side views at the cut line indicated.
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Direction of current flow

/4
T w
18 /
T L Area, A

Figure2.6-9 Current flow in aconductive bar.

Example 2.6-1 Resistance Calculation

Given a polysilicon resistor like that drawn in Fig. 2.6-8(a) with W=0.8um and
L=20um, calculate pg (in Q/0), the number of squares of resistance, and the resistance
value. Assume that p for polysilicon is 9 x 10-4 Q-cm and polysilicon is 3000 A thick.
Ignore any contact resistance.

First calculate pg.

_p _ 9x104Q-cm e
PS = T~ 3000x108cm

The number of squares of resistance, N, is

_ L _ 20um _
W " 0.8um

giving the total resistance as

R=psx N = 30x25=750Q

Returning to Fig. 2.6-8, the resistance of each resistor shown is determined by the
L/W ratio and its respective sheet resistance. One should wonder what the true values of
L and W are since, in reality, the current flow is neither uniform nor unidirectional. Itis
convenient to measure L and W as shown and then characterize the total resistance in two
components. the body component of the resistor (the portion along the length, L) and the
contact component. One could choose a different approach as long as devices are
characterized consistently with the measurement technique (this is covered in more detall
in Appendix B on device characterization).

Capacitor Layout

Capacitors can be constructed in a variety of ways depending upon the process as
well as the particular application. Only two detailed capacitor layouts will be shown
here.
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The double-polysilicon capacitor layout is illustrated in Fig. 2.6-10(a). Notice that
the second polysilicon layer boundary falls completely within the boundaries of the first
polysilicon layer (gate) and the top-plate contact is made at the center of the second
polysilicon geometry. This technique minimizes top-plate parasitic capacitance that
would have been worsened if the top polysilicon had, instead, followed a path outside the
boundary of polysilicon gate and made contact to metal elsewhere.

Purely digital processes do not generally provide double-polysilicon capacitors.
Therefore, precision capacitors are generally made using multiple layers of metal. If only
one layer of metal exists, a metal-polysilicon capacitor can be constructed. For multi-
layer metal processes, polysilicon can still be used as one of the capacitor layers. The
problem with using polysilicon as a capacitor layer in this case is that the polysilicon-to-
substrate capacitance can represent a substantial parasitic capacitance compared to the
desired capacitor. If the additional parasitic capacitance resulting from the use of
polysilicon is not a problem, greater per-unit-area capacitance can be achieved with this
type of capacitor.

An example of atriple-metal capacitor isillustrated in Fig. 2.6-10(b). In thislayout,
the top plate of the capacitor is the metal two layer. The bottom plate is made from
metals one and three. _

The value of integrated circuit capacitors is approximately'

EoxA
C=1—=CoA (14)
0OX

where &, is the dielectric constant of the silicon dioxide (approximately 3.45 x 10-°

pF/um), toy is the thickness of the oxide, and A is the area of the capacitor. The value of
the capacitor is seen to depend upon the area A and the oxide thickness t,y. Thereis, in
addition, a fringe capacitance that is a function of the periphery of the capacitor.
Therefore, errorsin the ratio accuracy of two capacitors result from an error in either the
ratio of the areas, or the oxide thickness. If the error is caused by a uniform linear
variation in the oxide thickness, then a common centroid geometry can be used to
eliminate its effects [29]. Arearelated errors result from the inability to precisely define
the dimensions of the capacitor on the integrated circuit. Thisis due to the error tolerance
associated with making the mask, the nonuniform etching of the material defining the
capacitor plates, and other limitations [30].

'Thisis the infinite parallel-plate equation. This expression loses its accuracy as the plate dimensions
approach the dimension separating the plates.
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Figure 2.6-10 Example layout of (a) double-polysilicon capacitor, and (b) triple-level
metal capacitor along with their respective side views at the cut line indicated.
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The performance of analog sampled-data circuits can be directly related to the
capacitors used in the implementation. From the standpoint of analog sampled-data
applications, one of the most important characteristics of the capacitor is ratio accuracy
[31].

Layout Rules

Asthe layout of an integrated circuit is being drawn, there are layout rules that must
be observed in order to ensure that the integrated circuit is manufacturable. Layout rules
governing manufacturability arise, in part, from the fact that at each mask step in the
process, features of the next photomask must be aligned to features previously defined on
the integrated circuit. Even when using precision automatic alignment tools, there is still
some error in alignment. In some cases, alignment of two layers is critical to circuit
operation. As a result, alignment tolerances impose a limitation of feature size and
orientation with respect to other layers on the circuit.

Electrical performance requirements also dictate feature size and orientation with
respect to other layers. A good example of this is the allowable distance between
diffusions supporting a given voltage difference. Understanding the rules associated with
electrical performance is most important to the designer if circuits are to be designed that
challenge the limits of the technology. The limits for these rules are constrained by the
process (doping concentration, junction depth, etc.) characterized under a specific set of
conditions.

The following set of design rules are based upon the minimum dimension resolution

A (lambda, not to be confused with the channel length modulation parameter A which will

be introduced in Chapter 3). The minimum dimension resolution A is typically one-half
the minimum geometry allowed by the process technology.

The basic layout levels needed to define a double-metal, bulk, silicon gate CMOS
circuit include well (p- or n°), active area (AA), polysilicon-gate (poly), second
polysilicon (capacitor top plate), contact, metal-1, via, metal-2, and pad opening. The
symbols for these levels are shown in Fig. 2.6-11(c). Table 2.6-1 gives the simplified
design rules for a polysilicon-gate, bulk CMOS process. Figure 2.6-11 illustrates these
rules.

In most cases design rules are unique to each wafer manufacturer. The design rules
for the particular wafer manufacturer should be obtained before the design is begun and
consulted during the design. This is especially important in the design of state-of-the-art
analog CMOS. However, the principles developed here should remain unaltered while
trandlated to specific processes.

Table 2.6-1 Design Rules for a Double-Metal, Double-Polysilicon, N-Well, Bulk
CMOS Process.

Minimum Dimension Resolution (A)

1. N-Wdll
AL WIGEN e 6
1B. spacing (Same potential).........ccoveerereererienneenieeee e 8
1C. spacing (different potential) .........ccoceverenenenineneseeeee 22
2. ActiveArea(AA)
2A. WITEN (s 4
Spacing to Well
2B.  AA-ncontained in N-Well ..o 1
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2C. AA-nexterna ton-Well........ccoooiiiiiinieee, 10
2D.  AA-pcontained in N-Well ... 3
2E.  AA-pextena ton-Well ... 7
Spacing to other AA (inside or outside well)
2F.  AATOAA (POMN) et 3
3. Polysilicon Gate (Capacitor bottom plate)
A, WIN.cec s 2
3B, SPACING...eeeitiriieiieieeieee ettt 3
3C. spacing of polysiliconto AA (over field)......cocoveveninennne. 1
3D. extension of gate beyond AA (transistor width direction)....2
3E. spacing of gate to edge of AA (transistor length direction) ..4
4.  Polysilicon Capacitor top plate
AA.  WIEN. .o 2
AB.  SPBCING. .. eeeeeeterierteeieeeeeessestessesse st st e e e e e ssesbesresnesae e eneens 2
4C. spacing to inside of polysilicon gate (bottom plate).............. 2
5. Contacts
DA, SIZE e 2x2
512 T o 7= o1 0o 1RSSR 4
5C. gpacing to polysilicon gate........cccoeveveenienienieneee e 2
5D. spacing polysilicon contact to AA.......c.coererirenereeeeeeee 2
S5E. metal overlap of CONtaCt ..........cccceverereeiieiese e 1
5F.  AA overlap of Contact ........cccoeeevveiiiieereee e 2
5G. polysilicon overlap of contact ............cccecvecviieviece e, 2
5H. capacitor top plate overlap of contact..........ccccevcvvevevciieeienn, 2
6. Metal-1
BA.  WILN.c.eeeeceeee e 3
BB.  SPACING....cuiitirieeiieirieie e 3
7. Via
TA.  SIZE e 3x3
4= T o= o1 0o TSRS 4
7C.  enclosure by Metal-1.........cccoooeiirinnieneee e 2
7D. enclosure by Metal-2..........cocooiriiinieiieeeeee e 2
8. Meta-2
A, WILN...eiie s 4
o] = TS o= o1 0o PO 3
Bonding Pad
8C.  FPACING IO AA ... 24
8D. spacing to Metal CIrCUIIY ........overeeeeieierese e 24
8E. spacing to polysSilicon gate.........ccoveeeeenieieneneseseeeeeeas 24
9. Passivation Opening (Pad)
9A. bonding-pad Opening..........cccceeeereerenerennenn 100um x 100um
9B. bonding-pad opening enclosed by Metal-2..............ccu...... 8
9C. bonding-pad opening to pad opening space............ccecueeneen. 40

Note: For a P-Well process, exchange p and nin al instances.

2.7 Summary
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This chapter has introduced CMOS technology from the viewpoint of its use to
implement analog circuits. The basic semiconductor fabrication processes were described
in order to understand the fundamental elements of this technology. The basic fabrication
steps include diffusion, implantation, deposition, etching, and oxide growth. These steps
are implemented by the use of photolithographic methods which limit the processing
steps to certain physical areas of the silicon wafer. The basic processing steps needed to
implement atypical silicon-gate CMOS process were described next.

The pn junction was reviewed following the introduction to CMOS technology
because it plays an important role in al semiconductor devices. This review examined a
step pn junction and developed the physical dimensions, the depletion capacitance, and
the voltage-current characteristics of the pn junction. Next, the MOS transistor was
introduced and characterized with respect to its behavior. It was shown how the channel
between the source and drain is formed and the influence of the gate voltage upon this
channel was discussed. The MOS transistor is physically a very simple component.
Finally, the steps necessary to fabricate the transistor were presented.

A discussion of possible passive components that can be achieved in CMOS
technology followed. These components include only resistors and capacitors. The
absolute accuracy of these components depends on their edge uncertainties and improves
as the components are made physically larger. The relative accuracy of passive
components depends upon type and layout.

The next section discussed further considerations of CMOS technology. These
considerations included: the substrate and lateral BJTs compatible with the CMOS
process; latch-up, which occurs under certain high-current conditions; the temperature
dependence of CMOS components; and the noise sources in these components.

The last section covered the geometrical definition of CMOS devices. This focused
on the physical constraints that insure that the devices will work correctly after
fabrication. This material will lead naturally to the next chapter where circuit models are
developed to be used in analyzing and designing circuits.
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A

Figure2.6-11(a) Illustration of the design rules 1-3 of Table 2.6-1.
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Figure 2.6-11(b) Illustration of the design rules 4-5 of Table 2.6-1.
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N-WELL E N-AA - P-AA

POLYSILICON < POLYSILICON i
- CAPACITOR m GATE E METAL-1
L IMETAL-2

Figure 2.6-11(c) lllustration of the design rules 6-9 of Table 2.6-1.
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PROBLEMS

1.

2.

© ©

10.

11.
12.

13.

14.

15.

16.

List the five basic MOS fabrication processing steps and give the purpose or
function of each step.

What is the difference between positive and negative photoresist and how is
photoresist used?

Illustrate the impact on source and drain diffusions of a 7° angle off perpendicular
ion implant. Assume that the thickness of polysilicon is 8000 A and that out

diffusion from point of ion impact is 0.07 um.

Repeat Example 2.2-1 if the applied voltageis-2 V.

Develop Eq. (9) of Sec. 2.2 using Egs. (1), (7), and (8) of the same section.
Redevelop Egs. (7) and (8) pf Sec. 2.2 if the impurity concentration of a pn junction
isgiven by Fig. 2.2-2 rather than the step junction of Fig. 2.2-1(b).

Plot the normalized reverse current, ia/ir, Versus the reverse voltage vg of asilicon

pn diodewhichhasBV =12V and n = 6.

What is the breakdown voltage of a pn junction with Ny = Np = 1016/cm3?

What change in vp of asilicon pn diode will cause an increase of 10 (an order of
magnitude) in the forward diode current?

Explain in your own words why the magnitude of the threshold voltage in Eq. (19)
of Sec. 2.3 increases as the magnitude of the source-bulk voltage increases (The
source-bulk pn diode remains reversed biased.)

If Vg =2V, find the value of V for the n-channel transistor of Ex. 2.3-1.
Re-derive Eq. (27) given that V1 is not constant in Eq. (22) but rather varies linearly
with v(y) according to the following equation.

Vr=Vro+a|vsl

If the mobility of an electron is 500 cm?Z/(V[S) and the mobility of a hole is 200

cm?/(V1S), compare the performance of an n-channel with a p-channel transistor. In
particular, consider the value of the transconductance parameter and speed of the
MOS transistor.

What is the function of silicon nitride in the CMOS fabrication process described in
Sec. 2.1?

Give typical thicknesses for the field oxide (FOX), thin oxide (TOX), n* or p*, p-

well, and metal 1 in units of yum.

Given the component tolerances in Table 2.4-1, design the simple lowpass filter
illustrated in Fig P2.16 to minimize the variation in pole frequency over all process
variations. Pole frequency should be designed to a nominal value of IMHz. You
must choose the appropriate capacitor and resistor type. Explain your reasoning.
Calculate the variation of pole frequency over process using the design you have
chosen.
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17.

18.
19.

20.
21.

22.

23.

out

\
/1

Figure P2.16

List two sources of error that can make the actual capacitor, fabricated using a
CMOS process, differ from its designed value.

What is the purpose of the p* implantation in the capacitor of Fig. 2.4-1(a)?

Using Ex. 2.3-1 as a starting point, calculate the difference in threshold voltage

between two devices whose gate-oxide is different by 5% (i.e., to, =210 A).
Repeat Ex. 2.3-1 using N = 7 x 1016 cm3, gate doping, Np =1 x 1019 cm-3,
Consider thecircuit in Fig. P2.21. Resistor R; isan n-well resistor with anominal value

of 10 kQ when the voltage at both terminalsis 3 V. The input voltage, v, is a sine wave
with an amplitude of 2 VPP and a dc component of 3 V. Under these conditions, the value

of Ry isgivenas

Vin *+ Vout U0
R, = H_'_ KR~ You
1 RnomD DE 2 D]]DD

where Rnhom is 10K and the coefficient K is the voltage coefficient of an n-well
resistor and has avalue of 10K ppm/V. Resistor R, isan ideal resistor with avalue

of 10 kQ. Derive a time-domain expression for vg,. Assume that there are no
frequency dependencies.

Ry
. o—— AW o
Vin 3
Vin R, Vout
2
O O

FigureP2.21

Repeat problem 21 using a P+ diffused resistor for Ry. Assume that a P+ resistor’s
voltage coefficient is 200 ppm/V. The n-well in which R1 lies, istied to a 5 volt
supply.

Consider problem 22 again but assume that the n-well in which R1 lies is not
connected to a 5 volt supply, but rather is connected as shown in Fig. P2.23.
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Ry
o | A", | o
Vin R R, Vout FOX
n-well
o o p- substrate  n-well p+ diffusion
Figure P2.23

24. Assume vp =0.7 V and find the fractional temperature coefficient of 15 and vp.

25. Plot the noise voltage as a function of the frequency if the thermal noise is 100
nV/AJHz and the junction of the 1/f and thermal noise (the 1/f noise corner) is 10,000
Hz.

26. Given the polysilicon resistor in Fig. P2.26 with aresistivity of p = 8x10-4 Q-cm,
calculate the resistance of the structure. Consider only the resistance between
contact edges. pg =50 Q/ [

tact -
1pmi con Polysilicon

cu_ m N .
[
Top view T - 3um > T Vet 1

-\—IL
o 4 FOX
Side view

\ Substrate

Diffusion or polysilicon resistor

Figure P2.26

27. Given that you wish to match two transistors having a W/L of 100um/0.8um each.
Sketch the layout of these two transistors to achieve the best possible matching.

28. Assume that the edge variation of the top plate of a capacitor is 0.05um and that
capacitor top plates are to be laid out as squares. It is desired to match two equal
capacitors to an accuracy of 0.1%. Assume that there is no variation in oxide
thickness. How large would the capacitors have to be to achieve this matching
accuracy?
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29. Show that a circular geometry minimizes perimeter-to-area ratio for a given area
requirement. In your proof, compare against rectangle and square.

30. Show analytically how the Yiannoulos-path technique illustrated in Fig. 2.6-5
maintains a constant area-to-perimeter ratio with non-integer ratios.

31. Design an optimal layout of a matched pair of transistors whose W/L are 8um/1um.
The matching should be photolithographic invariant as well as common centroid.

32. Figure P.32 illustrates various ways to implement the layout of a resistor divider.
Choose the layout that BEST achieves the goal of a 2:1 ratio. Explain why the
other choices are not optimal.

2R

I P20 [ X I ®)

Figure P2.32
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Chapter 3 CMOS Device Modeling

Before one can design a circuit to be integrated in CM OS technology, one must first
have a model describing the behavior of all the components available for use in the
design. A model can take the form of mathematical equations, circuit representations, or
tables. Most of the modeling used in this text will focus on the active and passive devices
discussed in the previous chapter as opposed to higher-level modeling such as
macromodeling, or behavioral modeling.

It should be stressed at the outset that a model is just that and no more—it is not the
real thing! In an ideal world, we would have a model that accurately describes the
behavior of a device under all possible conditions. Redlistically, we are happy to have a
model that predicts simulated performance to within a few percent of measured
performance. There is no clear agreement as to which model comes closest to meeting
this “ideal” model [1]. This lack of agreement is illustrated by the fact that, at this
writing, HSPICE [25] offers the user 43 different MOS transistor models from which to
choose!

This text will concentrate only three of these models. The simplest model which is
appropriate for hand calculations was described in Sec 2.3 and will be further developed
here to include capacitance, noise, and ohmic resistance. In SPICE terminology, this
simple model is called the LEVEL 1 model. Next, a small-signal model is derived from
the LEVEL 1 large-signal model and is presented in Sec. 3.3.

A far more complex model, the SPICE LEVEL 3 model is presented in Sec. 3.4.
This model includes many effects that are more evident in modern short-channel
technologies as well as subthreshold conduction. It is adequate for device geometries

down to about 0.8um. Finally, the BSIM3v3 model is presented. This model is the
closest to becoming a standard for computer simulation.

Notation

SPICE was originally implemented in FORTRAN where all input was required to be
uppercase ASCII characters. Lowercase, greek, and super/subscripting were not allowed.
Modern SPICE implementations generally accept (but do not distinguish between) upper-
and lowercase but the tradition of using uppercase ASCII still lives on. This is
particularly evident in the device model parameters. Since greek characters are not

available, these were simply spelled out, e.g., y entered as GAMMA. Super and
subscripts were ssmply not used.

It is inconvenient to adopt the SPICE naming convention throughout the book
because equations would appear unruly and would not be familiar to what is commonly
seen in the literature. On the other hand, it is necessary to provide the correct notation
where application to SPICE is intended. To address this dilemma, we have decided to
use SPICE uppercase (non italic) notation for all model parameters except those applied
to the ssimple model (SPICE LEVEL 1).

3.1 Smple MOS Large-Signa

All large-signal models will be developed for the n-channel MOS device with the
positive polarities of voltages and currents shown in Fig. 3.1-1(a). The same models can
be used for the p-channel MOS device if all voltages and currents are multiplied by —1

and the absolute value of the p-channel threshold is used. Thisis equivalent to using the
voltages and currents defined by Fig. 3.1-1(b) which are al positive quantities. As



Allen/Holberg : Chapter 3 : 1/13/01 2

mentioned in Chapter 1, lower-case variables with capital subscripts will be used for the
variables of large-signal models and lower-case variables with lower-case subscripts will
be used for the variables of small-signal models. When the voltage or current is a model
parameter, such as threshold voltage, it will be designated by an upper-case variable and
an upper-case subscript.

Figure 3.1-1 Positive sign convention for (a) n-channel, and (b) p-channel MOS transistor.

When the length and width of the MOS device is greater than about 10 um, the
substrate doping is low, and when a simple model is desired, the model suggested by
Sah [2] and used in SPICE by Shichman and Hodges [3] is very appropriate. This model
was developed in EqQ. (28) of Sec. 2.3 and given below.

CoxW
ip =22 = %GS V) - DS[% (1)

The terminal voltages and currents have been defined in the previous chapter. The
various parameters of (1) are defined as

o = surface mobility of the channel for the n-channel or p-channel device (cm2/V-s)
&
Cox= t—ox = capacitance per unit area of the gate oxide (F/cm2)
OX
W = effective channel width
L = effective channel length

The threshold voltage V1 is given by Eqg. (19) of Sec. 2.3 for an n-channel transistor

V= Vro+ yA[2g +ve - \2geF 2

1 Vg Nas 2
V10= V7 (Vv =0) = Vpg + 2|¢ . Cor 3)

\V2¢5 g Nsus
C

(0),¢

y= bulk threshold parameter (V1/2) = (4)
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@ = strong inversion surface potential (V) = - k—Tln MD (5)
qg Umn O
_ _ Qss
Veg =flatband voltage (V) = aus— G (6)
OX
@us = @ (substrate) — ¢ (gate) [EQ. (17) of Sec. 2.3] (7)
@=(substrate) = - %T In [Dﬁ\lﬁf—Bg [n-channel with p-substrate] (8)
@-=(gate) = I%—In %Nerf‘ TES [n-channel with nt* polysilicon gate] 9
1
Qg = oxide charge = g Ngg (10)

k = Boltzmann'’ s constant
T = temperature (K)
n; = intrinsic carrier concentration

Table 3.1-1 gives some of the pertinent constants for silicon.

Table 3.1-1 Constantsfor Silicon.

Constant Symbol  Constant Description Vaue Units
\e Silicon bandgap (27°C) 1.205 Vv
k Boltzmann’s constant 1.381x 1023 JK
n; Intrinsic carrier concentration (27°C) 1.45 x 1010 cm-3
& Permittivity of free space 8.854 x 10-14 F/lcm
& Permittivity of silicon 11.7 & Flem
Eox Permittivity of SIO, 39 & Flcm

A unique aspect of the MOS device is its dependence upon the voltage from the
source to bulk as shown by Eq. (2). This dependence means that the MOS device must be
treated as a four-termina element. It will be shown later how this behavior can influence
both the large- and small-signal performance of MOS circuits.

In the realm of circuit design, it is more desirable to express the model equationsin
terms of electrical rather than physical parameters. For this reason, the drain current is
often expressed as

ip=p %VGS ~ V) - V%S%’DS (11)

or
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_ W VD
ip=K'1~ EVGS_ V) - TS%/DS (12)
where the transconductance parameter S is given in terms of physical parameters as

B=(K) L DML (AND) 13)

When devices are characterized in the nonsaturation region with low gate and drain

voltages the value for K' is approximately equal to t,Cgy in the simple model. Thisis not
the case when devices are characterized with larger voltages introducing effects such as
mobility degradation. For these latter cases, K' is usually smaller. Typical values for the
model parameters of Eq. (12) aregivenin Table 3.1-2.

Table 3.1-2 Model Parametersfor a Typical CMOS Bulk Process Suitable for Hand

Calculations Using the Simple Model. These Values Are Based upon a 0.8 um
Silicon-Gate Bulk CMOS n-Well Process.

Parameter Parameter Typical Parameter Value
Symbol Description N-Channel P-Channel Units
V1o Threshold Voltage | 0.7 +0.15 -0.7£0.15 v
(Ves=0)
K' Transconductance | 110.0 + 10% 50.0 + 10% UAINV 2
Parameter (in
saturation)
y Bulk threshold 04 0.57 (V)12
parameter
A Ch?jnT;_length 0.04 (L=1 um) 005(UL=1um) | M)~
modul ation
parameter 0.01 (L=2 um) 0.01 (L =2 um)
2|k Surface potentia at | 0.7 0.8 \Y,
strong inversion

There are various regions of operation of the MOS transistor based on the model of

Eq. (1). These regions of operation depend upon the value of vgg— V1. If vgg— VT is
zero or negative, then the MOS device isin the cutoff! region and Eqg. (1) becomes

iD = 0, VGS—VTS 0 (14)
In this region, the channel acts like an open circuit.

A plot of Eq. (1) with A = 0 as afunction of vpgis shown in Fig. 3.1-2 for various

values of vgg— V1. At the maximum of these curves the MOS transistor is said to

saturate. The value of vpg at which this occurs is called the saturation voltage and is
given as

Vpg(sat) = vgs— VT (15)

i We will learn |ater that MOS transistors can operate in the subthreshold region where the gate-source
voltage is less than the threshold voltage.
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Figure 3.1-2 Graphical illustration of the modified Sah equation.

Thus, vpgsat) defines the boundary between the remaining two regions of operation. If
Vpgislessthan vpgsat), then the MOS transistor is in the nonsaturated region and Eq. (1)
becomes

. LW VD
'D:(K)f%VGS_VT)_TS%/DS ; 0<vps=(vgs—V7) (16)

In Fig. 3.1-2, the nonsaturated region lies between the vertical axis (vpg= 0) and vpg=
Vgs— VT curve.

The third region occurs when vpg is greater than vpg(sat) or vgg— V. At this point
the current ip becomes independent of vpg Therefore, vpgin Eg. (1) is replaced by
vpg(sat) of Eq. (11) to get

. . W
ip =K' 5 (Ves- Vr)?  0<(Vgs— V1) < Vps (17)

Equation (17) indicates that drain current remains constant once vpg is greater than
Vgs— V. Inredlity, thisis not true. As drain voltage increases, the channel length is
reduced resulting in increased current. This phenomenon is called channel length
modulation and is accounted for in the saturation model with the addition of the factor,
(1 + Avpg) where vpgis the actual drain-source voltage and not vpg(sat). The saturation
region model modified to include channel-length modulation is given in Eq. (18)

W
ip=K' 51 (Vas= V1) (1 + Apg, 0<(vgs— V) < Vps (18)

The output characteristics of the MOS transistor can be developed from Egs. (14),
(16), and (18). Figure 3.1-3 shows these characteristics plotted on a normalized basis.
These curves have been normalized to the upper curve where Vggj is defined as the value
of vgg which causes a drain current of Ipg in the saturation region. The entire
characteristic is developed by extending the solid curves of Fig. 3.1-2 horizontally to the
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right from the maximum points. The solid curves of Fig. 3.1-3 correspond to A = 0. If
A # 0, then the curves are the dashed lines.

in/1

D’ 'DO Vbs=Ves ™ Vr - v
I - —
100 L feo-oTTT Vos~ Vr =1.00
! Voo~ Vr
075 L et Yos™VT_ _ g ge7
! Channel-length Voo~ Vr
modulation effects
050 | St Yos™ V1 o707
Voo~V
025 | P el Vs~V _ 0.50
L Voo~ Vr
L Cutoff region Ves—Vy _ 0.00
0 _- i 1 1 LN 1 X1 Voo~ V1
0.5 1.0 2.0 25

Vos! Vog = V)

Figure 3.1-3 Output characteristics of the MOS device.

Another important characteristic of the MOS transistor can be obtained by plotting
ip versus Vgg using Eq. (18). Fig. 3.1-4 snows this result. This characteristic of the MOS
transistor is called the transconductance characteristic. We note that the transconductance
characteristic in the saturation region can be obtained from Fig. 3.1-3 by drawing a
vertical line to the right of the parabolic dashed line and plotting values of i versus vgs
Fig. 3.1-4 is also useful for illustrating the effect of the source-bulk voltage, veg. Asthe
value of vgg increases, the value of V1 increases for the enhancement, n-channel devices

(for a p-channel device, |V1| increases as vggincreases). V also increases positively for
the n-channel depletion device, but since V is negative, the value of V1 approaches zero

from the negative side. If vgg is large enough, V1 will actually become positive and the
depletion device becomes an enhancement device.
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Vps2 Vs~ Vr

b
vSBs>vs32>vSBl>O

0

Ves

Figure 3.1-4 Transconductance characteristic of the MOS transistor
asafunction of the bulk-source voltage, vg.

Since the MOS transistor is a bidirectional device, determining which physical node
isthe drain and which the source may seem arbitrary. Thisis not really the case. For an n-
channel transistor, the source is always at the lower potential of the two nodes. For the p-
channel transistor, the source is always at the higher potential. It is obvious that the drain
and source designations are not constrained to a given node of atransistor but can switch
back and forth depending upon the terminal voltages applied to the transistor.

A circuit version of the large-signal model of the MOS transistor consists of a
current source connected between the drain and source terminals, that depends on the
drain, source, gate, and bulk terminal voltages defined by the simple model described in
this section. This simple model has five electrical and process parameters that completely
define it. These parameters are K', V1, ¥, A, and 2¢=. The subscript n or p will be used
when the parameter refers to an n-channel or p-channel device, respectively. They
constitute the Level | model parameters of SPICE [23]. Typica values for these model
parameters are given in Table 3.1-2.

The function of the large-signal model is to solve for the drain current given the
terminal voltages of the MOS device. An example will help to illustrate this as well as
show how the model is applied to the p-channel device.

Example 3.1-1Application of the Simple MOS Large Signal Model

Assume that the transistorsin Fig. 3.1-1 have a WIL ratio of 5 um/1 um and that the
large signal model parameters are those given in Table 3.1-2. If the drain, gate, source,
and bulk voltages of the n-channel transistor is3V, 2V, 0V, and 0V, respectively, find
the drain current. Repeat for the p-channel transistor if the drain, gate, source, and bulk
voltagesare -3V, -2V, 0V, and 0V, respectively.

We must first determine in which region the transistor is operating. Eq. (15) gives
Vpg(sat) as2 V - 0.7 V = 1.3 V. Since vpgis3 V, the n-channel transistor is in the
saturation region. Using Eq. (18) and the values from Table 3.1-2 we have

ip = (Ves~ Vin)(1 + AN VDY)
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_ 110 x 1075(5 um)
- 2(1 pm)

(2-0.7)4(1 + 0.04 x 3) = 520 UA

Evaluation of Eg. (15) for the p-channel transistor is given as
VSD(SaI) =Vgg — |VTP| =2V -07V =13V

Since vgp is3 V, the p-channel transistor is also in the saturation region, Eq. (17) is
applicable. The drain current of Fig. 3.1-1(b) can be found using the values from Table
31-2as

ip = (vss = V1p )5(1 + Ap VD)

_ 50 x 106(5 um)

2 — 0.7)4(1 + 0.05 x 3) = 243 uA
2L am) ( )( ) u

It is often useful to describe vggin terms of i in saturation as shown below.

2ip
Ves=VT *\ [ (19)
B
This expressions illustrates that there are two components to Vgg —an amount to invert
the channel plus an additional amount to support the desired drain current. This second
component is often referred to in the literature as V. Thus Vg can be defined as

.
Von = f (20)

The term V) should be recognized as the term for saturation voltage Vpg (sat). They
can be used interchangeably.

3.2 Other MOS Large-Signal Model Parameters

The large-signal model also includes several other characteristics such as the
source/drain bulk junctions, source/drain ohmic resistances, various capacitors, and noise.
The complete version of the large-signal model isgivenin Fig. 3.2-1.
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Figure 3.2-1 Complete large-signal model for the MOS transistor.

The diodes of Fig. 3.2-1 represent the pn junctions between the source and substrate
and the drain and substrate. For proper transistor operation, these diodes must always be
reverse biased. Their purpose in the dc model is primarily to model leakage currents.
These currents are expressed as

. 0O MVepO O

lgp = ls BXPTRT 010 @
and

. O Vel O

lgs= s PRt 10 (2

where |4 is the reverse saturation current of a pn junction, q is the charge of an electron, k
is Boltzmann's constant, and T is temperature in Kelvin units.

The resistors rp and rg represent the ohmic resistance of the drain and source,
respectively. Typicaly, these resistors may be 50 to 100 ohmg and can often be ignored
at low drain currents.

The capacitance of Fig. 3.2-1 can be separated into three types. The first type
includes capacitors Cgp and Cgg which are associated with the back-biased depletion
region between the drain and substrate and the source and substrate. The second type
includes capacitors Cgp, Cgs, and Cgg which are al common to the gate and are

I For asilicide process, these resistances will be much less—on the order of 5 to 10 ohms.
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dependent upon the operating condition of the transistor. The third type includes parasitic
capacitors which are independent of the operating conditions.

The depletion capacitors are a function of the voltage across the pn junction. The
expression of this junction-depletion capacitance is divided into two regions to account
for the high injection effects. Thefirst isgiven as

‘MJ
Cex=(C) AN "m0 . Vexs(FO)(PB) 3

where

X = D for Cgp or X = Sfor Cgg
AX =areaof thesource (X = S) or drain (X = D)

CJ = zero-hias (vgx = 0) junction capacitance (per unit area)

A /M
U\ "2rB

PB = bulk junction potential (same as @, given in Eq. (6), sec. 2.2)
FC = forward-bias nonideal junction-capacitance coefficient ([10.5)

MJ = bulk-junction grading coefficient (1/2 for step junctions and 1/3 for graded
junctions)

The second region is given as
__(C)(AX)
(1 _ FC)1+M‘]

Fig. 3.2-2 illustrates how the junction-depletion capacitances of Egs. (3) and (4) are
combined to mode! the large signal capacitances Cgp and Cgg, It is seen that Eq. (4)
prevents Cgy from approaching infinity as vgy approaches PB.

1-a+MIFC+MIE  vg>(FOPB) (@
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BX

Caxo /
Eq. (3)

0 (FC)(PB) PB Vex

Figure 3.2-2 Example of the method of modeling the voltage dependence
of the bulk junction capacitances.

11

A closer examination of the depletion capacitors in Fig. 3.2-3 shows that this
capacitor is like a tub. It has a bottom with an area equal to the area of the drain or
source. However, there are the sides that are also part of the depletion region. Thisareais
caled the sidewall. Agy in Egs. (3) and (4) should include both the bottom and sidewall
assuming the zero-bias capacitances of the two regions are similar. To more closely
model the depletion capacitance, break it into the bottom and sidewall components, given

asfollows.
(CH(AX) (CISW)(PX)

Cex = %_ [YBX[@M + %_ HBX[@AJSW , Vx < (FC)(PB)
OPB D OPB D
and
CJ)(AX
Cay = —(1(_ F)é)h)'\’” - @+myrc+ MIRH
(;ﬂiﬁfﬂgw - (1+ MISW)FC + 2 (MISW)
VBX = (FC)(PB)
where

AX = areaof the source (X=9) or drain (X=D)

PX = perimeter of the source (X=S) or drain (X =D)
CJSW = zero-bias, bulk-source/drain sidewall capacitance
MJSW = bulk-source/drain sidewall grading coefficient

(5)

(6)
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Polysilicon gate

Drain bottom = ABCD
Drain sidewall = ABFE + BCGF + DCGH + ADHE

Figure 3.2-3 Illustration showing the bottom and sidewall components of the
bulk junction capacitors.

Table 3.2-1 gives the values for CJ, CJISW, MJ, and MJSW for an MOS device

which has an oxide thickness of 140 A resulting in a Coy = 24.7 x 104 F/m2. It can be
seen that the depletion capacitors cannot be accurately modeled until the geometry of the
device is known, e.g., the area and perimeter of the source and drain. However, values
can be assumed for the purpose of design. For example, one could consider a typical

source or drain to be 1.8 um by 5 um. Thus avalue for Cgy of 2.9 fF and 6.9 fF results,

for n-channel and p-channel devices respectively, for Vgx = 0.

The large-signal, charge-storage capacitors of the MOS device consist of the gate-to-
source (Cgg), gate-to-drain (Cgp), and gate-to-bulk (Cgp) capacitances. Figure 3.2-4
shows a cross section of the various capacitances that constitute the charge-storage
capacitors of the MOS device. Cgg and Cpp are the source-to-bulk and drain-to-bulk
capacitors discussed above. The following discussion represents a heuristic development
of amodel for the large-signal charge-storage capacitors.
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Figure 3.2-4 Large-signal, charge-storage capacitors of the MOS device.

Table 3.2-1 Capacitance Values and Coefficientsfor the MOS M odel.

Type P-Channel N-Channel Units
CGSO 220 x 10712 220 x 10-12 F/m
CGDO 220 x 10-12 220 x 10-12 F/m
CGBO 700 x 10-12 700 x 10-12 F/m
cJ 560 x 1076 770 x 1076 F/m?
CIsw 350 x 10712 380 x 10712 F/m
MJ 0.5 0.5

MJISW 0.35 0.38

Based on an oxide thickness of 140 A or Cox=24.7 x 104 F/m2.

C4 and C3 are overlap capacitances and are due to an overlap of two conducting
surfaces separated by a dielectric. The overlapping capacitors are shown in more detail in
Fig. 3.2-5. The amount of overlap is designated as LD. This overlap is due to the lateral

diffusion of the source and drain underneath the polysilicon gate. For example, a 0.8 um
CMOS process might have a lateral diffusion component, LD, of approximately 16 nm.
The overlap capacitances can be approximated as

C1 = C3 0(LD)(Wetr) Cox = (CGXO)Wey (7)

where W+ is the effective channel width and CGXO (X =S or D) is the overlap
capacitance in F/m for the gate-source or gate-drain overlap. The difference between the
mask W and actual W is due to the encroachment of the field oxide under the silicon
nitride. Table 3.2-1 gives a value for CGSO and CGDO based on a device with an oxide
thickness of 140 A. A third overlap capacitance that can be significant is the overlap
between the gate and the bulk. Fig. 3.2-6 shows this overlap capacitor (Cs) in more detail.
This is the capacitance that occurs between the gate and bulk at the edges of the channel
and is a function of the effective length of the channel, L. Table 3.2-1 gives a typical
value for CGBO for a device based on an oxide thickness of 140 A.
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Figure 3.2-5 Overlap capacitances of an MOS transistor. (a) Top view showing
the overlap between the source or drain and the gate. (b) Side view.

The channel of Fig. 3.2-4 is shown for the saturated state and would extend
completely to the drain if the MOS device were in the nonsaturated state. C,, is the gate-
to-channel capacitance and isgiven as

Co = Wett(L — 2LD)Coyx = Wir(Lerf) Cox (8)

The term L is the effective channel length resulting from the mask-defined length being
reduced by the amount of lateral diffusion (note that up until now, the symbols L and W
were used to refer to “effective” dimensions whereas now these have been changed for
added clarification). C4 is the channel-to-bulk capacitance which is a depletion
capacitance that will vary with voltage like Cggor Cgp.

It is of interest to examine Cgp, Cgs, and Cgp asvpgis held constant and vggis
increased from zero. To understand the results, one can imagine following a vertical line

on Fig. 3.1-3 at say, vpg=0.5(Vggy — V1), s Vgg increases from zero. The MOS device
will first be off until vgg reaches V1. Next, it will be in the saturated region until vgg
becomes equal to vpg(sat) + Vy. Finally, the MOS device will be in the nonsaturated
region. The approximate variation of Cgg, Cgs, and Cgp under these conditions is
shown in Fig. 3.2-7. In cutoff, there is no channel and Cgp is approximately equal to
C, + 2Cs. As vgg approaches V1 from the off region, a thin depletion layer is formed,
creating alarge value of C4. Since C4isin serieswith C,, little effect is observed. As vgg
increases, this depletion region widens, causing C4 to decrease and reducing Cgg. When
Vgs = VT, an inversion layer is formed which prevents further decreases of C,4 (and thus
Cep)-
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Figure 3.2-6 Gate-bulk overlap capacitances.

C4, Cy, and C3 constitute Cgand Cgp. The problem is how to alocate C, to Cgg
and Cgp. The approach used is to assume in saturation that approximately 2/3 of C,
belongs to Czg and none to Cp. Thisis, of course, an approximation. However, it has
been found to give reasonably good results. Fig. 3.2-7 shows how Cggand Cgp change
values in going from the off to the saturation region. Finally, when vgg is greater than
Vps+ V7, the MOS device enters the nonsaturated region. In this case, the channel
extends from the drain to the source and C, is simply divided evenly between Cgp and
Cgsasshownin Fig. 3.2-7.

Capacitance
C,+2C,
2
Ci+ 36,
1
Ci+ 36,

c,.C,

2C

. Non- Ves
< > - > < ) >
Off Saturation Saturati

Vps*Vr

Figure 3.2-7 Voltage dependence of Cg, Cip, and Cg asafunction of Vg
with V4 constang and Vg = 0.

As a consequence of the above considerations, we shall use the following formulas
for the charge-storage capacitances of the MOS device in the indicated regions.

Off
Co = Co + 2C5 = Cox(Wetr) (Lefr) + 2CGBO(Lgif) (9a)
Cas= C1 UCo(LD)(Wefr) = CGSO(Wetr) (9b)
Cob = C3 0 Cox(LD)(Wefr) = CGDO(Wef) (%)

Saturation
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CGB = 2C5 = CGBO (l—eff) (10a)

Ces=Cyq + (23)Cp = Coy(LD + 0.67L &) (Wett)

= CGSO(Wef) + 0.67C (W) (L eff) (10b)

Cap = C3 O Coy(LD)(Weir) = CGDO(West) (10c)
Nonsatur ated

Cop = 2C5 = CGBO (L) (11a)

Cis=Cq +0.5C; = Coy(LD + 0.5L gf) (Wesf)
= (CGSO + 0.5CqyLeff) Wit (11b)
Cgp = C3+ 0.5C5 = Cqy (LD + 0.5L &) (Weett)

= (CGDO + 0.5CyLgff) Wett (11c)

Equations which provide a smooth transition between the three regions can be found in
the literature [5].

Other capacitor parasitics associated with transistors are due to interconnect to the
transistor, e.g., polysilicon over field (substrate). This type of capacitance typically
constitutes the major portion of Cgp in the nonsaturated and saturated regions, thus are
very important and should be considered in the design of CMOS circuits.

Another important aspect of modeling the CMOS device is noise. The existence of
noise is due to the fact that electrical charge is not continuous but is carried in discrete
amounts equal to the charge of an electron. In electronic circuits, noise manifestsitself by
representing a lower limit below which electrical signals cannot be amplified without
significant deterioration in the quality of the signal. Noise can be modeled by a current
source connected in parallel with ip of Fig. 3.2-1. This current source represents two
sources of noise, called thermal noise and flicker noise [6,7]. These sources of noise were
discussed in Sec. 2.5. The mean-sgquare current-noise source is defined as

— BkTg,(1+n) (KF)I5 O
iN= g+ = (12)
[ FCox LD

where

Af =asmall bandwidth (typically 1 Hz) at afrequency f
N = 9mbd Im (See Eq. (8) of Section 3.3)
k = Boltzmann's constant

T = temperature (K)
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Om = small-signal transconductance from gate to channel (see Eq. (6)

of Section 3.3)
KF = flicker-noise coefficient (F-A)

f = frequency (Hz)

KF has atypical value of 1028 (F-A). Both sources of noise are process dependent and
the values are usually different for enhancement and depletion mode FETSs.

The mean-sguare current noise can be reflected to the gate of the MOS device by
dividing Eq. (12) byg,2, giving

=2
— ! [BKT (1+ 0
s 3; n)+2ch|?/v|_K'mf =
O9n O m OX O

The equivalent input-mean-sgquare voltage-noise form of Eq. (13) will be useful for
analyzing the noise performance of CMOS circuitsin later chapters.

The experimental noise characteristics of n-channel and p-channel devices are shown
in Figures 3.2-8(a) and 3.2-8(b). These devices were fabricated using a sub-micron,
silicon-gate, n-well, CMOS process. The data in Figs. 3.2-8(a) and 3.2-8(b) are typical
for MOS devices and show that the 1/f noise is the dominant source of noise for
frequencies below 100 kHz (at the given bias conditions). Consequently, in many
practical cases, the equivalent input-mean-square voltage noise of Eq. (13) is simplified
to

—2 0 KF D
Vg™ ay 14
7 2 Co WLK' [ (14)

or in terms of the input-voltage-noise spectral density we can rewrite Eq. (14) as

—2
<2 _ Ve KF__ B
- Af 2fCoWLK WL

(15)

where B is a constant for a n-channel or p-channel device of a given process. The right-
hand expression of Eq. (15) will be important in optimizing the design with respect to
noise performance.

I1f the bias current is reduced, the thermal noise floor increases, thus moving the 1/f noise corner to a
lower frequecy. Therefore, the 1/f noise corner is afunction of the thermal noise floor.
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Figure 3.2-8 Drain-current noise for a (a) n-channel and (b) p-channel MOSFET measured
on asilicon-gate submicron process.

3.3 Small-Signal Model for the MOS Transistor

Up to this point, we have been considering the large-signal model of the MOS
transistor shown in Fig. 3.2-1. However, after the large-signal model has been used to
find the dc conditions, the small-signal model becomes important. The small-signal
model is alinear model which helpsto simplify calculations. It isonly valid over voltage
or current regions where the large-signal voltage and currents can be adequately
represented by a straight line.

Fig. 3.3-1 shows a linearized small-signal model for the MOS transistor. The
parameters of the small-signal model will be designated by lower case subscripts. The
various parameters of this small-signal model are all related to the large-signal model
parameters and dc variables. The normal relationship between these two models assumes
that the small-signal parameters are defined in terms of the ratio of small perturbations of
the large-signal variables or as the partial differentiation of one large-signal variable with
respect to another.

The conductances gpq and g are the equivalent conductances of the bulk-to-drain
and bulk-to-source junctions. Since these junctions are normally reverse biased, the
conductances are very small. They are defined as

dlgp : .
Ohd = av— (at the quiescent point) (10 Q)

BD
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and
dlgs . _
Ops = — (@t the quiescent point) O
OVgs
The channel conductances, g, Imps: and gys are defined as
dp . .
Om = — (at the quiescent point)
dp . .
Ombs = = (@t the quiescent point)
0Vps
and
dlp . .
Ogs = — — (at the quiescent point)
Do
;
% ’ de
| (
I\
{1 iy
ng ‘\.i_x' P
| ( i
A \/\/\/(_:de
nggs gds ey
¢ ° :: + ,:' b
A I VWWA
+ ::' inrs Cis
| (
I\
| (
I\
Cgb % rs
SO

Figure3.3-1 Small-signal model of the MOS transistor.

(2)

3)

(4)

(5)

19

The values of these small signal parameters depend on which region the quiescent point
occurs in. For example, in the saturated region g,,, can be found from Eqg. (13) of Section

3.1las

Om =\ CK'WIL)| Ip|(1 + A Vpg) 04/ (2KWIL)|Ip)|

(6)
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which emphasizes the dependence of the small-signal parameters upon the large-signal
operating conditions. The small-signal channel transconductance due to vgg is found by
rewriting Eq. (4) as

Imbs = =- (] L] (7)
™ Vg %VTD§V88D
. . . dlp —0dlp
Using Eq. (2) of Section 3.1 and noting that —— = ——, we get
y
= N9 )

s = I (2l + Vep) V2

This transconductance will become important in our small-signal analysis of the MOS
transistor when the ac value of the source-bulk potential vy, is not zero.
The small-signal channel conductance, gqs (9o), iS given as

|
O
O
>

gds = go - (9)
The channel conductance will be dependent upon L through A which is inversely
proportional to L. We have assumed the MOS transistor is in saturation for the results
given by Egs. (6), (8), and (9).

The important dependence of the small-signal parameters upon the large-signal
model parameters and dc voltages and currents isillustrated in Table 3.3-1. In this Table
we see that the three small-signal model parameters of gy, 9mps @d g4s have several
alternate forms. An example of the typical values of the small-signal model parameters
follows.

Example 3.3-1 Typical Vauesof Small Signal Model Parameters

Find the values of gy, 9mbs @Nd gy Using the large signal model parametersin Table
3.1-2 for both an n-channel and p-channel device if the dc value of the magnitude of the

drain current is 50 A and the magnitude of the dc value of the source-bulk voltage is 2
V. Assume that the W/L ratiois 1 um/1 um.

Using the values of Table 3.1-2 and Egs. (6), (8), and (9) gives gy, = 105 UA/V, Ombs
=128 pA/V, and gys U 2.0 HA/V for the n-channel device and g, = 70.7 LAV, Omps =
12.0 pA/V, and gy 2.5 HA/V for the p-channel device.
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Table 3.3-1 Relationships of the Small Signal Model Parametersupon the DC
Values of Voltage and Current in the Saturation Region.

Small Signal DC Current DC Current and DC Voltage
Model Parameters Voltage
' 1/2 ]
9m 0(2K' IpWIL) 0 DKLW(VGS-VT)
Ombs U y (2IpRY2 v[ B(Vag-VD Y2
BETVEE g (Vg
Ods UAlp O 0

Although the MOS devices are not often used in the nonsaturation region in analog
circuit design, the relationships of the small-signal model parameters in the nonsaturation
region are given as

_ 0dlg

Im=5y .~ BVpg1l+ AVpg UBVps (10)
GS
dlp BWNbs

Ombs = = 12 (11)
0Ves 2(2lg=|+Vsp)

and
= B(Vas— V1 - Vpo(1+ AV oA
dds = B(Ves— V1 Vpo) D9 1+ NVoe
0B(Ves—Vr— Vb9 (12)

Table 3.3-2 summarizes the dependence of the small-signal model parameters on the
large-signal model parameters and dc voltages and currents for the nonsaturated region.
The typical values of the small-signal model parameters for the nonsaturated region are
illustrated in the following example.

Table 3.3-2 Relationships of the Small-Signal M odel Parameter s upon the DC
Values of Voltage and Current in the Nonsaturation Region.

Small Signal DC Voltage and/or Current
Model Parameters Dependence
Im UBVDs
Ymbs __ByVbs _
2(2l¢r | +VsB)V?
9ds 0B (VGs—VT —VD9

Example 3.3-2 Typical Vaues of the Small-Signal Model Parametersin the
Nonsaturated Region

Find the values of the small-signal model parameters in the nonsaturation region for
an n-channel and p-channel transistor if Vgg=5V, Vpg=1V, and |Vgg| =2 V. Assume
that the WIL ratios of both transistorsis 1 um/1 um. Also assume that the value for K’ in
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the nonsaturation region is that same as that for the saturation (generally a poor
assumption).

First it is necessary to calculate the threshold voltage of each transistor using Eqg. (2)
of Sec. 3.1. The results are a V1 of 1.02 V for the n-channel and —-1.14 V for the p-
channel. This gives a dc current of 383 A and 168 LA, respectively. Using Egs. (10),
(11), and (12), we get gy, = 110 HA/V, Oqps = 46.6 UA/V, and rys = 3.05 KQ for the n-

channel transistor and g, = 50 UA/V, Gmps = 28.6 HA/V, and rgg = 6.99 KQ for the p-
channel transistor.

The values of ryq and rg are assumed to be the same as rp and rg of Fig. 3.2-1.
Likewise, for small-signal condltlons Cgs Cgd: Cgb: Chas and Cpg are assumed to be the
same as CGS CGD’ CGB’ CBD’ and CBS respectlve%

If the noise of the MOS transistor is to be modeled, then three additional current
sources are added to Fig. 3.3-1 as indicated by the dashed lines. The values of the mean-
sguare noise-current sources are given as

Tho= o0 (13
an_ Drs g&f (Az) (14)

and

— BKT g(1+n) (KF)I

—2 m D
= + f (A2 15

i o 3 fCox'-zm (A9) (15)

The various parameters for these equations have been previously defined. With the noise
modeling capability, the small-signal model of Fig. 3.3-1isavery general model.

It will be important to be familiar with the small-signal model for the saturation
region developed in this section. This model, along with the circuit simplification
techniques given in Appendix A, will be the key element in analyzing the circuits in the
following chapters.

3.4 Computer Simulation Models

The large-signal model of the MOS device previously discussed is simple to use for
hand calculations but neglects many important second-order effects. While a simple
model for hand calcualtion and design intuition is critical, a more accurate model is
required for computer simulation. There are many model choices available for the
designer when choosing a device model to use for computer simulation. At one time,
HSPICE supported 43 different mosfet models [25] (many of which were company
proprietary) while SmartSpice publishes support for 14 [24]. Which model is the right
one to use? In the fabless semiconductor environment, the user must use the model
provided by the wafer foundry. In companies where the foundry is captive (i.e., the
company owns their own wafer fabrication facility) a modeling group provides the model

I HSPICE is now owned by Avant! Inc. and has been renamed to Star-Hspice
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to circuit designers. It is seldom that the designer takes it upon himself to choose a model
and perform parameter extraction to get the terms for the model chosen.

The SPICE Level 3 dc model will be covered in some detail because it isarelatively
straightforward extension of the Level 2 model. The BSIM3v3 model will be introduced
but the detailed equations will not be presented because of the volume of equations
required to describe it—there are other good texts that deal with the subject of modeling
exclusively [ 28,29], and there is little additional design intuition derived from covering
the details.

Models developed for computer simulation have improved over the years but no
model has yet been developed that, with a single set of parameters, covers device
operation for al possible geometries. Therefore, many SPICE simulators offer a feature
called “model binning.” Parameters are derived for transistors of different geometry (Ws
and Ls) and the simulator determines which set of parameters to use based upon the
particular W and L called out in the device instantiation line in the circuit description.
The circuit designer need only be aware of this since the binning is done by the model
provider.

SPICE Level 3 Model

The large-signal model of the MOS device previously discussed is simple to use for
hand calculations but neglects many important second-order effects. Most of these
second-order effects are due to narrow or short channel dimensions (less than about
3um). In this section, we will consider a more complex model that is suitable for
computer-based analysis (circuit simulation, i.e., SPICE simulation). In particular, the
SPICE Level 3 model will be covered. This model is typically good for MOS
technologies down to about 0.8 um. We will also consider the effects of temperature
upon the parameters of the MOS large signal model.

We first consider second-order effects due to small geometries. When vggis greater
than V, the drain current for a small device can be given as [25]

Drain Current

[+ fiy] 0
ips=BETA %GS Vr = E5—Voeoe (1)
W W
BETA =KPT— = UefCOX T— )
L est L est
Less =L — 2(LD) ©)
W = W — 2(WD) (4)

Vpe = Min(Vpg, Vpg (Sat)) (5)
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(¢, CAMMAC .
=f +
D™ 4(PHI + vgg) /2 ©

Note that PHI is the SPICE model term for the quantity 2¢ . Also be aware that PHI is
always positive in SPICE regardless of the transistor type (p- or n-channel). In this text,
the term, PHI, will always be positive while the term, 2¢;, will have a polarity
determined by the transistor type as shown in Table 2.3-1.

DELTA T7&
f = 7
N Wert 2 0COX ()
2
AL rwel  wp 20% LpE
fo=1- 3 " Dl—gimm - U 8
eff @ j 0 i + WpDD ] E
wp = xd (PHI + vgg )12 (9)
U 2lE4 (/2
= F—— (10)
[g CNSUB[]
ot (1)

]
we = X; [Kq + Kk
I 5 1 zgm g
k1 =0.0631353, ko =0.08013292, k3 =0.01110777

Threshold Voltage

%TA[B 15 ZZDD U2
Vy=V, - Sips+ GAMMA [ PHI +vg) 2 + f(PHI +vgg)  (12)

D Cox L eff l
Vi = Vg, + PHI (13)
or
Vi = VTO - GAMMA G/PHI (14)

Saturation Voltage
V,.— V.
_ _0s T
Vo, = 15
sat 1 + fb ( )
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1/2
2 2
Vpg(Sat) =V + Ve — Bt + Vel

VMAX [L 4
V, =
C m

If VMAX isnot given, then vp(sat) = Vg

Effective Mobility

_ uo

Mg when VMAX =0

H :
Hess = —f/ when VMAX > O; otherwise s = Ug

Channel-Length Modulation

When VMAX =0

2
AL = xd EKAPPA (Vpg— VDS(H))QJ
when VMAX >0

[kd 2 [kd 2
AL=-2 —+ %’O > BZ+ KAPPA [Xd 2 E(vDs—vDs(sam))E

where

Ve (Ve + vpgsat))
~ Lgf vpg(sa)

o ips
DS™ 1AL

de

(16)

(17)

(18)

(19)

(20)

(21)

(22)

(21)

25
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Table 3.4-1 Typical Model Parameters Suitable for SPICE Simulations Using L evel-

3 Model (Extended Model). These Values Are Based upon a 0.8um Si-Gate Bulk
CMOS n-Wéll Process and I nclude Capacitance Parametersfrom Table 3.2-1.

Parameter Parameter Typical Parameter Value

Symbol Description N-Channel P-Channel Units

VTO  Threshold 07015  -0.7%0.15 v

uo mobility 660 210 cm?/V-s

DELTA Narrow-width threshold 2.4 1.25 ]
adjust factor

ETA Static-feedback threshold 0.1 0.1 0
adjust factor

KAPPA Saturation field factor in 0.15 25 w
channel-length modulation

THETA Mobility degradation factor 0.1 0.1 i

NSUB  Substrate doping 3x1016 6x1016 cm3

TOX Oxide thickness 140 140 A

XJ Mettallurgical junction 0.2 0.2 um
depth

WD Deltawidth um

LD Lateral diffusion 0.016 0.015 um

NFS Parameter for weak 7x1011 6x1011 cm2
inversion modeling

CGSO 220x 10712 220x 1012  F/m

CGDO 220x 1012 220 x 10°12 F/m

CGBO 700 x 10712 700 x 10-12 F/m

cJ 770x 106  560x 106  F/m?

Csw 380x 1012 350x 1012  F/m

MJ 0.5 0.5

MJISW 0.38 0.35

The temperature-dependent variables in the models developed so far include the:
Fermi potential, PHI, EG, bulk junction potential of the source-bulk and drain-bulk
junctions, PB, the reverse currents of the pn junctions, |, and the dependence of mobility
upon temperature. The temperature dependence of most of these variablesis found in the
eguations given previously or from well-known expressions. The dependence of mobility
upon temperature is given as

EX
UO(T) = UO(Ty) ErT_OBB (15)

where BEX isthe temperature exponent for mobility and istypically -1.5.

VirermT) = G (16)
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T2

[l
EG(T)=1.16 - 7.02 (1074 [ 17
(M) H: +1108.0 (17

I

- T EG(To) EG(T
PHI(T) = PHI(To) EEF_OB_ Vinerm(T) 53 Dn%_o% Vther m(qro) B VtherErK)T)%w)

PHI(T) — PHI(Tg) EG(To) — EG(T)

Vi (T) = vy, (To) + 5 + > (19)
VTO(T) = v, (T) + GAMMA ENPHI(T) 5 (20)
PHI(T)= 2 Ngherm IN %dis(u—T)Bg (21)

3/2
mln 0 T _ .0 1 0
ni(Ty = 1.45 (1016 O CexpFEG [Er—— 1 [ELZ (22)
| Holl i 0 U 12 Citherm(To) (1

For drain and source junction diodes, the following relationships apply.

L T, _EG() __EGM) p
PB(T) =PB [H?D_ Vtherm(T) %3 DnEII'_OD+ Vtherm(To) B Vtherm(T)O (23)

and

B ITo) 0 EG(To) EG(T) T
SN =N P rem(Te) ~ Winerr® * 3 o (24)

where N is diode emission coefficient.
The nominal temperature, Ty, is 300 K.

An alternate form of the temperature dependence of the MOS model can be found
elsewhere[12].

BSM 3v3 Model

MOS transistor models introduced thus far in this chapter have been used
successfully when applied to 0.8 um technologies and above. As geometries shrink

below 0.8 um, better models are required. Researchersin the Electrical Engineering and
Computer Sciences department at The University of California at Berkeley have been
leaders in the devel opement of SPICE and the models used init. 1n 1984 they introduced
the BSIM1 model [ 27] to address the need for a better submicron MOS transistor model.
The BSIM1 model model approached the modeling problem as a multi-parameter curve-
fitting exercise. The model contained 60 parameters covering the dc performance of the
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MOS transistor. There was some relationship to device physics, but in alarge part, it was
a non-phycal model. Later, in 1991, UC Berkeley released the BSIM2 model that
improved performance related to the modeling of output resistance changes due to hot-
electron effects, source/drain parasitic resistance, and inversion-layer capacitance. This
model contained 99 dc parameters, making it more unwieldy than the 60-parameter (dc
parameters) BSIM1 model. In 1994, U.C. Berkeley introduced the BSIM3 model
(version 2) which, unlike the earlier BSIM models, returned to a more device-physic
based modeling approach. The model is simpler to use and only has 40 dc parameters.
Moreover, the BSIM3 provides good performance when applied to analog as well as
digital circuit simulation. Initsthird version, BSIM3v3 [26], it has become the industry
standard MOS transistor mode!.

The BSIM3 model addresses the following important effects seen in deep-submicron
MOSFET operation:

* Threshold voltage reduction

» Mobility degradation do to avertical field
* Veocity saturation effects

* Drain-induced barrier lowering (DIBL)

» Channel length modulation

»  Subthreshold (weak inversion) conduction
» Parasitic resistance in the source and drain
» Hot-electron effects on output resistance

The plot shown in Fig. 3.4-2 shows a comparison of a 20/0.8 device using the Level
1, Level 3, and the BSIM3v3 models. The model parameters were adjusted to provide
similar characterists (given the limitations of each model). Assuming that the BSIM3v3
model closely approximates actual transistor performance, this figure indicates that the
Level 1 model is grossly in error, the Level 3 model shows a significant difference in
modeling the transition from non-saturation to linear region.
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o Levell
o Level3
v BSIM3v3

WIL = 20/0.8 /
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Vps (Volts)

Figure 3.4-2 Simulation of MOSFET transconductance characteristic using Level=1, Level=3,
and the BSIM3v3 models.

3.5 Subthreshold MOS Model

The models discussed in previous sections predict that no current will flow in a
device when the gate-source voltage is at or below the threshold voltage. In redlity, thisis

not the case. As Vg approaches V, the ip — Vgg characteristics change from square-law
to exponential. Whereas the region where vgg is above the threshold is called the strong
inversion region, the region below (actually, the transition between the two regionsis not
well defined as will be explained later) is called the subthreshold, or weak inversion
region. This is illustrated in Fig. 3.5-1 where the transconductance characteristic a
MOSFET in saturation is shown with the square root of current plotted as a function of
the gate-source voltage. When the gate-source voltage reaches the value designated as vy,
(this relates to the SPICE model formulation), the current changes from square-law to an
exponential-law behavior. It is the objective of this section to present two models suitable
for the subthreshold region. The first is the SPICE LEVEL 3 [25] model for computer
simulation while the second is useful for hand calculations.
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1.0 H
0 VoV, v,

GS

Figure 3.5-1 Wesk-inversion characteristics of the MOS
transistor as modeled by Eq. (4).

Inthe SPICE Level 3 model, the transition point from the region of strong inversion
to the weak inversion characteristic of the MOS device is designated as v, and is greater
than V7. v, isgiven by

Von — VT + fast (1)

where

KTD  qINFS GAMMA [ (PHI + vgg)2 + fn (PHI V)]

fast = H+ “cox ¥ 2(PHT + V) 5 @

NFS is a parameter used in the evaluation of v,, and can be extracted from
measurements. The drain current in the weak inversion region, vVgglessthan vy, , isgiven
as

Yes ™ Vond

iDs = ips(Von Vo - Veple~ 1 © (3

whereipg isgiven as (from Eq. (1), Sec. 3.4 withvggreplaced with vgp)



Allen/Holberg : Chapter 3 : 1/13/01 31

_ 0 Q+f0 O
ips=BETANo, ~ V= 55 Vpe VDE (4)
For hand calculations, a simple model describing weak-inversion operation is given
as
W OVes O
'p UT" oo &P fgTiqo ©)

whereterm n is the subthreshold slope factor, and I is a process-dependent parameter
which is dependent also on vgg and V. These two terms are best extracted from
experimental data. Typicaly nisgreater than 1 and less than 3 (1 <n < 3). The point at
which atransistor enters the weak-inversion region can be approximated as

vgs < V+ n% (6)

Unfortunately, the model equations given here do not properly model the transistor
as it makes the transition from strong to weak inversion. In reality, there is a transition
region of operation between strong and weak inversion called the “moderate inversion”
region [15]. Thisisillustrated in Fig. 3.5-2. A complete treatment of the operation of the
transistor through thisregion is given in the literature [15,16].

Moderate
inversion region
v
ip (nA) ! !
Wesk | :
1000.0 | inversion i i
region | i Strong
1000 | {1 inversion
| | region
100 | i i
1.0 H H
0 v,

GS

Figure 3.5-2 Thethree regions of operation of an MOS transistor.

It is important to consider the temperature behavior of the MOS device operating in
the subthreshold region. Asisthe case for strong inversion, the temperature coefficient of
the threshold voltage is negative in the subthreshold region. The variation of current due
to temperature of a device operating in weak inversion is dominated by the negative
temperature coefficient of the threshold voltage. Therefore, for a given gate-source
voltage, subthreshold current increases as the temperature increases. Thisisillustrated in
Fig. 3.5-3[21].
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Figure 3.5-3 Transfer characteristics of along-channel deviceasa
function of temperature. (© |EEE)

Operation of the MOS device in the subthreshold region is very important when low-
power circuits are desired. A whole class of CMOS circuits have been devel oped based
on the weak-inversion operation characterized by the above model [17,18,19,20]. We will
consider some of these circuitsin later chapters.

3.6 SPICE Simulation of MOS Circuits

The objective of this section is to show how to use SPICE to verify the performance
of an MOS circuit. It is assumed that the reader already has experience using SPICE to
simulate circuits containing resistors, capacitors, sources, etc. This section will extend
the readers knowledge to include the application of MOS transistors into SPICE
simulations. The models used in this section are the Level 1 and Level 3 models.

In order to simulate MOS circuits in SPICE, two components of the SPICE
simulation file are needed. They are instance declarations and model descriptions.
Instance declarations are simply descriptions of MOS devices appearing in the circuit
along with characteristics unique to each instance. A simple example which shows the
minimum required terms for a transistor instance follows:

M13670NCHW=100U L=1U

Here, the first letter in the instance declaration, “M,” tells SPICE that the instance is an
MOS transistor (just like “R” tells SPICE that an instance is aresistor). The “1” makes
this instance unique (different from M2, M99, etc.) The four numbers following”M1”
specify the nets (or nodes) to which the drain, gate, source, and substrate (bulk) are
connected. These nets have a specific order as indicated below:

M<number> <DRAIN> <GATE> <SOURCE> <BULK> ...

Following the net numbers, is the model name governing the character of the
particular instance. In the example given above, the model name is “NCH.” There must
be amodel description somewhere in the simulation file that describes the model “NCH.”
The transistor width and length are specified for the instance by the “W=100U" and
“L=1U" expressions. The default units for width and length are meters so the “U”
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following the number 100 is a multiplier of 10-6. [Recall that the following multipliers
can be used in SPICE: M, U, N, P, F, for 10-3, 106, 10-9, 10-12 , 10-15 | respectively.]
Additional information can be specified for each instance. Some of these are

Drain area and periphery (AD and PD)

Source area and periphery (AS and PS)

Drain and source resistance in squares (NRD and NRYS)
Multiplier designating how many devices are in parallel (M)
Initial conditions (for initial transient analysis)

Drain and source area and periphery terms are used in calculating depletion capacitance
and diode currents (remember, the drain and source are pn diodes to the bulk or well).
The number of squares of resistance in the drain and source (NRD and NRS) are used to
calculate the drain and source resistance for the transistor. The multiplier designator is
very important and thus deserves extended discussion here.

In Sec 2.6 layout matching techniques were developed. One of the fundamental
principles described was the “unit-matching” principle. This principle prescribes that
when one device needs to be “M” times larger than another device, then the larger device
should be made from “M” units of the smaller device. In the layout, the larger device
would be drawn using “M” copies of the smaller device—all of them in parallel (i.e., all
of the gates tied together, all of the drains tied together, and all of the sources tied
together). In SPICE, one must account for the multiple components tied in parallel. One
way to do this would be to instantiate the larger device by instantiating “M” of the
smaller devices. A more convenient way to handle thisis to use the multiplier parameter
when the larger device is instantiated. Figure 3.6-1 illustrates two methods for
implementing a 2X device (unit device implied). In Fig. 3.6-1(a) the correct way to
instantiate the devicein SPICE is

ML 3 21 0 NCH W20U L=1U
whereas in Fig3.6-1(b) the correct SPICE instantiation is

ML 3 2 1 0 NCH W10U L=1U M=2
Clearly, from the point of view of matching (again, it isimplied that an attempt is made
to achieve a2 to 1 ratio), case (b) is the better choice and thus the instantiation with the
multiplier isrequired. For the sake of completeness, it should be noted that the following

pair of instantiations are equivalent to the use of the multiplier:

NCH WF10U L=1U

3210
321 0 NCH W10U L=1U
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Figure3.6-1 (dM13210NCH W=20U L=1U. (b) M13210NCH W=10U L=1U M=2.

Some SPICE simulators offer additional terms further describing an instance of a
MOS transistor.

A SPICE simulation file for an MOS circuit is incomplete without a description of
the model to be used to characterize the MOS transistors used in the circuit. A model is
described by placing aline in the simulation file using the following format.

. MODEL <MODEL NAME> <MODEL TYPE> <MODEL PARAMETERS>

The model line must always begin with “*.MODEL” and be followed by a model name
such as “NCH” in our example. Following the model name is the model type. The
appropriate choices for model type in MOS circuits is either “PMOS” or “NMOS.” The
final group of entries is model parameters. If no entries are provided, SPICE uses a
default set of model parameters. Except for the crudest of simulations, you will always
want to avoid the default parameters. Most of the time you should expect to get a model
from the foundry where the wafers will be fabricated, or from the modeling group within
your company. For times where it is desired to check hand calculations that were
performed using the simple model (Level 1 model) it is useful to know the details of
entering model information. An example model description line follows.

. MCDEL NCH NMOS LEVEL=1 VTO=1 KP=50U GAWNVA=0. 5
+LAMBDA=0. 01

In this example, the model name is “NCH” and the model type is “NMOS.” The model
parameters dictate that the LEVEL 1 model is used with VTO, KP, GAMMA, and
LAMBDA specified. Note that the “+" is SPICE syntax for a continuation line.

The information on the model line is much more extensive and will be covered in
this and the following paragraphs. The model line is preceded by a period to flag the
program that this line is not a component. The model line identifies the model LEVEL
(e.g., LEVEL=1) and provides the electrical and process parameters. If the user does not
input the various parameters, default values are used. These default values are indicated
in the user’ s guide for the version of SPICE being used (e.g., SmartSpice). The LEVEL 1
model parameters were covered in Sec. 3.1 and are: the zero-bias threshold voltage, VTO
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(V10), in volts extrapolated to ip = O for large devices, the intrinsic transconductance
parameter, KP (K’), in amps/volt2, the bulk threshold parameter, GAMMA ()) in voltY/2,
the surface potential at strong inversion, PHI (2¢), in volts, and the channel-length
modulation parameter, LAMBDA (A), in volt™l. Values for these parameters can be found
in Table 3.1-2.

Sometimes, one would rather let SPICE calculate the above parameters from the
appropriate process parameters. This can be done by entering the surface state density in

cm2 (NSS), the oxide thickness in meters (TOX), the surface mobility, UO (L), in
cm?/V-s, and the substrate doping in cm-3 (NSUB). The equations used to calculate the
electrical parameters are

aINSS) |, (29 Cesi CNSUB OPHI)12

VTO = gya- + PHI 1
Ms™ (e ITOX) (69 TOX) @)
KP=UO=%. 2
=UOT5x (2

29 [k TNSUB)V/2
GAMMA = 24 LEs ) 3)

(Eox/ TOX)
and
_ KT, (NSUB[

LAMBDA is not calculated from the process parameters for the LEVEL 1 model. The
constants for silicon, given in Table 3.1-1, are contained within the SPICE program and
do not have to be entered.

The next model parameters considered are those that were considered in Sec. 3.2.
The first parameters considered were associated with the bulk-drain and bulk-source pn
junctions. These parameters include the reverse current of the drain-bulk or source-bulk
junctions in A (IS) or the reverse-current density of the drain-bulk or source-bulk
junctions in A/m2 (JS). JS requires the specification of AS and AD on the model line. If
IS is specified, it overrides JS. The default value of IS is usually 10-14 A. The next
parameters considered in Sec. 3.2 were the drain ohmic resistance in ohms (RD), the
source ohmic resistance in ohms (RS), and the sheet resistance of the source and drainin
ohms/sgquare (RSH). RSH is overridden if RD or RS are entered. To use RSH, the values
of NRD and NRS must be entered on the model line.

The drain-bulk and source-bulk depletion capacitors can be specified by the zero-
bias bulk junction bottom capacitance in farads per m2 of junction area (CJ). CJ requires
NSUB and assumes a step junction using a formula similar to Eq. (12) of Sec. 2.2.
Alternately, the drain-bulk and source-bulk depletion capacitances can be specified using
Egs. (5) and (6) of Sec. 3.2. The necessary parameters include the zero-bias bulk-drain
junction capacitance in farads (CBD), the zero-bias bulk-source junction capacitance in
farads (CBYS), the bulk junction potential in volts (PB), the coefficient for forward-bias
depletion capacitance (FC), the zero-bias bulk junction sidewall capacitance in farads per
meter of junction perimeter (CIJSW), and the bulk junction sidewall capacitance grading
coefficient (MJSW). If CBD or CBS is specified, then CJ is overridden. The values of
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AS, AD, PS, and PD must be given on the device line to use the above parameters.
Typical values of these parameters are given in Table 3.2-1.

The next parameters discussed in Sec. 3.2 were the gate overlap capacitances. These
capacitors are specified by the gate-source overlap capacitance in farads/meter (CGSO),
the gate-drain overlap capacitance in farads/meter (CGDO), and the gate-bulk overlap
capacitance in farads/meter (CGBO). Typical values of these overlap capacitances can be
found in Table 3.2-1. Finaly, the noise parameters include the flicker noise coefficient
(KF) and the flicker noise exponent (AF). Typical values of these parameters are 10-28
and 1, respectively.

Additional parameters not discussed in Sec. 3.4 include the type of gate material
(TPG), the thin oxide capacitance model flag and the coefficient of channel charge

allocated to the drain (XQC). The choices for TPG are +1 if the gate material is opposite

to the substrate, —1 if the gate material is the same as the substrate, and O if the gate
material is auminum. A charge controlled model is used in the SPICE simulator if the
value of the parameter XQC has a value smaller than or equal to 0.5. This model attempts
to keep the sum of charge associated with each node equal to zero. If XQC is larger than
0.5, charge conservation is not guaranteed.

In order to illustrate its use and to provide examples for the novice user to follow,
several examples will be given showing how to use SPICE to perform various
simulations.

Example 3.6-1 Use of SPICE to Simulate MOS Output Characteristics

Use SPICE to obtain the output characteristics of the n-channel transistor shown in
Fig. 3.6-2 using the LEVEL 1 model and the parameter values of Table 3.1-2. The output
curves are to be plotted for drain-source voltages from 0 to 5 V and for gate-source
voltages of 1, 2, 3, 4, and 5 V. Assume that the bulk voltage is zero. Table 3.6-1 shows
the input file for SPICE to solve this problem. The first line is a title for the simulation
file and must be present. The lines not preceded by “. " define the interconnection of the
circuit. The second line describes how the transistor is connected, defines the model to be
used, and gives theWand L values. Note that because the units are meters, the suffix “ U’

is used to convert to um. The third and forth lines describe the independent voltages. VDS
and VGS are used to bias the MOSFET. The fifth line is the model description for M1.
The remaining lines instruct SPICE to perform a dc sweep and print desired results.
“. DC’ asksfor adc sweep. In this particular case, a nested dc sweep is specified in order
to avoid seven consecutive analyses. The“. DC. . . ” linewill set VGS to avalueof 1V
and then sweep VDS from 0to 5 V in increments of 0.2 V. Next, it will increment VGS to
2V and repeat the VDS sweep. Thisis continued until five VDS sweeps have been made
with the desired values of VGS. The“. PRI NT. . . ” line directs the program to print the
values of the dc sweeps. The last line of every SPICE input file must be .END which is
line eleven. Fig. 3.6-3 shows the output plot of thisanaysis.
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Figure 3.6-2 Circuit for Example 3.6-1

Table 3.6-1 SPICE Input Filefor Example 3.6-1.

37

Ex. 3.6-1 Use of SPICE to Sinulate MOS Qut put

ML 2 100 MOS1T W5U L=1. 0U

VDS 2 0 5

VGS 101

. MODEL MOS1 NMOS VTO=0.7 KP=110U GAMVA=0. 4 LAMBDA=0.04 PHI =0.7
.DCVDS 050.2VGs151

.PRINT DC V(2) | (VDS)

. END

7.0

VGS=5

iD (MA)

0 05 10 15 20 25 30 35 40 45 50

Vbs

Figure 3.6-3 Output from Example 3.6-1
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Example 3.6-2 dc Analysisof Fig. 3.6-4.

Use the SPICE simulator to obtain a plot of the value of v T as afunction of vy of

Fig. 3.6-3. Identify the dc value of vj which givesvgoyt=0V.
The input file for SPICE is shown in Table 3.6-2. It follows the same format as the
previous example except that two types of transistors are used. These models are

designated by MOSN and MOSP. A dc sweep is requested starting from vy = 0 V and
going to +5V. Figure 3.6-5 shows the resulting output of the dc sweep.

M'°‘__’||—@4|r__“”2

Vout

©)
R1=100kQ % INO@_”: M1

>

Figure 3.6-4 A simple MOS amplifier for Example 3.6-2

Table 3.6-2 SPICE Input Filefor Example 3.6-2.
Ex. 3.6-2 DC Analysis of Fig. 3.6-3.

ML 2 1 0 0 MOSN W=20U L=10U
M 2 3 4 4 MOSP W-10U L=20U
M8 3 3 4 4 MOSP W10U L=20U
R1 3 0 100K

VDD 4 0 DC 5.0

VIN1 0O DC 5.0

. MODEL MOSN NMOS VTO=0. 7 KP=110U GAMVA=0.4 LAMBDA=0.04 PHI =0.7
. MODEL MOSP PMOS VTO=-0.7 KP=50U GAMVA=0.57 LAMBDA=0.05 PHI =0.8
.DCVINO 5 0.1

. PRINT DC V(2)

. END
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Figure 3.6-5 Output of Example 3.6-2

Example 3.6-3 ac Analysisof Fig. 3.6-4

Use SPICE to obtain asmall signal frequency response of Voyt(w)/V n(w) when the
amplifier is biased in the transition region. Assume that a 5 pF capacitor is attached to the
output of Fig. 3.6-4 and find the magnitude and phase response over the frequency range
of 100 Hz to 100 MHz.

The SPICE input file for this example is shown in Table 3.6-3. It isimportant to note

that v, has been defined as both an ac and dc voltage source with adc value of 1.07V. If

the dc voltage were not included, SPICE would find the dc solution for v;y = 0 V which
isnot in the transition region. Therefore, the small signal solution would not be evaluated
in the transition region. Once the dc solution has been evaluated, the amplitude of the
signal applied as the ac input has no influence on the simulation. Thus, it is convenient to
use ac inputs of unity in order to treat the output as a gain quantity. Here, we have
assumed an ac input of 1.0 volt peak.

The simulation desired is defined by the“. AC DEC 20 100 100MEG’ line. This
line directs SPICE to make an ac analysis over alog frequency with 20 points per decade
from 100 Hz to 100 MHz. The . OP option has been added to print out the dc voltages of
al circuit nodes in order to verify that the ac solution is in the desired region. The
program will calculate the linear magnitude, dB magnitude, and phase of the output
voltage. Figures 3.6-6(a) and (b) show the magnitude (dB) and the phase of this
simulation.
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Table 3.6-3 SPICE Input Filefor Example 3.6-3.

40

3.6-3 AC Analysis of Fig. 3.6-3.
MOSN W£20U L=10U
MOSP W£10U L=20U
MOSP W£10U L=20U

» MO

VIN1 O DC-2.42 AC 1.0

. MODEL MOSN NMOS VTO=0. 7 KP=110U GAMVA=0.4 LAMBDA=0.04 PHI =0.7
. MODEL MOSP PMOS VTO=-0.7 KP=50U GAMVA=0.57 LAMBDA=0.05 PHI =0.8
. AC DEC 20 100 100MEG

.oP

.PRINT AC VM 2) VDB(2) VP(2)

. END
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Figure 3.6-6 (a) Magnitude response of Example 3.6-3, (b) Phase response of Example 3.6-3

Example 3.6-4 Transient Analysisof Fig. 3.6-4

The last ssmulation to be made with Fig. 3.6-4 is the transient response to an input
pulse. This simulation will include the 5 pF output capacitor of the previous example and
will be made from time zero to 4 microseconds.
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Table 3.6-4 shows the SPICE input file. The input pulse is described using the
piecewise linear capability (PWL) of SPICE. The output desired is defined by “. TRAN
0. 01U 4U which asks for a transient analysis from 0 to 4 microseconds at points
spaced every 0.01 microseconds. The output will consist of both v (t) and voyT(t) and is
shownin Fig. 3.6-7.

The above examples will serve to introduce the reader to the basic ideas and
concepts of using the SPICE program. In addition to what the reader has distilled from
these examples, a useful set of guidelines is offered which has resulted from extensive
experience in using SPICE. These guidelines are listed as:

Never use a simulator unless you know the range of answers beforehand.

Never simulate more of the circuit than is necessary.

Always use the simplest model that will do the job.

Always start a dc solution from the point at which the mgjority of the devices are

on.

Use a simulator in exactly the same manner as you would make the measurement

on the bench.

6. Never change more than one parameter at a time when using the simulator for
design.

7. Learn the basic operating principles of the simulator so that you can enhance its
capability. Know how to use its options.

8. Watch out for syntax problems like O and 0.

9. Usethe correct multipliersfor quantities.

10. Use common sense.

pwODNE

o

Most problems with simulators can be traced back to a violation of one or more of
these guidelines.

Table 3.6-4 SPICE Output for Example 3.6-4.

3.6-4 Transient Analysis of Fig. 3.6-3.
0 MOSN W£20U L=10U
4 MOSP Ws10U L=20U
4 MOSP Ws10U L=20U

ROFZET
oo o

.0
0 OV 1U 0V 1.05U 3V 3U 3V 3.05U 0V 6U 0V)

<<
S
BN
oo
3
-~ O

. MODEL MOSN NMOS VTO=0. 7 KP=110U GAMVA=0.4 LAVBDA=0.04 PH =0.7
. MODEL MOSP PMOS VTO=- 0.7 KP=50U GAMVA=0.57 LAVBDA=0.05 PHI =0. 8
. TRAN 0. 01U 4U

.PRINT TRAN V(2) V(1)

. END
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Figure 3.6-7 Transient response of Example 3.6-4

There are many SPICE simulators in use today. The discussion here focused on the
more general versions of SPICE and should apply in most cases. However, there is
nothing fundamental about the syntax or use of a circuit simulator, so it is prudent to
carefully study the manuel of the SPICE simulator you are using.

3.7 Summary

This chapter has tried to give the reader the background necessary to be able to
simulate CMOS circuits. The approach used has been based on the SPICE simulation
program. This program normally has three levels of MOS models which are available to
the user. The function of models is to solve for the dc operating conditions and then use
this information to develop alinear small-signal model. Sec. 3.1 described the LEVEL 1
model used by SPICE to solve for the dc operating point. This model also uses the
additional model parameters presented in Sec. 3.2. These parameters include bulk
resistance, capacitance, and noise. A small-signal model that was developed from the
large-signal model was described in Sec. 3.3. These three sections represent the basic
modeling concepts for MOS transistors.

Models for computer simulation were presented. The SPICE Level 3 model whichis

effective for device lengths of 0.8um and greater was covered. The BSIM3v3 model
which is effective for deep-submicron devices was introduced. Large signal models
suitable for weak inversion were also described. Further details of these models and other
models are found in the references for this chapter. A brief background of simulation
methods was presented in Sec. 3.6. Simulation of MOS circuits using SPICE was
discussed. After reading this chapter, the reader should be able to use the model
information presented along with a SPICE simulator to analyze MOS circuits. This
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ability will be very important in the remainder of this text. It will be used to verify
intuitive design approaches and to perform analyses beyond the scope of the techniques
presented. One of the important aspects of modeling isto determine the model parameters
which best fit the MOS process that is being used. The next chapter will be devoted to
this subject.
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PROBLEMS

1.

Sketch to scale the output characteristics of an enhancement n-channel device if
V1 =0.7 volt and Ip = 500 UA when V=5V in saturation. Choose values of Vg

=1, 2, 3,4, and 5V. Assume that the channel modulation parameter is zero.

Sketch to scale the output characteristics of an enhancement p-channel device if V1
=-0.7 volt and I = -500 A when Vgg = -1, -2, -3, -4, and -6 V. Assume that the
channel modulation parameter is zero.

In Table 3.1-2, why is y greater than y for an-well, CMOS technology?

A large-signal model for the MOSFET which features symmetry for the drain and
source isgiven as

ip=K va {[(Ves — V192u(vgs — V19 — [(Vep ~ Vp)?U(Vep ~ V)]

where u(x) is 1 if x is greater than or equal to zero and O if x is less than zero (step
function) and V1 is the threshold voltage evaluated from the gate to X where Xis
either S (Source) or D (Drain). Sketch this model in the form of i versus vpgfor a
constant value of vgg (Vgg> V19 and identify the saturated and nonsaturated
regions. Be sure to extend this sketch for both positive and negative values of vpg
Repeat the sketch of ip versus vpg for a constant value of vgp (Vgp> V1p)-
Assume that both Vtgand Vp are positive.

Equation (11) and Eqg. (18) in Sec. 3.1 describe the MOS model in nonsaturation
and saturation region, respectively. These equations do not agree at the point of
transition between between saturation and nonsaturation regions. For hand
calculations, thisis not an issue, but for computer analysis, it is. How would you
change Eq. (18) so that it would agree with Eq. (11) at vpg= Vpg(sat)?

Using the values of Tables 3.1-1 and 3.2-1, calculate the values of CGB, CGS, and
CGD for a MOS device which hasa W of 5 um and an L of 1 um for all three
regions of operation

Find Cgy at Vgx = 0V and 0.75 V of Fig. P3.7 assuming the values of Table 3.2-1

apply to the MOS device where FC = 0.5 and PB = 1 V. Assume the device is n-

channel and repeat for a p-channel device.
1.6um
—» f 2.0um

0.8um
[ e !
Active Area

[ | Metal
™~ /

~ 1

Polysilicon

Figure P3.7
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10.

11.
12.

13.

14.

Calculate the value of Cgg, Cgg, and Cp for an n-channel device with alength of
1 yum and awidth of 5 um. Assume Vp =2V, Vg=24V,and Vg= 0.5V and let

Vg =0V. Usemodel parameters from Tables 3.1-1, 3.1-2, and 3.2-1.
Calculate the transfer function vgt(s)/vin(s) for the circuit shownin Fig. P3.9. The

WI/L of M1 is 2um/0.8um and the W/L of M2 is 4um/4um. Note that thisis a
small-signal analysis and the input voltage has a dc value of 2 volts.

5Volts
WIL =2/0.8

| | O
J_ WIL = 4/4 +
+
UINT Vgt 1MV <> l l

VOUt

< )
Figure P3.9

Design alow-pass filter patterened after the circuit in Fig. P3.9 that achieves a-3dB
frequency of 100 KHz.

Repeat Examples 3.3-1 and 3.3-2 if the W/L ratio is 100 um/10 pm.

Find the complete small-signal model for an n-channel transistor with the drain at

4V, gateat 4V, source at 2V, and the bulk at 0 V. Assume the model parameters

from Tables 3.1-1, 3.1-2, and 3.2-1, and W/L = 10 um/1 um.

Consider the circuit in Fig P3.13. It isaparallel connection of n mosfet transistors.
Each transistor has the same length, L, but each transistor can have a different
width, W. Derive an expression for Wand L for asingle transistor that replaces, and
is equivaent to, the multiple parallel transistors.

M1 M2 Mn

bz

Figure P3.13

Consider the circuit in Fig P3.14. It is a series connection of n mosfet transistors.
Each transistor has the same width, W, but each transistor can have a different
length, L. Derive an expression for Wand L for asingle transistor that replaces, and
is equivalent to, the multiple parallel transistors. When using the simple model, you
must ignore body effect.
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15.

16.

17.

18.

19.

w -

Figure P3.14

Calculate the value for Vg for n MOS transistor in weak inversion assuming that
fsand fn can be approximated to be unity (1.0).

Develop an expression for the small signal transconductance of a MOS device
operating in weak inversion using the large signal expression of Eqg. (5) of Sec. 3.5.
Another way to approximate the transition from strong inversion to weak inversion
Is to find the current at which the weak-inversion transconductance and the strong-
inversion transconductance are equal. Using this method and the approximation for
drain current in weak inversion (Eq. (5) of Sec. 3.5), derive an expression for drain
current at the transition between strong and weak inversion.

Consider the circuit illustrated in Fig. P3.19. (a) Write a SPICE netlist that
describes this circuit. (b) Repeat part (a) with M2 being 2um/1um and it is
intended that M3 and M2 are ratio matched, 1:2.

Use SPICE to perform the following analyses on the circuit shown in Fig. P3.19: (a)
Plot voyT versus v\ for the nominal parameter set shown. (b) Separately, vary K'
and VT by +10% and repesat part (a)—four simulations.

Parameter N-Channel P-Channel  Units
VT 0.7 -0.7 Vv
K' 110 50 UAINV 2
| 0.04 0.05 v-1
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WIL = 1/1p :I|—©4|l‘__ WIL = /1y

M3
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Yin @
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M1

<

Figure P3.19

20. Use SPICE to plot io as afunction of vo when i4 has values of 10, 20, 30, 40, 50,

21.

22.

23.

60, and 70 uA for Fig. P3.20. The maximum value of vois5 V. Use the model

parameters of V1= 0.7V and K' = 110 pA/V2 and A = 0.01 V-1, Repeat with A =
0.04 V-1,
o —o

oo

Va

WIL = 10pm/2um :I |_4|l: WIL = 10pm/2um
M2 -

Figure P3.20

Use SPICE to plot ip as afunction of vpgfor valuesof vgg=1, 2, 3,4and 5V for

an n-channel transistor with V+ =1V, K' = 110 uA/VZ, and | = 0.04 V-1, Show

how SPICE can be used to generate and plot these curves simultaneously as
illustrated by Fig. 3.1-3.

Repeat Example 3.6-1 if the transistor of Fig. 3.6-5 is a PMOS having the model
parameters given in Table 3.1-2.

Repeat Examples 3.6-2 through 3.6-4 for the circuit of Fig. 3.6-2 if R1 = 200 KQ.
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Chapter 4 Analog CMOS Subcircuits

From the viewpoint of Table 1.1-2, the previous two chapters have provided the
background for understanding the technology and modeling of CMOS devices and
components compatible with the CMOS process. The next step toward our objective—
methodically developing the subject of CMOS analog-circuit design—is to develop
subcircuits. These simple circuits consist of one or more transistors; they are simple; and
they generally perform only one function. A subcircuit is typically combined with other
simple circuits to generate a more complex circuit function. Consequently, the circuits of
this and the next chapter can be considered as building blocks.

The operational amplifier, or op amp, to be covered in Chapters 6 and 7, is a good
example of how simple circuits are combined to perform a complex function. Figure 4.0-
1 presents a hierarchy showing how an operational amplifier—a complex circuit—might
be related to various simple circuits. Working our way backward, we note that one of the
stages of an op amp is the differential amplifier. The differential amplifier consists of
simple circuits that might include a current sink, a current-mirror load, and a source-
coupled pair. Another stage of the op amp is a second gain stage, which might consist of
an inverter and a current-sink load. If the op amp is to be able to drive a low-impedance
load, an output stage is necessary. The output stage might consist of a source follower
and a current-sink load. It is also necessary to provide a stabilized bias for each of the
previous stages. The biasing stage could consist of a current sink and current mirrors to
distribute the bias currents to the other stages.

Operational Amplifier

Biasing Input Second Output
Circuits Differential Gain Stage
| Amplifier Stage |
Current Current Current Source Current Inverter Current Source Current
Source Mirrors Sink Coupled Pair Mirror Load Sink Load Follower  Sink Load

Figure4.0-1 lllustration of the hierarchy of analog circuits for an operational amplifier.

The subject of basic CMOS analog circuits has been divided into two chapters to
avoid one lengthy chapter and yet provide sufficient detail. Chapter 4 covers the ssmpler
subcircuits, including: the MOS switch, active loads, current sinks/sources, current
mirrors and current amplifiers, and voltage and current references. Chapter 5 will
examine more complex circuits like CMOS amplifiers. That chapter represents a natural
extension of the material presented in Chapter 4. Taken together, these two chapters are
fundamental for the analog CMOS designer's understanding and capability, as most
designs will start at this level and progress upward to synthesize the more complex
circuits and systems of Table 1.1-2.

4.1 MOS Switch
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The switch finds many applications in integrated-circuit design. In analog circuits,
the switch is used to implement such useful functions as the switched simulation of a
resistor [1]. The switch isaso useful for multiplexing, modulation, and a number of other
applications. The switch is used as a transmission gate in digital circuits and adds a
dimension of flexibility not found in standard logic circuits. The objective of this section
is to study the characteristics of switches that are compatible with CMOS integrated
circuits.

We begin with the characteristics of a voltage-controlled switch. Figure 4.1-1 shows
amodel for such a device. The voltage v control s the state of the switch—ON or OFF.
The voltage-controlled switch is a three-terminal network with terminals A and B
comprising the switch and terminal C providing the means of applying the control
voltage vc. The most important characteristics of a switch are its ON resistance, gy, and
its OFF resistance, rogg. Ideally roy is zero and roeg isinfinite. Reality is such that roy
is never zero and ropg is never infinite. Moreover, these values are never constant with
respect to terminal conditions. In general, switches can have some form of voltage offset
which is modeled by Vg of Fig. 4.1-1. Vg represents the small voltage that may exist
between terminals A and B when the switch is in the ON state and the current is zero.
| oeg represents the leakage current that may flow in the OFF state of the switch. Currents
| o @and g represent leakage currents from the switch terminals to ground (or some other
supply potential). The polarities of the offset sources and leakage currents are not known
and have been arbitrarily assigned the directions indicated in Fig. 4.1-1. The parasitic
capacitors are an important consideration in the application of analog sampled-data
circuits. Capacitors Cp, and Cg, are the parasitic capacitors between the switch terminals
A and B and ground. Capacitor Cpg is the parasitic capacitor between the switch
terminals A and B. Capacitors Cac and Cg are parasitic capacitors that may exist
between the voltage-control terminal C and the switch terminals A and B. Capacitors Cac
and Cpc contribute to the effect called charge feedthrough—where a portion of the
control voltage appears at the switch terminals A and B.

lorr

@
MM Torr
r VOS
A o \/\;s/\ /A +O_ o B
i CAB
—
I <¢> CACI( ‘o I( Cec (‘) Iy

>

\

/1
—OO<O—<

)\

<

Figure4.1-1 Model for anonideal switch.
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One advantage of MOS technology is that it provides a good switch. Figure 4.1-2
shows a MOS transistor that is to be used as a switch. Its performance can be determined
by comparing Fig. 4.1-1 with the large-signal model for the MOS transistor. We see that
either terminal, A or B, can be the drain or the source of the MOS transistor depending
upon the terminal voltages (e.g., for an n-channel transistor, if terminal A is at a higher
potential than B, then termina A is the drain and terminal B is the source). The ON
resistance consists of the series combination of rp, rg, and whatever channel resistance
exists. Typically, by design, the contribution from rp and rg is small such that the
primary consideration is the channel resistance. An expression for the channel resistance
can be found as follows. In the ON state of the switch, the voltage across the switch
should be small and vgg should be large. Therefore the MOS device is assumed to be in
the nonsaturation region. Equation (1) of Sec. 3.1, repeated below, is used to model this
state.

KWD VésS
Ip =7 %VGS ~V1)Vbs~ 5 O D)
C
PR 2 I

Figure4.1-2 An n-channel transistor used as a switch.

where Vpgis less than Vgg— V1 but greater than zero. (Vgg becomes Vgp if Vpgis
negative.) The small-signal channel resistance given as

1 L
FON = 3 Ve KW(Ve— Vo — V.
p/0Vps (Ves= V1~ Vb9

Figure 4.1-3 illustrates drain current of an n-channel transistor as a function of the
voltage across the drain and source terminals, plotted for equal increasing steps of Vgg

for WIL = 5/1. This figure illustrates some very important principles about MOS
transistor operation. Notice that the curves are not symmetrical about V4 = 0. Thisis
because the transistor terminals (drain and source) switch roles as V4 crosses zero volts.
For example, when V; is positive, node B is the drain and node A is the source and Vggis
fixed at -2.5 voltsand Vggisfixed aswell (for agiven Vg). When V; is negative, node B
is the source and node A is the drain and as V4 continues to decrease, Vgg decreases and
Vggincreases resulting in an increase in current.

2
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Figure 4.1-3 |-V characteristic of an n-channel transistor operating as a switch.

A plot of roy asafunction of Vggisshownin Fig. 4.1-4 for Vpg= 0.1 volts and for W/L

=1, 2,5, and 10. It is seen that alower value of rqy is achieved for larger values of WIL.
When Vg approaches V1 (V1 = 0.7 voltsin this case), ron approachesinfinity because
the switch is turning off.

25k

20k

15k

10k

ON Resistance (Q)

5k

0 L I L I L I L I H L I L I L I L
1 2 3 4 5
Vg (volts)

Figure4.1-4 Illustration of on resistance for an n-channel transistor.

When, Vggisless than or equal to V1 the switch is OFF and ropg isidealy infinite.
Of course, it is never infinite, but because it is so large, the performance in the OFF state
is dominated by the drain-bulk and source-bulk leakage current as well as subthreshold
leakage from drain to source. The leakage from drain and source to bulk is primarily due
to the pn junction leakage current and ismodeled in Fig. 4.1-1 as | 5 and Ig. Typically this
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leakage current is on the order of 1 fA/um?2 at room temperature and doubles for every 8

°Cincrease (see Ex. 2.5-1).

The offset voltage modeled in Fig. 4.1-1 does not exist in MOS switches and thusis
not a consideration in MOS switch performance. The capacitors Cp, Cg, Cac, and Cpc of
Fig. 4.1-1 correspond directly to the capacitors Cgg, Cgp, Cgs, and Cgp of the MOS
transistor (see Fig. 3.2-1). Cpg issmall for the MOS transistor and is usually negligible.

One important aspect of the switch is the range of voltages on the switch terminals
compared to the control voltage. For the n-channel MOS transistor we see that the gate
voltage must be considerably larger than either the drain or source voltage in order to
ensure that the MOS transistor is ON. (For the p-channel transistor, the gate voltage must
be considerably less than either the drain or source voltage.) Typically, the bulk is taken
to the most negative potential for the n-channel switch (positive for the p-channel
switch). This requirement can be illustrated as follows for the n-channel switch. Suppose
that the ON voltage of the gate is the positive power supply Vpp. With the bulk to ground
this should keep the n-channel switch ON until the signal on the switch terminals (which

should be approximately identical at the source and drain) approaches Vpp — V1. Asthe

signal approaches Vpp — V7 the switch begins to turn OFF. Typical voltages used for an
n-channel switch are shown in Fig. 4.1-5 where the switch is connected between the two
networks shown.

0 volts- OFF
5volts- ON G

Circuit (0to4v) 1_|- (0to4v) Circuit
1 S D 2

<~ <

Figure4.1-5 Application of an n-channel transistor as a switch with typical
terminal voltages indicated.

Consider the use of a switch to charge a capacitor as shown in Fig. 4.1-6. An n-
channel transistor used as a switch and @is the control voltage (clock) applied to the gate.
The ON resistance of the switch is important during the charge transfer phase of this
circuit. For example, when ¢ goes high (V(p> Vin ¥V1), M1 connects C to the voltage
source Vi, The equivalent circuit at this timeis shown in Fig. 4.1-7. It can be seen that C
will charge to v, with the time constant of ronC. For successful operation ronC << T
where T is the time @is high. Clearly, royvaries greatly with vgq as illustrated in Fig.
4.1-4. Theworst-case value for roy (the highest value) during the charging of C, iswhen
Vgs = 0 and Vg = Vo~ Vin This value should be used when sizing the transistor to achieve
the desired charging time.
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Figure4.1-6 An application of a MOS switch.

ON

Figure4.1-7 Model for the ON state of the switch in Fig 4.1-6.

Consider acase where thetime @ishighis T= 0.1 ysand C = 0.2 pF, then r gy must
be lessthan 100 kQ if sufficient charge transfer occurs in five time constants. For a 5-volt
clock swing, vj,, of 2.5 volts, the MOS device of Fig. 4.1-4 with W= L gives roy on the
order of 2.8 kQ, which is sufficiently small to transfer the charge in the desired time. It is

desirable to keep the switch size as small as possible (minimize WxL) to minimize charge
feedthrough from the gate.

The OFF state of the switch has little influence upon the performance of the circuit
in Fig. 4.1-6 except for the leakage current. Figure 4.1-8 shows a sample-and-hold circuit
where the leakage current can create serious problems. If Cy is not large enough, then in
the hold mode where the MOS switch is OFF the leakage current can charge or discharge
Cy asignificant amount.
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Figure4.1-8 Example of theinfluence of |  in a sample-and-hold circuit.

One of the most serious limitations of monoalithic switches is the clock feedthrough
effect. Clock feedthrough (also called charge injection, and charge feedthrough) is due
to the coupling capacitance from the gate to both source and drain. This coupling alows
charge to be transferred from the gate signal (which is generally a clock) to the drain and
source nodes—an undesirable but unavoidable effect. Charge injection involves a
complex process whose resulting effects depend upon a number of factors such as the
layout of the transistor, its dimensions, impedance levels at the source and drain nodes,
and gate waveform. It is hopeless to attempt to describe all of these effects precisely
analytically—we have computers to do that! Nevertheless, it is useful to develop a
gualitative understanding of thisimportant effect.

Consider a simple circuit suitable for studying charge injection analysis shown in
Fig. 4.1-9(a). Figure 4.1-9(b) illustrates modeling a transistor with the channel
symbolized as a resistor, R.ngnna,» @nd gate-channel coupling capacitance denoted
Cchannel- The characters of Chgnnel @d Rehannel depend upon the terminal conditions of
the device. The gate-channel coupling is distributed across the channel as is the channel
resistance, Rehannel- |N addition to the channel capacitance, there is the overlap
capacitance, CGS0 and CGDO. It is convenient to approximate the total channel
capacitance by splitting it into two capacitors of equal size placed at the gate-source and
gate-drain terminals asillustrated in Fig. 4.1-9(c).

For the circuit in Fig. 4.1-9, charge injection is of interest during a high to low

transition at the gate of ¢,. Moreover, it is convenient to consider two cases regarding
the gate transition—a fast transition time, and a slow transition time. Consider the slow-
transition case first (what is meant by slow and fast will be covered shortly). Asthe gate
is falling, some charge is being injected into the channel. However, initialy, the
transistor remains on so that whatever charge is injected flows in the input voltage
source, Vg . None of this charge will appear on the load capacitor, C| . As the gate
voltage falls, at some point, the transistor turns off (when the gate voltage reaches Vg +
V7). When the transistor turns off, there is no other path for the charge injection other
thaninto C_ .

For the fast case, the time constant associated with the channel resistance and the
channel capacitance limits the amount of charge that can flow to the source voltage so
that some of the channel charge that is injected while the transistor is on contributes to
the total chargeon C; .

To develop some intuition about the fast and slow cases, it is useful to model the
gate voltage as a piecewise constant waveform (a quantized waveform) and consider the
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charge flow at each transition as illustrated in Fig 4.1-10(a) and (b). In this figure, the
range of voltage at C illustrated represent the period while the transistor is on. In both
cases, the quantized voltage step is the same, but the time between stepsis different. The
voltage across C; is observed to be an exponential whose time constant is due to the
channel resistance and channel capacitance and does not change from fast case to slow
case.

2

o

©

Figure 4.1-9 (a) Simple switch circuit useful for studying charge injection.
(b) Distributed model for the transistor switch. (c) Lumped model of Fig. 4.1-9(a).
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Figure 4.1-10 (a) lllustration of slow ramp and (b) fast ramp using a quantized voltage
ramp to illustrate the effects due to the time constant of the channel resistance and capacitance.

Analytical expressions have been derived which describe the approximate operation
of atransistor in the slo