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Preface

This book is an introduction to the algebraic, algorithmic and analytic aspects
of the Galois theory of homogeneous linear differential equations. Although the
Galois theory has its origins in the 19th Century and was put on a firm footing
by Kolchin in the middle of the 20th Century, it has experienced a burst of
activity in the last 30 years. In this book we present many of the recent results
and new approaches to this classical field. We have attempted to make this
subject accessible to anyone with a background in algebra and analysis at the
level of a first year graduate student. Our hope is that this book will prepare
and entice the reader to delve further.

In this preface we will describe the contents of this book. Various researchers
are responsible for the results described here. We will not attempt to give
proper attributions here but refer the reader to each of the individual chapters
for appropriate bibliographic references.

The Galois theory of linear differential equations (which we shall refer to simply
as differential Galois theory) is the analogue for linear differential equations of
the classical Galois theory for polynomial equations. The natural analogue of a
field in our context is the notion of a differential field. This is a field k together
with a derivation ∂ : k → k, that is, an additive map that satisfies ∂(ab) =
∂(a)b+ a∂(b) for all a, b ∈ k (we will usually denote ∂a for a ∈ k as a′). Except
for Chapter 13, all differential fields will be of characteristic zero. A linear
differential equation is an equation of the form ∂Y = AY where A is an n× n
matrix with entries in k although sometimes we shall also consider scalar linear
differential equations L(y) = ∂ny + an−1∂

n−1y + · · · + a0y = 0 (these objects
are in general equivalent, as we show in Chapter 2). One has the notion of a
“splitting field”, the Picard-Vessiot extension, which contains “all” solutions of
L(y) = 0 and in this case has the additional structure of being a differential field.
The differential Galois group is the group of field automorphisms of the Picard-
Vessiot field fixing the base field and commuting with the derivation. Although
defined abstractly, this group can be easily represented as a group of matrices
and has the structure of a linear algebraic group, that is, it is a group of invertible
matrices defined by the vanishing of a set of polynomials on the entries of these
matrices. There is a Galois correspondence identifying differential subfields with
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linear algebraic subgroups of the Galois group. Corresponding to the notion of
solvability by radicals for polynomial equations is the notion of solvability in
terms of integrals, exponentials and algebraics, that is, solvable in terms of
liouvillian functions and one can characterize this in terms of the differential
Galois group as well.

Chapter 1 presents these basic facts. The main tools come from the elementary
algebraic geometry of varieties over fields that are not necessarily algebraically
closed and the theory of linear algebraic groups. In Appendix A we develop the
results necessary for the Picard-Vessiot theory.

In Chapter 2, we introduce the ring k[∂] of differential operators over a differ-
ential field k, that is, the (in general, noncommutative) ring of polynomials in
the symbol ∂ where multiplication is defined by ∂a = a′ + a∂ for all a ∈ k.
For any differential equation ∂Y = AY over k one can define a corresponding
k[∂]-module in much the same way that one can associate an F [X ]-module to
any linear transformation of a vector space over a field F . If ∂Y = A1Y and
∂Y = A2Y are differential equations over k and M1 and M2 are their asso-
ciated k[∂]-modules, then M1 � M2 as k[∂]-modules if and only if here is an
invertible matrix Z with entries in k such that Z−1(∂ − A1)Z = ∂ − A2, that
is A2 = Z−1A1Z − Z−1Z ′. We say two equations are equivalent over k if such
a relation holds. We show equivalent equations have the same Galois groups
and so can define the Galois group of a k[∂]-module. This chapter is devoted
to further studying the elementary properties of modules over k[∂] and their
relationship to linear differential equations. Further the Tannakian equivalence
between differential modules and representations of the differential Galois group
is presented.

In Chapter 3, we study differential equations over the field of fractions k =
C((z)) of the ring of formal power series C[[z]] over the field of complex numbers,
provided with the usual differentiation d

dz . The main result is to classify k[∂]-
modules over this ring or, equivalently, show that any differential equation ∂Y =
AY can be put in a normal form over an algebraic extension of k (an analogue of
the Jordan Normal Form of complex matrices). In particular, we show that any
equation ∂Y = AY is equivalent (over a field of the form C((t)), tm = z for some
integer m > 0) to an equation ∂Y = BY where B is a block diagonal matrix
where each block Bi is of the form Bi = qiI+Ci where where qi ∈ t−1C[t−1] and
Ci is a constant matrix. We give a proof (and formal meaning) of the classical
fact that any such equation has a solution matrix of the form Z = HzLeQ,
where H is an invertible matrix with entries in C((t)), L is a constant matrix
(i.e. with coefficients in C), where zL means elog(z)L, Q is a diagonal matrix
whose entries are polynomials in t−1 without constant term. A differential
equation of this type is called quasi-split (because of its block form over a finite
extension of C((z)) ). Using this, we are able to explicitly give a universal
Picard-Vessiot extension containing solutions for all such equations. We also
show that the Galois group of the above equation ∂Y = AY over C((z)) is
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the smallest linear algebraic group containing a certain commutative group of
diagonalizable matrices (the exponential torus) and one more element (the formal
monodromy) and these can be explicitly calculated from its normal form. In this
chapter we also begin the study of differential equations over C({z}), the field
of fractions of the ring of convergent power series C{z}. If A has entries in
C({z}), we show that the equation ∂Y = AY is equivalent over C((z)) to a
unique (up to equivalence over C({z})) equation with entries in C({z}) that
is quasi-split. This latter fact is key to understanding the analytic behavior of
solutions of these equations and will be used repeatedly in succeeding chapters.
In Chapter 2 and 3, we also use the language of Tannakian categories to describe
some of these results. This theory is explained in Appendix B. This appendix
also contains a proof of the general result that the category of k[∂]-modules
for a differential field k forms a Tannakian category and how one can deduce
from this the fact that the Galois groups of the associated equations are linear
algebraic groups. In general, we shall use Tannakian categories throughout the
book to deduce facts about categories of special k[∂]-modules, i.e., deduce facts
about the Galois groups of restricted classes of differential equations.

In Chapter 4, we consider the “direct” problem, which is to calculate explicitly
for a given differential equation or differential module its Picard-Vessiot ring
and its differential Galois group. A complete answer for a given differential
equation should, in principal, provide all the algebraic information about the
differential equation. Of course this can only be achieved for special base fields
k, such as Q(z), ∂z = 1 (where Q is the algebraic closure of the field of rational
numbers). The direct problem requires factoring many differential operators L
over k. A right hand factor ∂ − u of L (over k or over an algebraic extension
of k) corresponds to a special solution f of L(f) = 0, which can be rational,
exponential or liouvillian. Some of the ideas involved here are already present
in Beke’s classical work on factoring differential equations.
The “inverse” problem, namely to construct a differential equation over k with
a prescribed differential Galois group G and action of G on the solution space
is treated for a connected linear algebraic group in Chapter 11. In the opposite
case that G is a finite group (and with base field Q(z)) an effective algorithm
is presented together with examples for equations of order 2 and 3. We note
that some of the algorithms presented in this chapter are efficient and others
are only the theoretical basis for an efficient algorithm.

Starting with Chapter 5, we turn to questions that are, in general, of a more
analytic nature. Let ∂Y = AY be a differential equation where A has en-
tries in C(z), where C is the field of complex numbers and ∂z = 1. A point
c ∈ C is said to be a singular point of the equation ∂Y = AY if some en-
try of A is not analytic at c (this notion can be extended to the point at
infinity on the Riemann sphere P as well). At any point p on the manifold
P\{the singular points}, standard existence theorems imply that there exists
an invertible matrix Z of functions, analytic in a neighbourhood of p, such
that ∂Z = AZ. Furthermore, one can analytically continue such a matrix of
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functions along any closed path γ, yielding a new matrix Zγ which must be
of the form Zγ = ZAγ for some Aγ ∈ GLn(C). The map γ �→ Aγ induces
a homomorphism, called the monodromy homomorphism, from the fundamen-
tal group π1(P\{the singular points}, c) into GLn(C). As explained in Chap-
ter 5, when all the singular points of ∂Y = AY are regular singular points
(that is, all solutions have at most polynomial growth in sectors at the sin-
gular point), the smallest linear algebraic group containing the image of this
homomorphism is the Galois group of the equation. In Chapters 5 and 6 we
consider the inverse problem: Given points {p0, . . . , pn} ⊂ P1 and a represen-
tation π1(P\p1, . . . , pn}, p0)→ GLn(C), does there exist a differential equation
with regular singular points having this monodromy representation? This is one
form of Hilbert’s 21st Problem and we describe its positive solution. We discuss
refined versions of this problem that demand the existence of an equation of a
more restricted form as well as the existence of scalar linear differential equations
having prescribed monodromy. Chapter 5 gives an elementary introduction to
this problem concluding with an outline of the solution depending on basic facts
concerning sheaves and vector bundles. In Appendix C, we give an exposition
of the necessary results from sheaf theory needed in this and later sections.
Chapter 6 contains deeper results concerning Hilbert’s 21st problem and uses
the machinery of connections on vector bundles, material that is developed in
Appendix C and this chapter.

In Chapter 7, we study the analytic meaning of the formal description of so-
lutions of a differential equation that we gave in Chapter 3. Let w ∈ C({z})n
and let A be a matrix with entries in C({z}). We begin this chapter by giv-
ing analytic meaning to formal solutions v̂ ∈ C((z))n of equations of the form
(∂ − A)v̂ = w. We consider open sectors S = S(a, b, ρ) = {z | z �= 0, arg(z) ∈
(a, b) and |z| < ρ(arg(z))}, where ρ(x) is a continuous positive function of a
real variable and a ≤ b are real numbers and functions f analytic in S and
define what it means for a formal series

∑
aiz

i ∈ C((z)) to be the asymptotic
expansion of f in S. We show that for any formal solution v̂ ∈ C((z))n of
(∂ − A)v̂ = w and any sector S = S(a, b, ρ) with |a − b| sufficiently small and
suitable ρ, there is a vector of functions v analytic in S satisfying (∂ −A)v = w
such that each entry of v has the corresponding entry in v̂ as its asymptotic
expansion. The vector v is referred to as an asymptotic lift of v̂. In general,
there will be many asymptotic lifts of v̂ and the rest of the chapter is devoted
to describing conditions that guarantee uniqueness. This leads us to the study
of Gevrey functions and Gevrey asymptotics. Roughly stated, the main result,
the Multisummation Theorem, allows us to associate, in a functorial way, to
any formal solution v̂ of (∂ − A)v̂ = w and all but a finite number (mod 2π)
of directions d, a unique asymptotic lift in an open sector S(d − ε, d+ ε, ρ) for
suitable ε and ρ. The exceptional values of d are called the singular directions
and are related to the so-called Stokes phenomenon. They play a crucial role
in the succeeding chapters where we give an analytic description of the Galois
group as well as a classification of meromorphic differential equations. Sheaves
and their cohomology are the natural way to take analytic results valid in small



vii

neighbourhoods and describe their extension to larger domains and we use these
tools in this chapter. The necessary facts are described in Appendix C.

In Chapter 8 we give an analytic description of the differential Galois group of
a differential equation ∂Y = AY over C({z}) where A has entries in C({z}).
In Chapter 3, we show that any such equation is equivalent to a unique quasi-
split equation ∂Y = BY with the entries of B in C({z}) as well, that is there
exists an invertible matrix F̂ with entries in C((z)) such that F̂−1(∂ − A)F̂ =
∂−B. The Galois groups of ∂Y = BY over C({z}) and C((z)) coincide and are
generated (as linear algebraic groups) by the associated exponential torus and
formal monodromy. The differential Galois group G′ over C({z}) of ∂Y = BY
is a subgroup of the differential Galois group of ∂Y = AY over C({z}). To see
what else is needed to generate this latter differential Galois group we note that
the matrix F̂ also satisfies a differential equation F̂ ′ = AF̂ − F̂B over C({z})
and so the results of Chapter 7 can be applied to F̂ . Asymptotic lifts of F̂ can be
used to yield isomorphisms of solution spaces of ∂Y = AY in overlapping sectors
and, using this we describe how, for each singular direction d of F̂ ′ = AF̂ − F̂B,
one can define an element Std (called the Stokes map in the direction d) of the
Galois group G of ∂Y = AY over C({z}). Furthermore, it is shown that G is
the smallest linear algebraic group containing the Stokes maps {Std} and G′.
Various other properties of the Stokes maps are described in this chapter.

In Chapter 9, we consider the meromorphic classification of differential equations
over C({z}). If one fixes a quasi-split equation ∂Y = BY , one can consider pairs
(∂−A, F̂ ), where A has entries in C({z}), F̂ ∈ GLn(C((z)) and F̂−1(∂−A)F̂ =
∂ − B. Two pairs (∂ − A1, F̂1) and (∂ − A2, F̂2) are called equivalent if there
is a G ∈ GLn(C({z})) such that G(∂ − A1)G−1 = ∂ − A2 and F̂2 = F̂1G. In
this chapter, it is shown that the set E of equivalence classes of these pairs is
in bijective correspondence with the first cohomology set of a certain sheaf of
nonabelian groups on the unit circle, the Stokes sheaf. We describe how one can
furthermore characterize those sets of matrices that can occur as Stokes maps
for some equivalence class. This allows us to give the above cohomology set the
structure of an affine space. These results will be further used in Chapters 10
and 11 to characterize those groups that occur as differential Galois groups over
C({z}).

In Chapter 10, we consider certain differential fields k and certain classes of
differential equations over k and explicitly describe the universal Picard-Vessiot
ring and its group of differential automorphisms over k, the universal differential
Galois group, for these classes. For the special case k = C((z)) this universal
Picard-Vessiot ring is described in Chapter 3. Roughly speaking, a univer-
sal Picard-Vessiot ring is the smallest ring such that any differential equation
∂Y = AY (with A an n×n matrix) in the given class has a set of n independent
solutions with entries from this ring. The group of differential automorphisms
over k will be an affine group scheme and for any equation in the given class, its
Galois group will be a quotient of this group scheme. The necessary informa-
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tion concerning affine group schemes is presented in Appendix B. In Chapter
10, we calculate the universal Picard-Vessiot extension for the class of regular
differential equations over C((z)), the class of arbitrary differential equations
over C((z)) and the class of meromorphic differential equations over C({z}).

In Chapter 11, we consider the problem of, given a differential field k, deter-
mining which linear algebraic groups can occur as differential Galois groups for
linear differential equations over k. In terms of the previous chapter, this is the,
a priori, easier problem of determining the linear algebraic groups that are quo-
tients of the universal Galois group. We begin by characterizing those groups
that are differential Galois groups over C((z)). We then give an analytic proof
of the fact that any linear algebraic group occurs as a differential Galois group
of a differential equation ∂Y = AY over C(z) and describe the minimal number
and type of singularities of such an equation that are necessary to realize a given
group. We end by discussing an algebraic (and constructive) proof of this result
for connected linear algebraic groups and give explicit details when the group
is semi-simple.

In Chapter 12, we consider the problem of finding a fine moduli space for the
equivalence classes E of differential equations considered in Chapter 9. In that
chapter, we describe how E has a natural structure as an affine space. Nonethe-
less, it can be shown that there does not exist a universal family of equations
parameterized by E. To remedy this situation, we show the classical result that
for any meromorphic differential equation ∂Y = AY , there is a differential equa-
tion ∂Y = BY where B has coefficients in C(z) (i.e., a differential equation on
the Riemann Sphere) having singular points at 0 and ∞ such that the singular
point at infinity is regular and such that the equation is equivalent to the orig-
inal equation when both are considered as differential equations over C({z}).
Furthermore, this latter equation can be identified with a (meromorphic) con-
nection on a free vector bundle over the Riemann Sphere. In this chapter we
show that, loosely speaking, there exists a fine moduli space for connections on
a fixed free vector bundle over the Riemann Sphere having a regular singularity
at infinity and an irregular singularity at the origin together with an extra piece
of data (corresponding to fixing the formal structure of the singularity at the
origin).

In Chapter 13, the differential field K has characteristic p > 0. A perfect field
(i.e., K = Kp) of characteristic p > 0 has only the zero derivation. Thus we
have to assume that K �= Kp. In fact, we will consider fields K such that
[K : Kp] = p. A non-zero derivation on K is then unique up to a multiplicative
factor. This seems to be a good analogue of the most important differential
fields C(z), C({z}), C((z)) in characteristic zero. Linear differential equa-
tions over a differential field of characteristic p > 0 have attracted, for various
reasons, a lot of attention. Some references are [90, 139, 151, 152, 161, 204,
216, 226, 228, 8, 225]. One reason is Grothendieck’s conjecture on p-curvatures,
which states that the differential Galois group of a linear differential equation in
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characteristic zero is finite if and only if the p-curvature of the reduction of the
equation modulo p is zero for almost all p. N. Katz has extended this conjec-
ture to one which states that the Lie algebra of the differential Galois group of a
linear differential equation in characteristic zero is determined by the collection
of its p-curvatures (for almost all p). In this Chapter we will classify a differ-
ential module over K essentially by the Jordan normal form of its p-curvature.
Algorithmic considerations make this procedure effective. A glimpse at order
two equations gives an indication how this classification could be used for linear
differential equations in characteristic 0. A more or less obvious observation
is that these linear differential equations in positive characteristic behave very
differently from what might be expected from the characteristic zero case. A
different class of differential equations in positive characteristic, namely the it-
erative differential equations, is introduced. The Chapter ends with a survey on
iterative differential modules.

Appendix A contains the tools from the theory of affine varieties and linear al-
gebraic groups that are needed, particularly in Chapter 1. Appendix B contains
a description of the formalism of Tannakian categories that are used through-
out the book. Appendix C describes the results from the theory of sheaves and
sheaf cohomology that are used in the analytic sections of the book. Finally,
Appendix D discusses systems of linear partial differential equations and the ex-
tent to which the results of this book are known to generalize to this situation.

Conspicuously missing from this book are discussions of the arithmetic theory of
linear differential equations as well as the Galois theory of nonlinear differential
equations. A few references are [161, 196, 198, 221, 222, 292, 293, 294, 295]. We
have also not described the recent applications of differential Galois theory to
Hamiltonian mechanics for which we refer to [11] and [212]. For an extended
historical treatment of linear differential equations and group theory in the 19th

Century, see [113].

Notation and Terminology. We shall use the letters C,N,Q,R,Z to denote
the complex numbers, the nonnegative integers, the rational numbers , the real
numbers and the integers, respectively. Authors of any book concerning func-
tions of a complex variable are confronted with the problem of how to use the
terms analytic and holomorphic. We consider these terms synonymous and use
them interchangeably but with an eye to avoiding such infelicities as “analytic
differential” and “holomorphic continuation”.
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Chapter 1

Picard-Vessiot Theory

In this chapter we give the basic algebraic results from the differential Galois
theory of linear differential equations. Other presentations of some or all of this
material can be found in the classics of Kaplansky [150] and Kolchin [161] (and
Kolchin’s original papers that have been collected in [25]) as well as the recent
book of Magid [182] and the papers [230], [172].

1.1 Differential Rings and Fields

The study of polynomial equations leads naturally to the notions of rings and
fields. For studying differential equations, the natural analogues are differential
rings and differential fields, which we now define. All the rings, considered in
this chapter, are supposed to be commutative, to have a unit element and to
contain Q, the field of the rational numbers.

Definition 1.1 A derivation on a ring R is a map ∂ : R → R having the
properties that for all a, b ∈ R,

∂(a+ b) = ∂(a) + ∂(b) and
∂(ab) = ∂(a)b+ a∂(b) .

A ring R equipped with a derivation is called a differential ring and a field
equipped with a derivation is called a differential field. We say a differential
ring S ⊃ R is a differential extension of the differential ring R or a differential
ring over R if the derivation of S restricts on R to the derivation of R. �

Very often, we will denote the derivation of a differential ring by a �→ a′.
Further a derivation on a ring will also be called a differentiation.

3
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Examples 1.2 The following are differential rings.
1. Any ring R with trivial derivation, i.e., ∂ = 0.
2. Let R be a differential ring with derivation a �→ a′. One defines the ring
of differential polynomials in y1, . . . , yn over R, denoted by R{{y1, . . . , yn}},
in the following way. For each i = 1, . . . , n, let y(j)

i , j ∈ N be an infinite
set of distinct indeterminates. For convenience we will write yi for y(0)

i , y′i
for y(1)

i and y′′i for y(2)
i . We define R{{y1, . . . , yn}} to be the polynomial ring

R[y1, y′1, y′′1 , . . . , y2, y′2, y′′2 , . . . , yn, y′n, y′′n, . . .]. We extend the derivation of R to
a derivation on R{{y1, . . . , yn}} by setting (y(j)

i )′ = y
(j+1)
i . �

Continuing with Example 1.2.2, let S be a differential ring over R and let
u1, . . . , un ∈ S. The prescription φ : y(j)

i �→ u
(j)
i for all i, j, defines an R-linear

differential homomorphism from R{{y1, . . . , yn}} to S, that is φ is an R-linear
homomorphism such that φ(v′) = (φ(v))′ for all v ∈ R{{y1, . . . , yn}}. This
formalizes the notion of evaluating differential polynomials at values ui. We
will write P (u1, . . . , un) for the image of P under φ. When n = 1 we shall
usually denote the ring of differential polynomials as R{{y}}. For P ∈ R{{y}},
we say that P has order n if n is the smallest integer such that P belongs to
the polynomial ring R[y, y′, . . . , y(n)].

Examples 1.3 The following are differential fields. Let C denote a field.
1. C(z), with derivation f �→ f ′ = df

dz .
2. The field of formal Laurent series C((z)) with derivation f �→ f ′ = df

dz .
3. The field of convergent Laurent series C({z}) with derivation f �→ f ′ = df

dz .
4. The field of all meromorphic functions on any open connected subset of the
extended complex plane C ∪ {∞}, with derivation f �→ f ′ = df

dz .
5. C(z, ez) with derivation f �→ f ′ = df

dz . �

The following defines an important property of elements of a differential ring.

Definition 1.4 Let R be a differential ring. An element c ∈ R is called a
constant if c′ = 0. �

In Exercise 1.5.1, the reader is asked to show that the set of constants in a
ring forms a ring and in a field forms a field. The ring of constants in Exam-
ples 1.2.1 and 1.2.2 is R. In Examples 1.3.1 and 1.3.2, the field of constants is
C. In the other examples the field of constants is C. For the last example this
follows from the embedding of C(z, ez) in the field of the meromorphic functions
on C.

The following exercises give many properties of these concepts.

Exercises 1.5 1. Constructions with rings and derivations
Let R be any differential ring with derivation ∂.
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(a) Let t, n ∈ R and suppose that n is invertible. Prove the formula
∂( tn ) = ∂(t)n−t∂(n)

n2 .
(b) Let I ⊂ R be an ideal. Prove that ∂ induces a derivation on R/I if and only
if ∂(I) ⊂ I.
(c) Let the ideal I ⊂ R be generated by {aj}j∈J . Prove that ∂(I) ⊂ I if
∂(aj) ∈ I for all j ∈ J .
(d) Let S ⊂ R be a multiplicative subset, i.e., 0 �∈ S and for any two elements
s1, s2 ∈ S one has s1s2 ∈ S. We recall that the localization of R with respect to
S is the ring RS−1, defined as the set of equivalence classes of pairs (r, s) with
r ∈ R, s ∈ S. The equivalence relation is given by (r1, s1) ∼ (r2, s2) if there is
an s3 ∈ S with s3(r1s2− r2s1) = 0. The symbol rs denotes the equivalence class
of the pair (r, s). Prove that there exists a unique derivation ∂ on RS−1 such
that the canonical map R → RS−1 commutes with ∂. Hint: Use that tr = 0
implies t2∂(r) = 0.
(e) Consider the polynomial ring R[X1, . . . , Xn] and a multiplicative subset
S ⊂ R[X1, . . . , Xn]. Let a1, . . . , an ∈ R[X1, . . . , Xn]S−1 be given. Prove that
there exists a unique derivation ∂ on R[X1, . . . , Xn]S−1 such that the canonical
map R→ R[X1, . . . , Xn]S−1 commutes with ∂ and ∂(Xi) = ai for all i.
(We note that the assumption Q ⊂ R is not used in this exercise).

2. Constants
Let R be any differential with derivation ∂.
(a) Prove that the set of constants C of R is a subring containing 1.
(b) Prove that C is a field if R is a field.
Assume that K ⊃ R is an extension of differential fields.
(c) Suppose that c ∈ K is algebraic over the constants C of R. Prove that
∂(c) = 0.
Hint: Let P (X) be the minimal monic polynomial of c over C. Differentiate the
expression P (c) = 0 and use that Q ⊂ R.
(d) Show that c ∈ K, ∂(c) = 0 and c is algebraic over R, implies that c is
algebraic over the field of constants C of R. Hint: Let P (X) be the minimal
monic polynomial of c over R. Differentiate the expression P (c) = 0 and use
Q ⊂ R.

3. Derivations on field extensions
Let F be a field (of characteristic 0) and let ∂ be a derivation on F . Prove the
following statements.
(a) Let F ⊂ F (X) be a transcendental extension of F . Choose an a ∈ F (X).
There is a unique derivation ∂̃ of F (X), extending ∂, such that ∂̃(X) = a.
(b) Let F ⊂ F̃ be a finite extension, then ∂ has a unique extension to a derivation
of F̃ . Hint: F̃ = F (a), where a satisfies some irreducible polynomial over F .
Use part (1) of these exercises and Q ⊂ F .
(c) Prove that ∂ has a unique extension to any field F̃ which is algebraic over
F (and in particular to the algebraic closure of F ).
(d) Show that (b) and (c) are in general false if F has characteristic p > 0.
Hint: Let Fp be the field with p elements and consider the field extension
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Fp(xp) ⊂ Fp(x), where x is transcendental over Fp.
(e) Let F be a perfect field of characteristic p > 0 (i.e., F p =: {ap| a ∈ F} is
equal to F ). Show that the only derivation on F is the zero derivation.
(f) Suppose that F is a field of characteristic p > 0 such that [F : F p] = p. Give
a construction of all derivations on F . Hint: Compare with the beginning of
section 13.1.

4. Lie algebras of derivations
A Lie algebra over a field C is a C-vector space V equipped with a map [ , ] :
V × V → V which satisfies the rules:
(i) The map (v, w) �→ [v, w] is linear in each factor.
(ii) [[u, v], w] + [[v, w], u] + [[w, u], v] = 0 for all u, v, w ∈ V . (Jacobi identity)
(iii) [u, u] = 0 for all u ∈ V .
The anti-symmetry [u, v] = −[v, u] follows from

0 = [u+ v, u+ v] = [u, u] + [u, v] + [v, u] + [v, v] = [u, v] + [v, u].

The standard example of a Lie algebra over C is Mn(C), the vector space of all
n × n-matrices over C, with [A,B] := AB − BA. Another example is the Lie
algebra sln ⊂ Mn(C) consisting of the matrices with trace 0. The brackets of
sln are again defined by [A,B] = AB−BA. The notions of “homomorphism of
Lie algebras”, “Lie subalgebra” are obvious. We will say more on Lie algebras
when they occur in connection with the other themes of this text.
(a) Let F be any field and let C ⊂ F be a subfield. Let Der(F/C) denote the set
of all derivations ∂ of F such that ∂ is the zero map on C. Prove that Der(F/C)
is a vector space over F . Prove that for any two elements ∂1, ∂2 ∈ Der(F/C),
the map ∂1∂2 − ∂2∂1 is again in Der(F/C). Conclude that Der(F/C) is a Lie
algebra over C.
(b) Suppose now that the field C has characteristic 0 and that F/C is a finitely
generated field extension. One can show that there is an intermediate field M =
C(z1, . . . , zd) with M/C purely transcendental and F/M finite. Prove, with the
help of Exercise 1.5.3, that the dimension of the F -vector space Der(F/C) is
equal to d. �

1.2 Linear Differential Equations

Let k be a differential field with field of constants C. Linear differential equations
over k can be presented in various forms. The somewhat abstract setting is that
of differential module.

Definition 1.6 A differential module (M,∂) (or simply M) of dimension n is
a k-vector space as dimension n equipped with an additive map ∂ : M → M
which has the property: ∂(fm) = f ′m+ f∂m for all f ∈ k and m ∈M . �

A differential module of dimension one has thus the form M = Ke and
the map ∂ is completely determined by the a ∈ k given by ∂e = ae. Indeed,
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∂(fe) = (f ′ + fa)e for all f ∈ k. More generally, let e1, . . . , en be a basis of
M over k, then ∂ is completely determined by the elements ∂ei, i = 1, . . . , n.
Define the matrix A = (ai,j) ∈ Mn(k) by the condition ∂ei = −

∑
j aj,iej .

The minus sign is introduced for historical reasons and is of no importance.
Then for any element m =

∑n
i=1 fiei ∈ M the element ∂m has the form∑n

i=1 f
′
iei −

∑n
i=1(

∑
j ai,jfj)ei. The equation ∂m = 0 has then the transla-

tion (y′1, . . . , y′n)T = A(y1, . . . , yn)T . This brings us to a second possibility to
express linear differential equations. First some notations.

The differentiation on k is extended to vectors in kn and to matrices in
Mn(k) by component wise differentiation. Thus for y = (y1, . . . , yn)T ∈ kn and
A = (ai,j) ∈ Mn(k) one writes y′ = (y′1, . . . , y

′
n)
T and A′ = (a′i,j). We note

that there are obvious rules like (AB)′ = A′B + AB′, (A−1)′ = −A−1A′A−1

and (Ay)′ = A′y + Ay′ where A,B are matrices and y is a vector. A linear
differential equation in matrix form or a matrix differential equation over k of
dimension n reads y′ = Ay, where A ∈Mn(k) and y ∈ kn.

As we have seen, a choice of a basis of the differential module M over k
translates M into a matrix differential equation y′ = Ay. If one chooses another
basis of M over k, then y is replaced by Bf for some B ∈ GLn(k). The matrix
differential equation for this new basis reads f ′ = Ãf , where Ã = B−1AB −
B−1B′. Two matrix differential equations given by matrices A and Ã are called
equivalent if there is a B ∈ GLn(k) such that Ã = B−1AB − B−1B′. Thus
two matrix differential equations are equivalent if they are obtained from the
same differential module. It is further clear that any matrix differential equation
y′ = Ay comes from a differential module, namely M = kn with standard basis
e1, . . . , en and ∂ given by the formula ∂ei = −

∑
j aj,iej . In this chapter we will

mainly work with matrix differential equations.

Lemma 1.7 Consider the matrix equation y′ = Ay over k of dimension n. Let
v1, . . . , vr ∈ kn be solutions, i.e., v′i = Avi for all i. If the vectors v1, . . . , vr ∈ V
are linearly dependent over k then they are linearly dependent over C.

Proof. The lemma is proved by induction on r. The case r = 1 is trivial. The
induction step is proved as follows. Let r > 1 and let the v1, . . . , vr be linearly
dependent over k. We may suppose that any proper subset of {v1, . . . , vr} is
linearly independent over k. Then there is a unique relation v1 =

∑r
i=2 aivi

with all ai ∈ k. Now

0 = v′1 −Av1 =
r∑
i=2

a′ivi +
r∑
i=2

ai(v′i −Avi) =
r∑
i=2

a′ivi.

Thus all a′i = 0 and so all ai ∈ C. �

Lemma 1.8 Consider the matrix equation y′ = Ay over k of dimension n. The
solution space V of y′ = Ay in k is defined as {v ∈ kn| v′ = Av}. Then V is a
vector space over C of dimension ≤ n.
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Proof. It is clear that V is a vector space over C. The lemma follows from
Lemma 1.7 since any n+ 1 vectors in V are linearly dependent over k. �

Suppose that the solution space V ⊂ kn of the equation y′ = Ay of dimension
n satisfies dimC V = n. Let v1, . . . , vn denote a basis of V . Let B ∈ GLn(k) be
the matrix with columns v1, . . . , vn. Then B′ = AB. This brings us to the

Definition 1.9 Let R be a differential ring, containing the differential field
k and having C as its set of constants. Let A ∈ Mn(k). An invertible matrix
F ∈ GLn(R) is called a fundamental matrix for the equation y′ = Ay if F ′ = AF
holds. �

Suppose that F, F̃ ∈ GLn(R) are both fundamental matrices. Define M by
F̃ = FM . Then

AF̃ = F̃ ′ = F ′M + FM ′ = AFM + FM ′ and thus M ′ = 0.

We conclude that M ∈ GLn(C). In other words, the set of all fundamental
matrices (inside GLn(R)) for y′ = Ay is equal to F ·GLn(C).

Here is a third possibility to formulate differential equations.
A (linear) scalar differential equation over the field k is an equation of the form

L(y) = b where b ∈ k and

L(y) := y(n) + an−1y
(n−1) + · · ·+ a1y

′ + a0y with all ai ∈ k.
A solution of such an equation in a differential extension R ⊃ k, is an element
f ∈ R such that f (n) + an−1f

(n−1) + · · · + a1f
′ + a0f = b. The equation

is called homogeneous of order n if b = 0. Otherwise the equation is called
inhomogeneous of order n.

There is a standard way of producing a matrix differential equation y′ =
ALy from a homogeneous scalar linear differential equation L(y) = y(n) +
an−1y

(n−1) + · · · + a1y
′ + a0y = 0. The companion matrix AL of L is the

following

AL =

⎛
⎜⎜⎜⎜⎜⎝

0 1 0 0 . . . 0
0 0 1 0 . . . 0
...

...
...

... . . .
...

0 0 0 0 . . . 1
−a0 −a1 . . . . . . . . . −an−1

⎞
⎟⎟⎟⎟⎟⎠

One easily verifies that this companion matrix has the following property. For
any extension of differential rings R ⊃ k, the map y �→ Y := (y, y′, . . . , y(n−1))T

is an isomorphism of the solution space {y ∈ R| L(y) = 0} of L onto the solution
space of {Y ∈ Rn| Y ′ = AY } of the matrix differential equation Y ′ = AY . In
other words, one can view a scalar differential equation as a special case of
a matrix differential equation. Lemma 1.8 translates for homogeneous scalar
equations.
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Lemma 1.10 Consider an nth order homogeneous scalar equation L(y) = 0
over k. The solution space V of L(y) = 0 in k is defined as {v ∈ k| L(v) = 0}.
Then V is a vector space over C of dimension ≤ n.

In Section 2.1 it will be shown that, under the assumption that k contains a
non constant element, any differential module M of dimension n over k contains
a cyclic vector e. The latter means that e, ∂e, . . . , ∂n−1e forms a basis of M over
k. The n+ 1 elements e, ∂e, . . . , ∂ne are linearly dependent over k. Thus there
is a unique relation ∂ne + bn−1∂

n−1 + · · · + b1∂e + b0e = 0 with all bi ∈ k.
The transposed of the matrix of ∂ on the basis e, ∂e, . . . , ∂n−1e is a companion
matrix. This suffices to prove the assertion that any matrix differential equation
is equivalent to a matrix equation Y ′ = ALY for a scalar equation Ly = 0. In
what follows we will use the three ways to formulate linear differential equations.

In analogy to matrix equations we say that a set of n solutions {y1, . . . , yn}
(say in a differential extension R ⊃ k having C as constants) of an order n
equation L(y) = 0, linearly independent over the constants C, is a fundamental
set of solutions of L(y) = 0. This clearly means that the solution space of L
has dimension n over C and that y1, . . . , yn is a basis of that space.

Lemma 1.7 has also a translation. We introduce the classical Wronskians.

Definition 1.11 Let R be a differential field and let y1, . . . , yn ∈ R. The
wronskian matrix of y1, . . . , yn is the n× n matrix

W (y1, . . . , yn) =

⎛
⎜⎜⎜⎝

y1 y2 . . . yn
y′1 y′2 . . . y′n
...

... . . .
...

y
(n−1)
1 y

(n−1)
2 . . . y

(n−1)
n

⎞
⎟⎟⎟⎠ .

The wronskian, wr(y1, . . . , yn) of y1, . . . , yn is det(W (y1, . . . , yn)). �

Lemma 1.12 Elements y1, . . . , yn ∈ k are linearly dependent over C if and
only if wr(y1, . . . , yn) = 0.

Proof. There is a monic scalar differential equation L(y) = 0 of order n over
k such that L(yi) = 0 for i = 1, . . . , n. One constructs L by induction. Put
L1(y) = y′ − y′1

y1
y, where the term y′1

y1
is interpreted as 0 if y1 = 0. Suppose that

Lm(y) has been constructed such that Lm(yi) = 0 for i = 1, . . . ,m. Define now
Lm+1(y) = Lm(y)′ − Lm(ym+1)

′

Lm(ym+1)
Lm(y) where the term Lm(ym+1)

′

Lm(ym+1)
is interpreted

as 0 if Lm(ym+1) = 0. Then Lm+1(yi) = 0 for i = 1, . . . ,m+ 1. Then L = Ln
has the required property. The columns of the Wronskian matrix are solutions
of the associated companion matrix differential equation Y ′ = ALY . Apply now
Lemma 1.7. �
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Corollary 1.13 Let k1 ⊂ k2 be differential fields with fields of constants C1 ⊂
C2. The elements y1, . . . , yn ∈ k1 are linearly independent over C1 if and only
if they are linearly independent over C2.

Proof. The elements y1, . . . , yn ∈ k1 are linearly dependent over C2 if and
only if wr(y1, . . . , yn) = 0. Another application of Lemma 1.12 implies that the
same equivalence holds over C1. �

We now come to our first problem. Suppose that the solution space of
y′ = Ay over k is too small, i.e., its dimension is strictly less than n or equiva-
lently there is no fundamental matrix in GLn(k). How can we produce enough
solutions in a larger differential ring or differential field? This is the subject
of the Section 1.3, Picard-Vessiot extensions. A second, related problem, is to
make the solutions as explicit as possible.

The situation is somewhat analogous to the case of an ordinary polynomial
equation P (X) = 0 over a field K. Suppose that P is a separable polynomial of
degree n. Then one can construct a splitting field L ⊃ K which contains pre-
cisely n solutions {α1, . . . , αn}. Explicit information on the αi can be obtained
from the action of the Galois group on {α1, . . . , αn}.

Exercises 1.14 1. Homogeneous versus inhomogeneous equations
Let k be a differential field and L(y) = b, with b �= 0, an nth order inhomogeneous
linear differential equation over k. Let

Lh(y) = b(
1
b
L(y))′ .

(a) Show that any solution in k of L(y) = b is a solution of Lh(y) = 0.
(b) Show that for any solution v of Lh(y) = 0 there is a constant c such that v
is a solution of L(y) = cb.
This construction allows one to reduce questions concerning nth order inhomo-
geneous equations to n+ 1st order homogeneous equations.

2. Some order one equations over C((z))
Let C be an algebraically closed field of characteristic 0. The differential field
K = C((z)) is defined by ′ = d

dz . Let a ∈ K, a �= 0.
(a) When does y′ = a have a solution in K?
(b) When does y′ = a have a solution in K̄, the algebraic closure of K? We
note that every finite algebraic extension of K has the form C((z1/n)).
(c) When does y′ = ay have a non-zero solution in K?
(d) When does y′ = ay have a non-zero solution in K̄?

3. Some order one equations over C(z)
C denotes an algebraically closed field of characteristic 0. Let K = C(z) be the
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differential field with derivation ′ = d
dz . Let a ∈ K and let

a =
N∑
i=1

ni∑
j=1

cij
(z − αi)j

+ p(z)

be the partial fraction decomposition of a with cij ∈ C, N a nonnegative integer,
the ni positive integers and p a polynomial. Prove the following statements.
(a) y′ = a has a solution in K if and only if each ci1 is zero.
(b) y′ = ay has a solution y ∈ K, y �= 0 if and only if each ci1 is an integer, each
cij = 0 for j > 1 and p = 0.
(c) y′ = ay has a solution y �= 0 which is algebraic over K if and only if each
ci1 is a rational number, each cij = 0 for j > 1 and p = 0.
The above can be restated in terms of differential forms:
(a’) y′ = a has a solution in K if and only if the residue of a dz at every point
z = c with c ∈ C is zero.
(b’) y′ = ay has a solution in K∗ if and only a dz has at most poles of order 1
on C ∪ {∞} and its residues are integers.
(c’) y′ = ay has a solution y �= 0 which is algebraic over K if and only if a dz
has at most poles of order 1 at C ∪ {∞} and its residues are rational numbers.

4. Regular matrix equations over C((z))
C[[z]] will denote the ring of all formal power series with coefficients in the field
C. We note that C((z)) is the field of fractions of C[[z]] (c.f., Exercise 1.3.2).
(a) Prove that a matrix differential equation y′ = Ay with A ∈ Mn(C[[z]]) has
a unique fundamental matrix B of the form 1 +

∑
n>0Bnz

n with 1 denotes the
identity matrix and with all Bn ∈ Mn(C).
(b) A matrix equation Y ′ = AY over C((z)) is called regular if the equation is
equivalent to an equation v′ = Ãv with Ã ∈Mn(C[[z]]). Prove that an equation
Y ′ = AY is regular if and only if there is a fundamental matrix with coefficients
in C((z)).

5. Wronskians
Let k be a differential field, Y ′ = AY a matrix differential equation over k and
L(y) = y(n) + an−1y

(n−1) + · · · + a0y = 0 a homogeneous scalar differential
equation over k.
(a) If Z is a fundamental matrix for y′ = Ay, show that (detZ)′ = trA · (detZ),
where tr denotes the trace. Hint: Let z1, . . . , zn denote the columns of Z.
Then z′i = Azi. Observe that det(z1, . . . , zn)′ =

∑n
i=1 det(z1, . . . , z′i, . . . , zn).

Consider the trace of A w.r.t. the basis z1, . . . , zn.
(b) Let {y1, . . . , yn} ⊂ k be a fundamental set of solutions of L(y) = 0. Show
that w = wr(y1, . . . , yn) satisfies w′ = −an−1w. Hint: Use the companion
matrix of L.

6. A Result of Ritt
Let k be a differential field with field of constants C and assume k �= C. Let P
be a nonzero element of k{{y1, . . . , yn}}. For any elements u1, . . . , un ∈ k, there



12 CHAPTER 1. PICARD-VESSIOT THEORY

is a unique k-linear homomorphism φ : k{{y1, . . . , yn}} → k of differential rings
such that φ(yi) = ui for all i. We will write P (u1, . . . , un) for φ(P ). The aim
of this exercise is to show that there exist u1, . . . , un ∈ k such that φ(P ) �= 0.
(a) Show that it suffices to prove this result for n = 1.
(b) Let v ∈ k, v′ �= 0. Show that wr(1, v, v2, . . . , vm) �= 0 for m ≥ 1.
(c) Let v ∈ k, v′ �= 0 and let A = W (1, v, v2, . . . , vm), where W (. . .) is the
wronskian matrix. Let z0, . . . zm be indeterminates. Define the k-algebra ho-
momorphism Φ : k[y, y(1), . . . , y(m)] → k[z0, . . . , zm] by formulas for Φ(y(i)),
symbolically given by Φ((y, y′, . . . , y(m))T ) = A(z0, z1, . . . , zm)T . Prove that Φ
is an isomorphism. Conclude that if P ∈ k{{y}} has order m, then there exist
constants c0, . . . cm ∈ C such that Φ(P )(c0, . . . , cm) �= 0.
(d) Take u = c0+c1v+c2v2+· · ·+cmvm and show that P (u) = Φ(P )(c0, . . . , cm).
(e) Show that the condition that k contain a non-constant is necessary.
This result appears in [246], p. 35 and in [161], Theorem 2, p. 96.

7. Equations over algebraic extensions
Let k be a differential field, K an algebraic extension of k with [K : k] = m
and let u1, . . . , um be a k-basis of K. Let Y ′ = AY be a differential equation
of order n over K. Show that there exists a differential equation Z ′ = BZ of
order nm over k such that if Z = (z1,1, . . . , z1,m, z2,1, . . . , z2,m, . . . , zn,m)T is a
solution of Z ′ = BZ, then for yi =

∑
j zi,juj, Y = (y1, . . . , yn)T is a solution of

Y ′ = AY .
Let (M,∂) be the differential module of dimension n over K for which Y ′ =
AY is an associated matrix differential equation. One can view (M,∂) as a
differential module over k of dimension nm. Find the basis of M over k such
that the associated matrix equation is Z ′ = BZ. �

1.3 Picard-Vessiot Extensions

Throughout the rest of Chapter 1, k will denote a differential field with Q ⊂ k
and with an algebraically closed field of constants C. We shall freely use the
notation and results concerning varieties and linear algebraic groups contained
in Appendix A.

Let R be a differential ring with derivation ′. A differential ideal I in R is an
ideal satisfying f ′ ∈ I for all f ∈ I. If R is a differential ring over a differential
field k and I is a differential ideal of R, I �= R, then the factor ring R/I is
again a differential ring over k (see Exercise 1.2.1). A simple differential ring is
a differential ring whose only differential ideals are (0) and R.

Definition 1.15 A Picard-Vessiot ring over k for the equation y′ = Ay, with
A ∈ Mn(k), is a differential ring R over k satisfying:

1. R is a simple differential ring.
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2. There exists a fundamental matrix F for y′ = Ay with coefficients in R,
i.e., the matrix F ∈ GLn(R) satisfies F ′ = AF .

3. R is generated as a ring by k, the entries of a fundamental matrix F and
the inverse of the determinant of F .

A Picard-Vessiot ring for a differential module M over k is defined as a Picard-
Vessiot ring of a matrix differential equation y′ = Ay associated to M . �

Exercises 1.16 Picard-Vessiot rings for differential modules.

(1) Let y′ = Ay and f ′ = Ãf be two matrix differential equations associated
to the same differential module M . Prove that a differential ring R over k is
a Picard-Vessiot ring for y′ = Ay if and only if R is a Picard-Vessiot ring for
f ′ = Ãf .
Note that this justifies the last part of the definition.

(2) Let M be a differential module over k of dimension n. Show that the
following alternative definition of Picard-Vessiot ring R is equivalent with the
one of 1.15. The alternative definition:
(i) R is a simple differential ring.
(ii) V := ker(∂,R⊗kM) has dimension n over C.
(iii) Let e1, . . . , en denote any basis of M over k, then R is generated over k by
the coefficients of all v ∈ V w.r.t. the free basis e1, . . . , en of R⊗kM over R.

(3) The C-vector space V in part (2) is referred to as the solution space of the
differential module. For two Picard-Vessiot rings R1, R2 there are two solution
spaces V1, V2. Show that any isomorphism φ : R1 → R2 of differential rings over
k induces a C-linear isomorphism ψ : V1 → V2. Is ψ independent of the choice
of φ? �

Lemma 1.17 Let R be a simple differential ring over k.

1. R has no zero divisors.

2. Suppose that R is finitely generated over k, then the field of fractions of
R has C as set of constants.

Proof. 1. We will first show that any non-nilpotent element a ∈ R, a �=
0 is a non-zero divisor. Consider the ideal I = {b ∈ R | there exists a n ≥
1 with anb = 0}. This is a differential ideal not containing 1. Thus I = (0) and
a is not a zero divisor.

Let a ∈ R, a �= 0 be nilpotent. We will show that a′ is also nilpotent. Let
n > 1 be minimal with an = 0. Differentiation yields a′nan−1 = 0. Since
nan−1 �= 0 we have that a′ is a zero divisor and thus a′ is nilpotent.
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Finally the ideal J consisting of all nilpotent elements is a differential ideal
and thus equal to (0).

2. Let L be the field of fractions of R. Suppose that a ∈ L, a �= 0 has
derivative a′ = 0. We have to prove that a ∈ C. The non-zero ideal {b ∈ R|ba ∈
R} is a differential ideal and thus equal to R. Hence a ∈ R. We suppose that
a �∈ C. We then have that for every c ∈ C, the non-zero ideal (a − c)R is a
differential ideal. This implies that a− c is an invertible element of R for every
c ∈ C. Let X denote the affine variety (max(R), R) over k. Then a ∈ R is
a regular function X(k) → A1

k(k) = k. By Chevalley’s theorem, the image of
a is a constructible set, i.e., a finite union of intersections of open and closed
subsets. (See also the discussion following Exercises A.9). In this special case,
this means that the image of a is either finite or co-finite. Since a−c is invertible
for c ∈ C, the image of a has an empty intersection with C. Therefore the image
is finite and there is a polynomial P = Xd + ad−1X

d−1 + · · · + a0 ∈ k[X ] of
minimal degree such that P (a) = 0. Differentiation of the equality P (a) = 0
yields a′d−1a

d−1 + · · · + a′0 = 0. By the minimality of P , one has ai ∈ C for
all i. Since C is algebraically closed one finds a contradiction. (Compare also
Exercise 1.5).

An alternative proof uses that R is an integral domain (part 1.of this lemma)
and Lemma A.4 which implies that a is algebraic over k. �

Example 1.18 y′ = a with a ∈ k.
One can verify that a Picard-Vessiot ring for the matrix equation

(
y1
y2

)′ =(
0 a
0 0

)(
y1
y2

)
is generated by a solution of y′ = a. We shall refer to this Picard-

Vessiot ring as the Picard-Vessiot ring of the equation y′ = a. If k contains a
solution b of the scalar equation then

(
1 b
0 1

)
is a fundamental matrix and R = k

is a Picard-Vessiot ring for the equation.

We suppose now that the scalar equation has no solution in k. Define the
differential ring R = k[Y ] with the derivation ′ extending ′ on k and Y ′ = a (see
Exercise 1.5(1)). Then R contains an obvious solution of the scalar equation
and

(
1 Y
0 1

)
is a fundamental matrix for the matrix equation.

The minimality of the ring R = k[Y ] is obvious. We want to show that R
has only trivial differential ideals. Let I be a proper ideal of k[Y ]. Then I is
generated by some F = Y n + · · · + f1Y + f0 with n > 0. The derivative of F
is F ′ = (na+ f ′n−1)Y

n−1 + · · · . If I is a differential ideal then F ′ ∈ I and thus

F ′ = 0. In particular, na + f ′n−1 = 0 and −fn−1
n

′
= a. This contradicts our

assumption. We conclude that R = k[Y ] is a Picard-Vessiot ring for y′ = a. �

Example 1.19 y′ = ay with a ∈ k∗.
Define the differential ring R = k[T, T−1] with the derivation ′ extending ′ on k
and T ′ = aT . Then R contains a non-zero solution of y′ = ay. The minimality
of R is clear and the ring R would be the answer to our problem if R has only
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trivial differential ideals. For the investigation of this we have to consider two
cases:

(a) Suppose that k contains no solution (�= 0) of y′ = nay for all n ∈
Z, n �= 0. Let I �= 0 be a differential ideal. Then I is generated by some
F = Tm + am−1T

m−1 + · · · + a0, with m ≥ 0 and a0 �= 0. The derivative
F ′ = maTm + ((m− 1)aam−1 + a′m−1)T

m−1 + · · ·+ a′0 of F belongs to I. This
implies F ′ = maF . For m > 0 one obtains the contradiction a′0 = maa0. Thus
m = 0 and I = R. We conclude that R = k[T, T−1] is a Picard-Vessiot ring for
the equation y′ = ay.

(b) Suppose that n > 0 is minimal with y′ = nay has a solution y0 ∈ k∗.
Then R = k[T, T−1] has a non-trivial differential ideal (F ) with F = T n − y0.
Indeed, F ′ = naT n − nay0 = naF . The differential ring k[T, T−1]/(T n − y0)
over k will be written as k[t, t−1], where t is the image of T . One has tn = y0
and t′ = at. Every element of k[t, t−1] can uniquely be written as

∑n−1
i=0 ait

i.
We claim that k[t, t−1] is a Picard-Vessiot ring for y′ = ay. The minimality of
k[t, t−1] is obvious. We have to prove that k[t, t−1] has only trivial differential
ideals.

Let I ⊂ k[t, t−1], I �= 0 be a differential ideal. Let 0 ≤ d < n be minimal
such that I contains a nonzero F of the form

∑d
i=0 ait

i. Suppose that d > 0.
We may assume that ad = 1. The minimality of d implies a0 �= 0. Consider
F ′ = datd+((d−1)aad−1 +a′d−1)t

d−1 + · · ·+a′0. The element F ′−daF belongs
to I and is 0, since d is minimal. Then a′0 = daa0 contradicts our assumption.
Thus d = 0 and I = k[t, t−1]. �

Proposition 1.20 Let y′ = Ay be a matrix differential equation over k.

1. There exists a Picard-Vessiot ring for the equation.

2. Any two Picard-Vessiot rings for the equation are isomorphic.

3. The constants of the quotient field of a Picard-Vessiot ring is again C.

Proof. 1. Let (Xi,j) denote an n× n-matrix of indeterminates and let “det”
denote the determinant of (Xi,j). For any ring or field F one writes F [Xi,j ,

1
det ]

for the polynomial ring in these n2 indeterminates, localized w.r.t. the ele-
ment “det”. Consider the differential ring R0 = k[Xi,j ,

1
det ] with the derivation,

extending the one of k, given by (X ′i,j) = A(Xi,j). Exercise 1.5.1 shows the
existence and unicity of such a derivation. Let I ⊂ R0 be a maximal differential
ideal. Then R = R0/I is easily seen to be a Picard-Vessiot ring for the equation.

2. Let R1, R2 denote two Picard-Vessiot rings for the equation. Let B1, B2

denote the two fundamental matrices. Consider the differential ring R1 ⊗k R2

with derivation given by (r1 ⊗ r2)′ = r′1 ⊗ r2 + r1 ⊗ r′2 (see Section A.1.2 for
basic facts concerning tensor products). Choose a maximal differential ideal
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I ⊂ R1 ⊗k R2 and define R3 := (R1 ⊗k R2)/I. There are obvious morphisms
of differential rings φi : Ri → R3, i = 1, 2. Since Ri is simple, the morphism
φi : Ri → φi(Ri) is an isomorphism. The image of φi is generated over k by
the coefficients of φi(Bi) and φi(detB−1

i ). The matrices φ1(B1) and φ2(B2) are
fundamental matrices over the ring R3. Since the set of constants of R3 is C
one has φ1(B1) = φ2(B2)M , where M is an invertible matrix with coefficients
in C. This implies that φ1(R1) = φ2(R2) and so R1 and R2 are isomorphic.

3. follows from Lemma 1.17. �

We note that the maximal differential ideal I of R0 in the above proof is in
general not a maximal ideal of R0 (see Examples 1.18 and 1.19).

Definition 1.21 A Picard-Vessiot field for the equation y′ = Ay over k (or for
a differential module M over k) is the field of fractions of a Picard-Vessiot ring
for this equation. �

In the literature there is a slightly different definition of the Picard-Vessiot
field of a linear differential equation. The equivalence of the two definitions is
stated in the next proposition.

Proposition 1.22 Let y′ = Ay be a matrix differential equation over k and let
L ⊃ k be an extension of differential fields. The field L is a Picard-Vessiot field
for this equation if and only if the following conditions are satisfied.

1. The field of constants of L is C,

2. There exists a fundamental matrix F ∈ GLn(L) for the equation, and

3. L is generated over k by the entries of F .

The proof requires a lemma in which one considers an n× n matrix of inde-
terminates (Yi,j) and its determinant, denoted simply by “det”. For any field F
one denotes by F [Yi,j , 1

det ] the polynomial ring over F in these indeterminates,
localized w.r.t. the element “det”.

Lemma 1.23 Let M be any differential field with field of constants C. The
derivation ′ on M is extended to a derivation on M [Yi,j , 1

det ] by setting Y ′i,j = 0
for all i, j. One considers C[Yi,j , 1

det ] as a subring of M [Yi,j , 1
det ]. The map

I �→ (I) from the set of ideals of C[Yi,j , 1
det ] to the set of the differential ideals

of M [Yi,j , 1
det ] is a bijection. The inverse map is given by J �→ J ∩ C[Yi,j , 1

det ].

Proof. Choose a basis {ms}s∈S, with ms0 = 1, of M over C. Then {ms}s∈S is
also a free basis of the C[Yi,j , 1

det ]-module M [Yi,j , 1
det ]. The differential ideal (I)

consists of the finite sums
∑

s asms with all as ∈ I. Hence (I)∩C[Yi,j , 1
det ] = I.
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We finish the proof by showing that any differential ideal J ⊂M [Yi,j , 1
det ] is

generated by I := J ∩C[Yi,j , 1
det ]. Let {eβ}β∈B be a basis of C[Yi,j , 1

det ] over C.
Any element f ∈ J can be uniquely written as a finite sum

∑
βmβeβ with the

mβ ∈M . By the length l(f) we will mean the number of β’s with mβ �= 0. By
induction on the length, l(f), of f we will show that f ∈ (I). When l(f) = 0, 1,
the result is clear. Assume l(f) > 1. We may suppose that mβ1 = 1 for some
β1 ∈ B and mβ2 ∈ M\C for some β2 ∈ B. One then has that f ′ =

∑
βm
′
βeβ

has a length smaller than l(f) and so belongs to (I). Similarly (m−1
β2
f)′ ∈ (I).

Therefore (m−1
β2

)′f = (m−1
β2
f)′ −m−1

β2
f ′ ∈ (I). Since C is the field of constants

of M , one has (m−1
β2

)′ �= 0 and so f ∈ (I). �

Proof of 1.22. According to Proposition 1.20, the conditions (1)–(3) are nec-
essary.
Suppose L satisfies these three conditions. As in 1.20, we consider the differ-
ential ring R0 = k[Xi,j,

1
det ] with (X ′i,j) = A(Xi,j). Consider the differential

rings R0 ⊂ L ⊗k R0 = L[Xi,j,
1

det ]. Define a set of n2 new variables Yi,j by
(Xi,j) = F · (Yi,j). Then L⊗k R0 = L[Yi,j , 1

det ] and Y ′i,j = 0 for all i, j. We can
identify L ⊗k R0 with L ⊗C R1 where R1 := C[Yi,j , 1

det ]. Let P be a maximal
differential ideal of R0. The ideal P generates an ideal in L ⊗k R0 which is
denoted by (P ). Since L⊗R0/(P ) ∼= L⊗ (R0/P ) �= 0, the ideal (P ) is a proper
differential ideal. Define the ideal P̃ ⊂ R1 by P̃ = (P ) ∩ R1. By Lemma 1.23
the ideal (P ) is generated by P̃ . If M is a maximal ideal of R1 containing P̃
then R1/M = C. The corresponding homomorphism of C-algebras R1 → C
extends to a differential homomorphism of L-algebras L⊗C R1 → L. Its kernel
contains (P ) ⊂ L⊗k R0 = L⊗C R1. Thus we have found a k-linear differential
homomorphism ψ : R0 → L with P ⊂ ker(ψ). The kernel of ψ is a differential
ideal and so P = ker(ψ). The subring ψ(R0) ⊂ L is isomorphic to R0/P and is
therefore a Picard-Vessiot ring. The matrix (ψ(Xi,j)) is a fundamental matrix
in GLn(L) and must have the form F · (ci,j) with (ci,j) ∈ GLn(C), because the
field of constants of L is C. Since L is generated over k by the coefficients of F
one has that L is the field of fractions of ψ(R0). Therefore L is a Picard-Vessiot
field for the equation. �

Exercises 1.24 1. Finite Galois extensions are Picard-Vessiot extensions
Let k be a differential field with derivation ′ and with algebraically closed field
of constants C. Let K be a finite Galois extension of k with Galois group G.
Exercise 1.5(3) implies that there is a unique extension of ′ to K. The aim of
this exercise is to show that K is a Picard-Vessiot extension of k.

(a) Show that for any σ ∈ G and v ∈ K, σ(v′) = σ(v)′. Hint: Consider the
map v �→ σ−1(σ(v)′).

(b) We may write K = k(w1, . . . wm) where G permutes the wi. This implies
that the C-span V of the wi is invariant under the action of G. Let v1, . . . , vn
be a C-basis of V .
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(i) Let W = W (v1, . . . , vn) (c.f., Definition 1.11) be the wronskian matrix of
v1, . . . , vn. Show that there exists for each σ ∈ G, a matrix Aσ ∈ GLn(C) such
that σ(W ) = WAσ.

(ii) Show that wr(v1, . . . , vn) �= 0 and so W is invertible.
(iii) Show that the entries of the matrix B = W ′W−1 are left fixed by the

elements of G and that W is a fundamental matrix for the matrix differential
equation y′ = By, B ∈ Mn(k). Conclude that K is the Picard-Vessiot ring for
this equation.

It may seem that the above construction of the matrix differential equation
over k having K as Picard-Vessiot ring is somewhat arbitrary. However the
terminology of differential modules clarifies the matter. Define the differential
module (M,∂) by M = K and ∂ is the unique differentiation on K, extending
the one of k. The statement reads now:
K is the Picard-Vessiot extension of the differential module (M,∂).
Try to prove in this terminology, using Chapter 2, that K is the Picard-Vessiot
ring of M . Hints:
(i) Use Exercises 1.16.
(ii) Show that ker(∂,K ⊗kM) has dimension n over C by observing that ∂ is a
differentiation of the ring K ⊗k K and by (iii).
(iii) Use that K⊗kK is a direct product of fields Ke1⊕Ke2⊕· · ·⊕Ken. Prove
that e2i = ei implies ∂ei = 0.
(iv) Show that for a proper subfield L ⊂ K, containing k the space ker(∂, L⊗kK)
has C-dimension < n.

2. Picard-Vessiot extensions for scalar differential equations
Let L(y) = 0 be a homogeneous scalar differential equation over k. We define
the Picard-Vessiot extension ring or field for this equation to be the Picard-
Vessiot extension ring or field associated to the matrix equation Y ′ = ALY ,
where AL is the companion matrix.

(a) Show that a Picard-Vessiot ring for this equation is a simple differential ring
over k containing a fundamental set of solutions of L(y) = 0 such that no proper
differential subring contains a fundamental set of solutions of L(y) = 0.

(b) Using the comment following Definition 1.21, show that a Picard-Vessiot
field for this equation is a differential field over k containing a fundamental set
of solutions of L(y) = 0, whose field of constants is the same as that of k such
that no proper subfield contains a fundamental set of solutions of L(y) = 0. �

1.4 The Differential Galois Group

In this section we introduce the (differential) Galois group of a linear differential
equation in matrix form, or in module form, and develop theory to prove some
of its main features.
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Definition 1.25 The differential Galois group of an equation y′ = Ay over k, or
of a differential module over k, is defined as the group Gal(R/k) of differential
k-algebra automorphisms of a Picard-Vessiot ring R for the equation. More
precisely, Gal(R/k) consists of the k-algebra automorphisms σ of R satisfying
σ(f ′) = σ(f)′ for all f ∈ R. �

As we have seen in Exercises 1.24, a finite Galois extension R/k is the Picard-
Vessiot ring of a certain matrix differential equation over k. This exercise also
states that the ordinary Galois group of R/k coincides with the differential
Galois group. Therefore our notation for the differential Galois does not lead
to confusion.

Observations 1.26 The differential Galois group as group of matrices.
Let M be a differential module over k and let y′ = Ay be an associated matrix
differential equation obtained by choosing a basis of M over k. Let R/k denote
the Picard-Vessiot extension.

(1) The differential Galois group G = Gal(R/k) can be made more explicit as
follows. As in Exercises 1.16 one considers the solution space V := ker(∂,R⊗k
M). The k-linear action of G on R extends to a k-linear action on R⊗kM . This
action commutes with ∂ on R ⊗kM . Thus there is an induced C-linear action
of G on the solution space V . This action is injective. Indeed, fix a basis of V
over C and a basis of M over k and let F denote the matrix which expresses
the first basis into the second basis. Then R is generated over k by the entries
of F and the inverse of the determinant of F . In other words, there is a natural
injective group homomorphism G→ GL(V ).

(2) The above can be translated in terms of the matrix differential equation
y′ = Ay. Namely, let F ∈ GLn(R) be a fundamental matrix. Then, for any
σ ∈ G, also σ(F ) is a fundamental matrix and hence σ(F ) = FC(σ) with
C(σ) ∈ GLn(C). The map G → GLn(C), given by σ �→ C(σ), is an injective
group homomorphism (because R is generated over k by the entries of F and

1
detF ). This is just a translation of (1) above since the columns of F form a
basis of the solution space V .

(3) Let L denote the field of fractions of R. Then one can also consider the
group Gal(L/k) consisting of the k-linear automorphisms of L, commuting with
the differentiation on L. Any element in Gal(R/k) extends in a unique way to
an automorphism of L of the required type. Thus there is an injective homo-
morphism Gal(R/k)→ Gal(L/k). This homomorphism is bijective. Indeed, an
element σ ∈ Gal(L/k) acts upon L⊗kM and ker(∂, L⊗kM). The latter is equal
to V . With the notations of (1) or (2), R is generated by the entries of a matrix
F and the inverse of its determinant. Further σ(F ) = FC(σ) for some constant
matrix C(σ). Therefore σ(R) = R. Hence σ is the image of the restriction of σ
to R. �
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What makes differential Galois groups a powerful tool is that they are linear
algebraic groups and moreover establish a Galois correspondence, analogous to
the classical Galois correspondence. Torsors will explain the connection between
the Picard-Vessiot ring and the differential Galois group. The Tannakian ap-
proach to linear differential equations provides new insight and useful methods.
Some of this is rather technical in nature. We will try to explain theorems and
proofs on various levels of abstraction.

Theorem 1.27 Let y′ = Ay be a differential equation of degree n over k, having
Picard-Vessiot field L ⊃ k and differential Galois group G = Gal(L/k). Then
(1) G considered as a subgroup of GLn(C) is an algebraic group.
(2) The Lie algebra of G coincides with the Lie algebra of the derivations of L/k
that commute with the derivation on L.
(3) The field LG of G-invariant elements of L is equal to k.

Proof. An intuitive proof of (1) and (2).
L is the field of fractions of R := k[Xi,j ,

1
det ]/q, where q is a maximal dif-

ferential ideal. Using 1.26 one can identify G with the group of matrices
M ∈ GLn(C) such that the automorphism σM of R0 := k[Xi,j,

1
det ], given

by (σXi,j) = (Xi,j)M , has the property σM (q) ⊂ q. One has to verify that the
property σM (q) ⊂ q defines a Zariski closed subset of GLn(C). This can be seen
as follows. Let q1, . . . , qr denote generators of the ideal q and let {ei}i∈I be a C-
basis of R. Then σM (qj)mod q can be expressed as a finite sum

∑
iC(M, j, i)ei

with coefficients C(M, i, j) ∈ C depending on M . It is not difficult to verify
that C(M, i, j) is in fact a polynomial expression in the entries of M and 1

detM .
Thus G is the Zariski closed subset of GLn(C) given by the set of equations
{C(M, i, j) = 0}i,j.

According to A.2.2, the Lie algebra of G can be described as the set of matri-
ces M ∈ Mn(C) such that 1+εM lies in G(C[ε]). This property of M translates
into, the k-linear derivation DM : R0 → R0, given by (DMXi,j) = (Xi,j)M ,
has the property DM (q) ⊂ q. Clearly DM commutes with the differentiation
of R0. Thus the property DM (q) ⊂ q is equivalent to DM induces a k-linear
derivation on R commuting with ′. The latter extends uniquely to a k-linear
derivation of L commuting with ′. One can also start with a k-linear derivation
of L commuting with ′ and deduce a matrix M ∈Mn(C) as above.

Formalization of the proof of (1) and (2).
Instead of working with G as a group of matrices, one introduces a functor G
from the category of C-algebras to the category of groups. Further G(C) = G.
It will be shown that this functor is representable by a certain finitely generated
C-algebra U . It follows that Max(U) (or Spec(U)) is a linear algebraic group
and G is identified with the set of C-valued points of this linear algebraic group.
We refer to the appendices for the terminology used here.

For any C-algebra B (always commutative and with a unit element) one
defines differential rings k⊗CB, R⊗CB with derivations given by (f⊗b)′ = f ′⊗b
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for f ∈ k or R. The ring of constants of the two differential rings isB. The group
G(B) is defined to be the group of the k ⊗ B-linear automorpisms of R ⊗C B
commuting with the derivation. It is evident that G is a functor. As above for
the case B = C, one can describe the elements of G(B) as the group of matrices
M ∈ GLn(B) such that the differential automorphism σM of k[Xi,j ,

1
det ] ⊗ B,

given by the formula (σMXi,j) = (Xi,j)M , has the property σM (q) ⊂ (q). Here
(q) is the ideal of k[Xi,j ,

1
det ]⊗B generated by q.

In order to show that G is representable we make for B the choice C[Ys,t, 1
det ]

(with the usual sloppy notation) and we consider the matrix M0 = (Ys,t) and
write
σM0(qj)mod (q) ∈ R⊗C C[Ys,t, 1

det ] as a finite sum

∑
i

C(M0, i, j)ei with all C(M0, i, j) ∈ C[Ys,t,
1

det
].

Let I ⊂ C[Ys,t, 1
det ] denote the ideal generated by all C(M0, i, j). Now we claim

that U := C[Ys,t, 1
det ]/I represents G.

Let B be any C-algebra and σ ∈ G(B) identified with σM for some M ∈
GLn(B). One defines the C-algebra homomorphism φ : C[Ys,t, 1

det ] → B by
(φYs,t) = M . The condition on M implies that the kernel of φ contains I. Thus
we find a unique C-algebra homomorphism ψ : U → B with ψ(M0mod I) = M .
This proves the claim. According to Appendix B the fact that G is a functor
with values in the category of groups implies that Spec(U) is a linear algebraic
group. A result of Cartier ([301], Ch. 11.4) states that linear algebraic groups
over a field of characteristic 0 are reduced. Hence I is a radical ideal.

Finally, the Lie algebra of the linear algebraic group is equal to the kernel of
G(C[ε])→ G(C) (where ε2 = 0 and C[ε]→ C is given by ε �→ 0). The elements
in this kernel are identified with the differential automorphisms of R ⊗C C[ε]
over k ⊗C C[ε] having the form 1 + εD. The set of D’s described here is easily
identified with the k-linear derivations of R commuting with the differentiation
on R.

(3) Let a = b
c ∈ L\k with b, c ∈ R and let d = b ⊗ c − c ⊗ b ∈ R ⊗k R. From

Exercise A.15, one has that d �= 0. Lemma A.16 implies that the ring R⊗kR has
no nilpotent elements since the characteristic of k is zero. Let J be a maximal
differential ideal in the differential ring (R ⊗k R)[ 1d ], where the derivation is
given by (r1 ⊗ r2)′ = r′1 ⊗ r2 + r1 ⊗ r′2. Consider the two obvious morphisms
φi : R → N := (R ⊗k R)[ 1d ]/J . The images of the φi are generated (over k)
by fundamental matrices of the same matrix differential equation. Therefore
both images are equal to a certain subring S ⊂ N and the maps φi : R → S
are isomorphisms. This induces an element σ ∈ G with φ1 = φ2σ. The image
of d in N is equal to φ1(b)φ2(c) − φ1(c)φ2(b). Since the image of d in N is
nonzero, one finds φ1(b)φ2(c) �= φ1(c)φ2(b). Therefore φ2((σb)c) �= φ2((σc)b)
and so (σb)c �= (σc)b. This implies σ( bc) �=

b
c . �
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Now we give a geometric formulation of the Picard-Vessiot ring and the
action of the differential Galois group. The notations of the proof of the The-
orem 1.27 will be used. The Picard-Vessiot ring R is written as k[Xi,j ,

1
det ]/q.

Define Z = max(R). We have shown that Z is a reduced, irreducible subspace
of GLn,k := max(k[Xi,j ,

1
det ]). The differential Galois group G ⊂ GLn(C) has

been identified with the group consisting of the elements g ∈ GLn(C) such
that Zg = Z (or equivalently g leaves the ideal q invariant). The multipli-
cation on GLn,k induces a morphism of k-affine varieties, m : Z ×C G → Z,
given by (z, g) �→ zg. The morphism m is a group action in the sense that
(zg1)g2 = z(g1g2) for z ∈ Z and g1, g2 ∈ G.
The next technical step is to prove that the morphism Z ×C G → Z ×k Z,
given by (z, g) �→ (zg, z), is an isomorphism of affine varieties over k. This is
precisely the definition of “Z is a G-torsor over k”(c.f. Appendix A.2.6). Put
Gk = G⊗C k. This abuse of notation means that Gk is the algebraic group over
k, whose coordinate ring is C[G]⊗C k. Then one has Z×C G = Z×kGk. Since
both Z and Gk are contained in GLn,k and the Gk-action on Z is multiplication
on the right, the statement that Z is a G-torsor roughly means that Z ⊂ GLn,k
is a right coset for the subgroup Gk.

If Z happens to have a k-rational point p, i.e., Z(k) �= ∅, then Z is a G-torsor,
if and only if Z = pGk. In this case Z is called a trivial torsor. In the general
situation with Z ⊂ GLn,k and G ⊂ GLn,C , the statement that Z is a G-torsor
means that for some field extension F ⊃ k, one has that ZF := Z⊗kF is a right
coset of GF := G⊗C F in GLn,F . See the appendices for more information.

Theorem 1.28 Let R be a Picard-Vessiot ring with differential Galois group
G. Then Z = max(R) is a G-torsor over k.

Proof. We keep the above notation. We will show that ZL is a right coset for
GL, where L is the Picard-Vessiot field, equal to the field of fractions of R. This
will prove the theorem. Consider the following rings

k[Xi,j ,
1

det
] ⊂ L[Xi,j ,

1
det

] = L[Ys,t,
1

det
] ⊃ C[Ys,t,

1
det

],

where the relation between the variables Xi,j and Ys,t is given by the for-
mula (Xi,j) = (ra,b)(Ys,t). The elements ra,b ∈ L are the images of Xa,b in
k[Xi,j ,

1
det ]/q ⊂ L. The three rings have a differentiation and a Gal(L/k)-action.

The differentiation is given by the known differentiation on L and by the formula
(X ′i,j) = A(Xi,j). Since (ra,b) is a fundamental matrix for the equation one has
Y ′s,t = 0 for all s, t and the differentiation on C[Ys,t, 1

det ] is trivial. The Gal(L/k)-
action is induced by the Gal(L/k)-action on L. Thus Gal(L/k) acts trivially
on k[Xi,j ,

1
det ]. For any σ ∈ Gal(L/k) one has (σra,b) = (ra,b)M for a certain

M ∈ G(C). Then (σYs,t) = M−1(Ys,t). In other words, the Gal(L/k)-action on
C[Ys,t, 1

det ] is translated into an action of the algebraic subgroup G ⊂ GLn,C
defined by the ideal I, constructed in the proof of Theorem 1.27. Let us admit
for the moment the following lemma.
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Lemma 1.29 The map I �→ (I) from the set of ideals of k[Xi,j ,
1

det ] to the set
of Gal(L/k)-invariant ideals of L[Xi,j,

1
det ] is a bijection. The inverse map is

given by J �→ J ∩ k[Xi,j,
1

det ].

Combining this with the similar Lemma 1.23, one finds a bijection between the
differential ideals of k[Xi,j ,

1
det ] and the Gal(L/k)-invariant ideals of C[Ys,t, 1

det ].
A maximal differential ideal of the first ring corresponds to a maximal Gal(L/k)-
invariant ideal of the second ring. Thus r := qL[Xi,j ,

1
det ] ∩ C[Ys,t, 1

det ] is a
maximal Gal(L/k)-invariant ideal of the second ring. By this maximality r
is a radical ideal and its zero set W ⊂ GLn(C) is minimal w.r.t. Gal(L/k)-
invariance. Thus W is a left coset in GLn(C) for the group G(C), seen as
subgroup of GLn(C). The matrix 1 belongs to W . Indeed, q is contained in the
ideal of L[Xi,j ,

1
det ] generated by {Xi,j − ri,j}i,j . This ideal is also generated

by {Ys,t − δs,t}s,t. The intersection of this ideal with C[Ys,t, 1
det ] is the ideal

defining {1} ⊂ GLn,C . Thus W = G.

One concludes that

L⊗k R = L⊗k (k[Xi,j ,
1

det
]/q) ∼= L⊗C (C[Ys,t,

1
det

]/r) ∼= L⊗C U.

This isomorphism translates into ZL = (ra,b)GL. A proof of Lemma 1.29 finishes
the proof of the theorem. �

Proof of lemma 1.29.
The proof is rather similar to the one of lemma 1.23. The only thing that we
have to verify is that every Gal(L/k)-invariant ideal J of L[Xi,j,

1
det ] is generated

by I := J∩k[Xi,j ,
1

det ]. Choose a basis {ea}a∈A of k[Xi,j,
1

det ] over k. Any f ∈ J
can uniquely be written as a finite sum

∑
a �aea with all �a ∈ L. The length

l(f) of f is defined as the number of a ∈ A with �a �= 0. By induction on the
length we will show that f ∈ (I).

For l(f) = 0 or 1, this is trivial. Suppose l(f) > 1. We may, after multi-
plication by a non-zero element of L suppose that �a1 = 1 for some a1. If all
�a ∈ k, then f ∈ (I). If not, then there exists an a2 with �a2 ∈ L \ k. For any
σ ∈ Gal(L/k), the length of σ(f)− f is less than l(f). Thus σ(f)− f ∈ (I).

According to Theorem 1.27, there exists a σ with σ(�a2) �= �a2 . As above,
one finds that σ(�−1

a2
f)− �−1

a2
f ∈ (I). Then

σ(�−1
a2
f)− �−1

a2
f = σ(�−1

a2
)(σ(f) − f) + (σ(�−1

a2
)− �−1

a2
)f.

From σ(�−1
a2

)− �−1
a2
∈ L∗, it follows that f ∈ (I). �

Corollary 1.30 Let R be a Picard-Vessiot ring for the equation y′ = Ay over
k. Let L be the field of fractions of R. Put Z = Spec(R). Let G denote the
differential Galois group and C[G] the coordinate ring of G and let g denote the
Lie algebra of G. Then:
(1) There is a finite extension k̃ ⊃ k such that Zk̃ ∼= Gk̃.
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(2) Z is smooth and connected.
(3) The transcendence degree of L/k is equal to the dimension of G.
(4) Let H be a subgroup of G with Zariski closure H. Then LH = k if and only
if H = G.

Proof. (1) Take a B ∈ Z(k). Then B is defined over some finite extension k̃
of k. Over this extension the torsor becomes trivial.
(2) By Proposition 1.20, Z is connected. The algebraic group G is smooth over
C. Using that smoothness is preserved in “both directions” by field extensions,
one has that Z is smooth over k.
(3) The transcendence degree of L/k is equal to the Krull dimension of R and
the one of k̃ ⊗k R ∼= k̃ ⊗ C[G]. The latter is equal to the dimension of G.
(4) It is easily seen that LH = LH . Therefore we may suppose that H is Zariski
closed. By 1.27, LG = k.

Suppose now LH = k. Fix a finite extension k̃ ⊃ k such that k̃ ⊗k R ∼=
k̃ ⊗C C[G]. Let Qt(C[G]) be the total ring of fractions of C[G]. Then the total
rings of fractions of k̃⊗kR and k̃⊗CC[G] are k̃⊗kL and k̃⊗CQt(C[G]). Taking
H-invariants leads to k̃⊗kLH ∼= k̃⊗CQt(C[G])H . The ring Qt(C[G])H consists
of the H-invariant rational functions on G. The latter is the same as ring of the
rational functions on G/H (see [141], §12). Therefore LH = k implies H = G.
�

The proof of the Theorem 1.27 is not constructive; although it tells us that
the Galois group is a linear algebraic group it does not give us a way to calculate
this group. Nonetheless the following proposition yields some restrictions on this
group.

Proposition 1.31 Consider the equation y′ = Ay over k with Galois group G
and torsor Z. Let g denote the Lie algebra of G.
(1) Let H ⊂ GLn,C be a connected algebraic subgroup with Lie algebra h. If
A ∈ h(k), then G is contained in (a conjugate of) H.
(2) Z is a trivial torsor if and only if there is an equivalent equation v′ = Ãv
such that Ã ∈ g(k).

Proof. (1) Let H ⊂ GLn,C by given by the radical ideal I ⊂ C[Xi,j ,
1

det ]. Let
(I) denote the ideal in k[Xi,j ,

1
det ] generated by I. As before, one defines a

derivation on k[Xi,j ,
1

det ] by the formula (X ′i,j) = A(Xi,j). We claim that (I) is
a differential ideal.

It suffices to show that for any f ∈ I the element f ′ lies in (I). Since
det is invertible, we may suppose that f is a polynomial in the n2 variables
Xi,j with coefficients in C. The element f is seen as a map from Mn(k) to k,
where k denotes an algebraic closure of k. The ideal (I) is a radical ideal, since
(C[Xi,j ,

1
det ]/I)⊗C k has no nilpotent elements. Therefore f ′ ∈ (I) if f ′(B) = 0

for all B ∈ H(k).
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Now we use the terminology of Section A.2.2. One has 1 + εA ∈ H(k[ε]) and
B + εAB ∈ H(k[ε]). Hence 0 = f(B + εAB) = ε

∑
i,j(AB)i,j ∂f

∂Xi,j
(B).

Further f ′ =
∑
i,j X

′
i,j

∂f
∂Xi,j

=
∑

i,j(A · (Xs,t))i,j ∂f
∂Xi,j

. Hence f ′(B) = 0.

Let q ⊃ (I) be a maximal differential ideal of k[Xi,j,
1

det ]. Let Z ⊂ Hk ⊂
GLn,k be the reduced, irreducible subspace defined by q. For any M in the
differential Galois group and any B ∈ Z(k) one has BM ∈ Z(k) and thus
M ∈ H(k). Further H(k) ∩GLn(C) = H(C).

(2) If Ã ∈ g(k), then the proof of part (1) yields that Gk is its torsor and BGk
is the torsor of y′ = Ay.

If Z is a trivial torsor, then Z = BGk for some B ∈ Z(k). The equivalent
differential equation v′ = Ãv, obtained by the substitution y = Bv, has the
property that the ideal q̃ ⊂ k[Zi,j, 1

det ] of Gk, where (Xi,j) = B(Zi,j), is a
maximal differential ideal. Let zi,j denote the image of Zi,j in the Picard-
Vessiot ring k[Zi,j, 1

det ]/q̃ of v′ = Ãv. Then F := (zi,j) is a fundamental matrix
and lies in G(L), where L is the Picard-Vessiot field. As in the proof of part
(1) one verifies that F + εF ′ ∈ G(L[ε]). It follows that Ã = F−1F ′ lies in
g(L) ∩Mn(k) = g(k). �

For a differential field which is a C1-field, there is a (partial) converse of
1.31. Examples of such fields are C(z), C((z)) and C({z}) for any algebraically
closed field C.

Corollary 1.32 Let the differential field k be a C1-field. Suppose that the dif-
ferential Galois group G of the equation y′ = Ay over k is connected. Let g be
the Lie algebra of G. Let a connected algebraic group H ⊃ G with Lie algebra
h be given such that A ∈ h(k). Then there exists B ∈ H(k) such that the equiv-
alent differential equation f ′ = Ãf , with y = Bf and Ã = B−1AB − B−1B′,
satisfies Ã ∈ g(k).

Proof. The assumptions that G is connected and k is a C1-field imply that Z
is a trivial torsor. Apply now 1.31. �

Remarks 1.33
(1) The condition that G is connected is necessary for 1.32. Indeed, consider
the case H = G. If Ã ∈ h(k) = g(k) can be found, then by 1.31 part (1),
G ⊂ Ho and thus G = Go.
(2) We recall that an algebraic Lie subalgebra of the Lie algebra Mn(C) of
GLn(C) is the Lie algebra of an algebraic subgroup of GLn(C). Assume that
k is a C1-field and that the differential Galois group of y′ = Ay is connected.
Let h ⊂ Mn(C) be a minimal algebraic Lie subalgebra such that there exists
an equivalent equation v′ = Ãv with Ã ∈ h(k). Then, by 1.32, h is the Lie
algebra of the differential Galois group. This observation can be used to find
the differential Galois group or to prove that a proposed group is the differential
Galois group. �
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Proposition 1.34 The Galois Correspondence
Let y′ = Ay be a differential equation over k with Picard-Vessiot field L and
write G := Gal(L/k). Consider the two sets
S := the closed subgroups of G and
L:= the differential subfields M of L, containing k.
Define α : S → L by α(H) = LH , the subfield of L consisting of the H-invariant
elements. Define β : L → S by β(M) = Gal(L/M), which is the subgroup of G
consisting of the M -linear differential automorphisms. Then

1. The maps α and β are inverses of each other.

2. The subgroup H ∈ S is a normal subgroup of G if and only if M = LH

is, as a set, invariant under G. If H ∈ S is normal then the canonical
map G → Gal(M/k) is surjective and has kernel H. Moreover M is a
Picard-Vessiot field for some linear differential equation over k.

3. Let Go denote the identity component of G. Then LG
o ⊃ k is a finite

Galois extension with Galois group G/Go and is the algebraic closure of k
in L.

Proof. Since the elements of G commute with the derivation, LH is a differ-
ential subfield of L. One observes that the Picard-Vessiot field of the equation
y′ = Ay over M is again L and thus β(M) = Gal(L/M) is its differential Galois
group. In particular β(M) is a closed subgroup of G and belongs to S.

1. For M ∈ L one has αβ(M) = LGal(L/M). By applying Theorem 1.27 to the
Picard-Vessiot extension L/M for y′ = Ay over M , one sees that the last field
is equal to M .
Let H ⊂ G be a closed subgroup. The inclusion H ⊂ H1 := Gal(L/LH) =
βα(H) is obvious. One applies Corollary 1.30 with G replaced by H1 and k
replaced by LH = LH1 . We conclude that H = H1.

2. Assume that M = LH is left invariant by all elements of G. One can then
define a map G → Gal(M/k) by restricting any σ ∈ G to M . The kernel of
this map is H , so H is normal in G. Furthermore, this map defines an injective
homomorphism of the group G/H into Gal(M/k). To show that this map is
surjective, one needs to show that any differential automorphism of M over k
extends to a differential automorphism of L over k. Consider, more generally,
M ∈ L and a k-homomorphism of differential fields ψ : M → L. The Picard-
Vessiot field for y′ = Ay over M is L. The Picard-Vessiot field for y′ = ψ(A)y
(note that ψ(A) = A) over ψ(M) is also L. The unicity of the Picard-Vessiot
field yields a k-isomorphism of differential fields ψ̃ : L→ L, extending ψ.

Now assume that there is an element τ ∈ G such that τ(M) �= M . The
Galois group of L over τ(M) is τHτ−1. Since τ(M) �= M , part (1) of the
proposition implies that τHτ−1 �= H . Therefore H is not normal in G.

It is more difficult to see that M is a Picard-Vessiot field for some linear
differential equation over K and we postpone the proof of this fact to the next
section (see Corollary 1.40).
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3. G/Go is a finite group. The property that (LG
o

)G/G
o

= k together with
the Galois theory of algebraic extensions (c.f., [169], VII, §1, Artin’s Theorem),
implies that LG

o ⊃ k is a Galois extension with Galois group G/Go. If u is
algebraic over k, then the orbit of u under the action of G is finite. Therefore,
the group Aut(L/k(u)) is an algebraic subgroup of G of finite index. This
implies that Go ⊂ Aut(L/k(u)) and so k(u) ⊂ LGo

. �

Exercises 1.35 1. The Galois group of y′ = a, a ∈ k
Show that the Galois group of this equation is either the additive group over C,
i.e., Ga,C = (C,+) or the trivial group. Hint: Compare with Example 1.18.

2.The Galois group of y′ = ay, a ∈ k∗
Show that the Galois group of this equation is either (C∗,×) or a finite cyclic
group. Is the torsor trivial? Hint: Compare with Example 1.19.

3. The Galois group of y′′ = c2y, c ∈ C∗
Show that the differential ring C(z)[Y, Y −1] given by Y ′ = cY is a Picard-Vessiot
ring for this equation over C(z), z′ = 1. Calculate the differential Galois group
and the torsor of this equation.

4. The generic Picard-Vessiot extension and its Galois group
Let k be a differential field with algebraically closed field of constants C, let
R = k{{y1, . . . , yn}} be the ring of differential polynomials with coefficients in
k and let F be the quotient field of R.
(a) Show that the constant subfield of F is C.
(b) Let L(Y ) be the linear scalar differential equation given by

L(Y ) :=
wr(Y, y1, . . . , yn)
wr(y1, . . . , yn)

= Y (n) + an−1Y
(n−1) + · · ·+ a0Y.

Show that an−1 =
(wr(y1, . . . , yn))′

wr(y1, . . . , yn)
.

(c) Let E be the smallest differential subfield of F containing k and the elements
ai, i = 0, . . . , n − 1. Show that for any A = (ci,j) ∈ GLn(C), the map φA :
F → F defined by (φA(y1), . . . , φA(yn)) = (y1, . . . , yn)A is a k-differential auto-
morphism of F leaving all elements of E fixed. Hint: wr(φA(y1), . . . , φA(yn)) =
det(A)wr(y1, . . . , yn).
(d) Using Exercise 1.24.2(b), show that F is a Picard-Vessiot extension of E
with Galois group GLn(C). Is the torsor of this equation trivial?

5. Unimodular Galois groups
(a) Let y′ = Ay be an n × n matrix differential equation over k, let L be its
Picard-Vessiot field over k and let G be its Galois group. Let F be a fundamental
matrix for y′ = Ay with coefficients in L. Show that G ⊂ SLn(C) if and only if
det(F ) ∈ k. Conclude that G ⊂ SLn if and only if u′ = (trA)u has a nonzero
solution in k. Hint: Use Exercise 1.14.5.
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(b) Let L(y) = y(n) + an−1y
(n−1) + · · · + a0y = 0 be a homogeneous scalar

linear differential equation over K. Show that the Galois group of L(y) = 0 is
a subgroup of SLn(C) if and only if z′ = −an−1z has a nonzero solution in k.
(c) Let L(y) = y(n) +an−1y

(n−1) + · · ·+a0y = 0 be a homogeneous scalar linear
differential equation over K. Setting z = e1/n

�
an−1y, show that z satisfies a

homogeneous scalar linear differential equation of the form z(n) + ãn−2z
(n−2) +

· · ·+ ã0y = 0 and that this latter equation has a unimodular Galois group. �

Consider the differential field C(z) with C algebraically closed and of char-
acteristic 0 and derivation d

dz . We consider a scalar differential equation of the
form y′′ = ry. The Picard-Vessiot field will be denoted by L and the differential
Galois group will be denoted by G. The following exercise will show how one
can determine in many cases the Galois group of such an equation. A fuller
treatment is given in [166] and [271, 272, 273].

The rather short list of the algebraic subgroups (up to conjugation) of SL2(C)
is the following (see for instance [166]):

(i) Reducible subgroups G, i.e., there exists a G-invariant line. In other terms,
the subgroups of {

(
a b
0 a−1

)
| a ∈ C∗, b ∈ C}.

(ii) Irreducible and imprimitive groups G, i.e., there is no G-invariant line but
there is a pair of lines permuted by G. In other terms G is an irreducible
subgroup of the infinite dihedral group D∞, consisting of all A ∈ SL2(C) such
that A permutes the two lines C(1, 0), C(0, 1) in C2.

(iii) Three finite primitive (i.e., irreducible but not imprimitive) groups: the
tetrahedral, the octahedral and the icosahedral group.

(iv) Sl2(C).

Exercises 1.36 ([231]) 1. The equation y′′ = ry
(a) Using Exercise 1.35.5, show that the Galois group of y′′ = ry is a subgroup
of SL2(C).
(b) Associated to the equation y′′ = ry there is the non-linear Riccati equation
u′ + u2 = r. Let L be the Picard-Vessiot extension of k corresponding to this
equation and let V ⊂ L denote the vector space of solutions of y′′ = ry. Then
V is a two-dimensional vector space over C. The group G acts on V . Show that
u ∈ L is a solution of the Riccati equation u′ + u2 = r if and only if u = y′

y for
some y ∈ V, y �= 0.
(c) Show that G is reducible if and only if the Riccati equation has a solution
in C(z).
(d) Show that if G is irreducible and imprimitive, then the Riccati equation has
a solution u which is algebraic over C(z) of degree 2. Hint: There are two lines
Cy1, Cy2 ⊂ V such that G permutes {Cy1, Cy2}. Put u1 = y′1

y1
, u2 = y′2

y2
. Show

that u1 + u2 and u1u2 belong to C(z).

2. The equation y′′ = ( 5
16z
−2 + z)y

(a) The field extension C(t) ⊃ C(z) is defined by t2 = z. Verify that u1 =
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− 1
4z
−1 + t ∈ C(t) is a solution of the Riccati equation. Find a second solution

u2 ∈ C(t) of the Riccati equation.
(b) Prove that the differential ring R = C(t)[y1, y−1

1 ], defined by y′1 = u1y1, is a
Picard-Vessiot ring for the equation. Hint: Verify that R is a simple differential
ring. Prove that R is generated over C(z) by the entries of a fundamental matrix
for the equation.
(c) Determine the differential Galois group G of the equation.
(d) Verify that the Lie algebra of G is equal to the Lie algebra of the K-linear
derivations D : R→ R that commute with ′ .
(e) What can one say about the solutions of the equation?

3. Liouville’s differential equation y′′ = ry with r ∈ C[z] \C.
(a) Show that the Galois group of this equation is connected. Hint: Standard
existence theorems imply that there are two linearly independent entire solutions
y1, y2 of y′′ = ry. Show that the subfield K = C(z, y1, y2, y′1, y

′
2) of the field of

meromorphic functions on C, is a Picard-Vessiot field for the equation. Show
that if u ∈ K is algebraic over C(z), then u is meromorphic on the Riemann
Sphere and so in C(z). Deduce that G = Go.
(b) Suppose that r ∈ C[z] has odd degree. Prove that the Riccati equation has
no solution u ∈ C(z). Hint: Expand u at z =∞ and find a contradiction.
(c) Suppose again that r ∈ C[z] has odd degree. Prove that G = SL2(C) and
give an explicit description of the Picard-Vessiot ring.
(d) Consider the equation y′′ = (z2+1)y. Find a solution u ∈ C(z) of the Riccati
equation. Construct the Picard-Vessiot ring and calculate the differential Galois
group. Hint: Consider first the equation y′ = uy. A solution y1 �= 0 is also a
solution of y′′1 = (z2+1)y1. Find a second solution y2 by “variation of constants”.

4. Liouville’s theorem (1841) for y′′ = ry with r ∈ C[z] \C
Prove the following slightly deformed version of Liouville’s theorem:

Consider the differential equation y′′ = ry with r ∈ C[z] \C. The differential
Galois group of this equation (over the differential field C(z)) is equal to SL2(C)
unless r has even degree 2n and there are polynomials v, F with deg v = n such
that u := v + F ′

F is a solution of the Riccati equation u′ + u2 = r.
In the last case, the differential Galois group is conjugate to the group
{
(
a b
0 a−1

)
|a ∈ C∗, b ∈ C}.

Hints:
(i) Use part 3. of the exercise and the classification of the Zariski closed sub-
groups of SL2(C), to prove that the differential Galois group can only be (up
to conjugation) SL2(C), {

(
a b
0 a−1

)
|a ∈ C∗, b ∈ C} or {

(
a 0
0 a−1

)
|a ∈ C∗}.

(ii) Show that the three cases correspond to 0,1 or 2 solutions u ∈ C(z) of the
Riccati equation u′ + u2 = r.
(iii) Suppose that u ∈ C(z) is a solution of the Riccati equation. Make the
observation that for any point c ∈ C, the Laurent expansion of u at c has the
form ε

z−c + ∗ + ∗(z − c) + · · · with ε = 0, 1. Show that u must have the form
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v + F ′
F where F is a polynomial of degree d ≥ 0 with simple zeros and v is a

polynomial of degree n.
(iv) Show that there is at most one rational solution of the Riccati equation
u′ + u2 = r by expanding u = v + F ′

F at ∞, i.e., as Laurent series in z−1. Note
that the expansion of F ′

F is dz−1 + ∗z−2 + · · · . �

Exercise 1.37 Algebraically independent solutions of differential equations.
Let r ∈ C[z] be a polynomial of odd degree. Let y1 = 1 +

∑
n≥2 anz

n, y2 =
z+

∑
n≥2 bnz

n be entire solutions of the equation y′′ = ry. Show that the “only”
polynomial relation over C between z, y1, y2, y1, y′2 is y1y′2−y′1y2 = 1. Hint: See
Exercise 1.36. �

Theorem 1.28 allows us to identify the Picard-Vessiot ring inside the Picard-
Vessiot field. This is the result of the following Corollary (see [34], [182], [266]).

Corollary 1.38 Let y′ = Ay be a differential equation over k with Picard-
Vessiot field L, differential Galois group G and Picard-Vessiot ring R ⊂ L. The
following properties of f ∈ L are equivalent.

(1) f ∈ R.

(2) The C-vector space < Gf >, spanned by the orbit Gf := {g(f)| g ∈ G} has
finite dimension m over C.

(3) The k-vector space < f, f ′, f ′′, . . . > spanned by f and all its derivatives has
finite dimension m over k.

Proof. (1)⇒(2). By Theorem 1.28, there is a finite extension k̃ ⊃ k such
that k̃ ⊗k R ∼= k̃ ⊗C C[G]. Here C[G] denotes the coordinate ring of G. It is
well known, see [141], that the G-orbit of any element in C[G] spans a finite
dimensional vector space over C. This property is inherited by k̃ ⊗C C[G] and
also by R.
(2)⇒(3). Choose a basis v1, . . . , vm of < Gf > over C. There is a unique scalar
differential equation P (y) = y(m) + am−1y

(m−1) + · · · + a1y
(1) + a0y with all

ai ∈ L such that P (vi) = 0 for all i (see for instance the proof of Lemma 1.12).
Then < Gf > is the solution space of P . The G-invariance of this space implies
that all ai ∈ LG = k. From P (f) = 0 it follows that < f, f ′, f ′′, · · · > has
dimension ≤ m over k. Let Q be the monic scalar equation of minimal degree
n ≤ m over k such that Q(f) = 0. The solution space of Q in L contains f and
the m-dimensional C-vector space < Gf >. Hence m = n.
(3)⇒(1). Suppose that W =< f, f ′, f ′′, · · · > has dimension m over k. Then
f is a solution of a monic linear scalar differential equation P over k of order
m. Consider the nonzero ideal I ⊂ R consisting of the elements a ∈ R such
that aW ⊂ R. For a ∈ I and w ∈ W , one has a′w = (aw)′ − aw′. Since both
R and W are invariant under differentiation, one finds a′w ∈ R. Thus I is a
differential ideal. Now R is a simple differential ring and therefore I = R. This
proves that f ∈ R. �
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Exercise 1.39 Solutions of differential equations and their reciprocals.
k is a differential field with algebraically closed field of constants C. Let R ⊃ k
be a Picard-Vessiot ring with field of fractions L. The goal of this exercise is to
show:

Let f ∈ L∗. Then both f and f−1 satisfy a scalar linear differential equation
over k if and only if f ′

f is algebraic over k

For the proof one needs a result of Rosenlicht [248] (see also [180], [266])
which states:

Let G is a connected linear algebraic group over an algebraically closed field
K and let f ∈ K[G] (i.e., the coordinate ring of G) be an invertible element
such that f(1) = 1. Then f is a character, i.e., f(g1g2) = f(g1)f(g2) for all
g1, g2 ∈ G.

(1) Show that it suffices to consider the case where k is algebraically closed.
Hint: Replace k by its algebraic closure k and L by kL.

(2) Prove that f ′

f ∈ k implies that f, f−1 ∈ R.

(3) Show that R ∼= k ⊗C C[G] and that G is connected.

(4) Suppose that f is an invertible element of R. Show that f considered as an
element of k ⊗C C[G] has the form b · χ, where χ : Gk → k∗ is a character and
b ∈ k∗. Conclude that σ(f) = χ(σ)f for any σ ∈ G.

(5) Prove that any character χ : Gk → k∗ has the property χ(σ) ∈ C∗ for all
σ ∈ G. Hint: Two proofs are possible. The first one shows that any character
of Gk comes from a character of G. We suggest a second proof. Any character
χ belongs to R and satisfies, according to Corollary 1.38, a linear differential
equation over k. Let y(m) + am−1y

(m−1) + · · ·+ a1y
(y) + a0y be the differential

equation of minimal degree over k, satisfied by χ. Fix σ ∈ G and define a ∈ k∗
by σ(χ) = aχ. Since σ commutes with the differentiation, the same equation
is the scalar linear differential equation of minimal degree over k satisfied by
σ(χ) = aχ. Prove that am−1 = ma′

a + am−1 and conclude that a ∈ C∗.

(6) Prove that f ′
f ∈ k.

(7) Show that sin z satisfies a linear differential equation over C(z) and that
1

sin z does not. Hint: A periodic function cannot be algebraic over C(z) (why?).

The main result of this exercise was first proved in [123]. See also [266] and
[278]. �

We now use Theorem 1.28 to give a proof that a normal subgroup corre-
sponds to a subfield that is also a Picard-Vessiot extension, thereby finishing
the proof of Proposition 1.34.
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Corollary 1.40 Let L ⊃ k be the Picard-Vessiot field of the equation y′ = Ay
over k. Let G := Gal(L/k) be the differential Galois group of the equation and
let H ⊂ G be a closed normal subgroup. Then M = LH is a Picard-Vessiot field
for some linear differential equation over k.

Proof. This proof depends on the following three facts from the theory of
linear algebraic groups. Let G be a linear algebraic group and H a Zariski
closed normal subgroup.

1. The G-orbit of any element f ∈ C[G] spans a finite dimensional C-vector
space.

2. The group G/H has a structure of an affine group and its coordinate ring
C[G/H ] is isomorphic to the ring of invariants C[G]H .

3. The two rings Qt(C[G])H and Qt(O[G]H) are naturally isomorphic.

These facts can be found in [141], §11, 12, and [36]. Let L be the quotient
field of the Picard-Vessiot ring R. Let k̃ be a finite Galois extension of k with
(ordinary) Galois group U such that the torsor corresponding to R becomes
trivial over k̃. This means that k̃⊗kR � k̃⊗CC[G]. Note that U acts on k̃⊗kR
by acting on the left factor as the Galois group and on the right factor as the
identity. The group G acts on k̃ ⊗k R � k̃ ⊗C C[G] by acting trivially on the
left factor and acting on R via the Galois action (or equivalently, on C[G] via
the natural action of G on its coordinate ring). Using the above facts, we have
that k̃ ⊗k RH � k̃ ⊗C C[G/H ] and that k̃ ⊗k LH is equal to k̃ ⊗C Qt(C[G]H).
Since C[G/H ] is a finitely generated C-algebra, there exist r1, . . . , rm ∈ RH

that generate k̃ ⊗k RH as a k̃-algebra. Taking invariants under U , one finds
that RH is a finitely generated k-algebra whose field of fractions is LH . We
may furthermore assume that that RH is generated by a basis y1, . . . , yn of a
finite dimensional C-vector space that is G/H-invariant. Lemma 1.12 implies
that the wronskian matrix W = W (y1, . . . , yn) is invertible. Furthermore, the
matrix A = W ′W−1 is left invariant by G/H and so has entries in k. Since the
constants of LH are C and LH is generated by a fundamental set of solutions
of the linear differential equation y′ = Ay, Proposition 1.22 implies that LH is
a Picard-Vessiot field. �

Exercises 1.41 Let G be a connected solvable linear algebraic group. In this
exercise the fact that any G-torsor over k is trivial, will be used. For this, see
the comments following Lemma A.51.

1. Picard-Vessiot extensions with Galois group (Ga)r.
Suppose that K is a Picard-Vessiot extension of k with Galois group (Ga)r.
Show that there exist t1, . . . , tr ∈ K with t′i ∈ k such that K = k(t1, . . . , tr).
Hint: Consider the Picard-Vessiot subring of K and use C[Gr

a] = C[t1, . . . , tr].

2. Picard-Vessiot extensions with Galois group (Gm)r.
Show that if K is a Picard-Vessiot extension of k with Galois group (Gm)r, then
there exist nonzero t1, . . . , tr ∈ K with t′i/ti ∈ k such that K = k(t1, . . . , tr).
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3. Picard-Vessiot extensions whose Galois groups have solvable identity compo-
nent.
Let K be a Picard-Vessiot extension of k whose Galois group has solvable iden-
tity component. Show that there exists a tower of fields k ⊂ K1 ⊂ · · · ⊂ Kn = K
such that K1 is an algebraic extension of k and for each i = 2, . . . , n, Ki =
Ki−1(ti) with ti transcendental over Ki−1 and either t′i ∈ Ki−1 or t′i/ti ∈ Ki−1.
Hint: Produce a tower of closed subgroups {1} = G0 ⊂ G1 ⊂ · · · ⊂ Go ⊂ G,
where Go be the identity component of the Galois group G and each Gi is a
normal subgroup of Gi+1 such that Gi+1/Gi is either Ga or Gm. (Compare
Chapter 17, Exercise 7 and Theorem 19.3 of [141]). Apply Corollary 1.40.

In the next section 1.5, an elementary proof of the above statement will be
given, which does not use Theorem 1.28. �

1.5 Liouvillian Extensions

In this section we show how one can formalize the notion of solving a linear
differential equation in “finite terms”, that is solving in terms of algebraic com-
binations and iterations of exponentials and integrals, and give a Galois theoretic
characterization of this property.

In classical Galois theory, one formalizes the notion of solving a polynomial
equation in terms of radicals by using towers of fields. A similar approach will
be taken here.

Definition 1.42 The differential field k is supposed to have an algebraically
closed field of constants C. An extension K ⊃ k of differential fields is called a
liouvillian extension of k if the field of constants of K is C and if there exists
a tower of fields k = K0 ⊂ K1 ⊂ . . . ⊂ Kn = K such that Ki = Ki−1(ti) for
i = 1, . . . , n, where either

1. t′i ∈ Ki−1, that is ti is an integral (of an element of Ki−1), or

2. ti �= 0 and t′i/ti ∈ Ki−1, that is ti is an exponential (of an integral of an
element of Ki−1), or

3. ti is algebraic over Ki−1.

IfK is a liouvillian extension of k and each of the ti is an integral (resp. exponen-
tial), we say that K is an extension by integrals (resp. extension by exponentials)
of k. �

The main result of this section is

Theorem 1.43 Let K be a Picard-Vessiot extension of k with differential Ga-
lois group G. The following are equivalent:
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(1) Go is a solvable group.
(2) K is a liouvillian extension of k.
(3) K is contained in a liouvillian extension of k.

Proof. (1)⇒(2). (In fact a stronger statement follows from Exercise 1.41.3
but we present here a more elementary proof, not depending on the theory of
torsors, of this weaker statement).
Let K be the Picard-Vessiot extension of a scalar differential equation L(y) = 0
of order n over k. Let G be the differential Galois group of the equation and Go

be its identity component. Let V ⊂ K be the solution space of L. Let k0 be the
fixed field of Go. Then K is the Picard-Vessiot field for the equation L(y) = 0
over k0 and its Galois group is Go. The Lie-Kolchin Theorem (Theorem A.46)
implies that V has a basis y1, . . . , yn over C such that Go ⊂ GL(V ) consists of
upper triangular matrices w.r.t. the basis y1, . . . , yn. We will use induction on
the order n of L and on the dimension of Go.

Suppose that y1 �∈ k0. For any σ ∈ Go, there is a constant c(σ) ∈ C∗ with
σy1 = c(σ)y1. Hence y′1

y1
∈ k0. Now K ⊃ k0(y1) is the Picard-Vessiot field for

the equation L(y) = 0 over k0(y1) and its differential Galois group is a proper
subgroup of Go. By induction K ⊃ k0(y1) is a liouvillian extension and so is
K ⊃ k.

Suppose that y1 ∈ k0. Let L(y) = 0 have the form any
(n) + · · · + a0y = 0.

Then L(yy1) = bny
(n) + · · ·+ b1y

(1) + b0y. The term b0 is zero since L(y1) = 0.
Consider the scalar differential equation M(f) = bnf

(n−1) + · · ·+ b1f = 0. Its
solution space in K is C(y2y1 )′ + · · ·+ C(yn

y1
)′. Hence the Picard-Vessiot field K̃

of M lies in K and its differential Galois group is a connected solvable group.
By induction k ⊂ K̃ is a liouvillian extension. Moreover K = K̃(t2, . . . , tn) and
t′i = ( yi

y1
)′ for i = 2, . . . , n. Thus K ⊃ K̃ is liouvillian and so is K ⊃ k.

(3)⇒(1). Let M = k(t1, . . . , tm) be a liouvillian extension of k containing K.
We shall show that Go is solvable using induction on m.

The subfield K(t1) of M is the Picard-Vessiot field of the equation L(y) = 0
over k(t1). Indeed, K(t1) is generated over k(t1) by the solutions y of L(y) = 0
and their derivatives. The differential Galois group H = Gal(K(t1)/k(t1)) is a
closed subgroup of G. The field of invariants KH = K(t1)H ∩K = k(t1) ∩K.
Since K is also the Picard-Vessiot field of the equation L(y) = 0 over k(t1)∩K,
one has that H = Gal(K/k(t1) ∩K). By induction Ho is solvable.

If k(t1)∩K = k, then H = G and we are done. Suppose that k(t1)∩K �= k.
We now deal with the three possibilities for t1. If t1 is algebraic over k, then
k(t1) ∩K is algebraic over k and lies in the fixed field KGo

. Hence Ho = Go

and we are done.
Suppose that t1 is transcendental over k and that k(t1)∩K �= k. If t′1 = a ∈ k∗,
then k(t1) ⊃ k has differential Galois group Ga,C . This group has only trivial
algebraic subgroups and so k(t1) ⊂ K. The equation t′1 = a ∈ k∗, shows that
k(t1) is set wise invariant under G = Gal(K/k). Thus there is an exact sequence
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of algebraic groups

1→ Gal(K/k(t1))→ Gal(K/k)→ Gal(k(t1)/k)→ 1.

From Ho is solvable and Gal(k(t1)/k) = Ga,C one easily deduces that Go is
solvable.
If t′1 = at1 with a ∈ k∗, then Gal(k(t1)/k) = Gm,C . The only non trivial
closed subgroups of Gm,C = C∗ are the finite groups of roots of unity. Hence
k(t1) ∩ K = k(td1) for some integer d ≥ 1. As above, this yields that Go is
solvable. �

Exercise 1.44 Using Exercise A.44, modify the above proof to show that if G
is a torus, then K can be embedded in an extension by exponentials. (This can
also be deduced from Exercise 1.41.) �

In general, one can detect from the Galois group if a linear differential equa-
tion can be solved in terms of only integrals or only exponentials or only al-
gebraics or in any combination of these. We refer to Kolchin’s original paper
[160] or [161] for a discussion of this. Finally, using the fact that a connected
solvable group can be written as a semi-direct product of a unipotent group U
and a torus T one can show: If the identity component of the Galois group of
a Picard-Vessiot extension K of k is solvable, then there is a chain of subfields
k = K0 ⊂ K1 ⊂ · · · ⊂ Kn = K such that Ki = Ki−1(ti) where

1. t1 is algebraic over k,

2. for i = 2, . . . , n − m, m = dimU , ti is transcendental over Ki−1 and
t′i/ti ∈ Ki−1,

3. for i = n−m+ 1, . . . , n, ti is transcendental over Ki−1 and t′i ∈ Ki−1.

We refer to [182], Proposition 6.7, for a proof of this result.

Theorem 1.43 describes the Galois groups of linear differential equations, all
of whose solutions are liouvillian. It will be useful to discuss the case when only
some of the solutions are liouvillian.

Proposition 1.45 Let L(y) = 0 be scalar differential equation with coefficients
in k and Picard-Vessiot field K. Suppose that L(y) = 0 has a nonzero solution
in some liouvillian extension of k. Then there is a solution y ∈ K, y �= 0 of
L(y) = 0 such that y′

y is algebraic over k.

Proof. Let k(t1, . . . , tn) be a liouvillian extension of k and let y ∈ k(t1, . . . , tn),
y �= 0 satisfy L(y) = 0. We will show the statement by induction on n.

Let n = 1 and t1 be algebraic over k. Then y and y′
y are algebraic over k.

Suppose that t1 is transcendental over k and t′1 = a ∈ k∗. The element y satisfies
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a differential equation over k and lies therefore in the Picard-Vessiot ring k[t1]
(see Corollary 1.38). The elements σ ∈ Gal(k(t1)/k) have the form σ(t1) = t1+c
(with arbitrary c ∈ C). Further σ(y) and σ(y)− y are also solutions of L. One
concludes that L has a nonzero solution in k itself.
Suppose that t1 is transcendental over k and that t′1 = at1 for some a ∈ k∗.
Then y lies in the Picard-Vessiot ring k[t1, t−1

1 ]. The elements σ ∈ Gal(k(t1)/k)
act by σ(t1) = ct1 with c ∈ C∗ arbitrary. Also σ(y)− dy, with σ ∈ Gal(k(t1)/k)
and d ∈ C are solutions of L. It follows that k(t1) contains a solution of L of
the form y = btd1 with b ∈ k∗ and d ∈ Z. For such a y, one has y′

y ∈ k.

Suppose that y ∈ k(t1, . . . , tn+1), y �= 0 is a solution of L. The induction
hypothesis implies that the algebraic closure k(t), with t = t1, contains solutions
of the Riccati equation of L. It t is algebraic over k, then we are done.
If t is transcendental over k, then one considers, as in the last part of the proof
of Theorem 1.43, the Picard-Vessiot field of L over k(t) which is denoted by
Kk(t) or K(t). Further Kk(t) denotes the Picard-Vessiot field of L over k(t).
Let V ⊂ K denote the solution space of L (in K and also in Kk(t)). Let a
y ∈ V, y �= 0 be given such that y′

y is algebraic over k(t). For any σ ∈ Gal(K/k)
the element σ(y) has the same property. Choose σ1, . . . , σs ∈ Gal(K/k), with s
maximal, such that the elements σ1y, . . . , σsy ∈ V are linearly independent over
C. The vector space W ⊂ V spanned by σ1y, . . . , σsy is clearly invariant under
the action of Gal(K/k). Let f (s)+as−1f

(s−1)+· · ·+a0f by the unique differential
equation M over K with M(σiy) = 0 for i = 1, . . . , s. For any σ ∈ Gal(K/k),
the transformed equation σM has the same space W as solution space. Hence
σM = M and we conclude that M has coefficients in k. We replace now L
by M . Consider the liouvillian field extension k(t, u1, . . . , us, σ1y, . . . , σsy) ⊂
Kk(t) of k, where the ui := σiy

′
σiy

are algebraic over k(t). This field contains
the Picard-Vessiot field of the equation of M over k. By Theorem 1.43, the
differential Galois group H of M over k has the property that Ho is solvable.
Let f ∈W f �= 0 be an eigenvector for Ho. Then f ′

f is invariant under Ho and
is therefore algebraic over k. Since W ⊂ V , also L(f) = 0. �

Exercise 1.46 Show that the equation y′′′ + zy = 0 has no nonzero solutions
liouvillian over C(z). Hint: As in Exercise 1.36(3), show that the Galois group
of this equation is connected. If exp(

∫
u) is a solution of y′′′ + zy = 0 then

u satisfies u′′ + 3uu′ + u3 + z = 0. By expanding at ∞, show that this latter
equation has no nonzero solution in C(z). �

Exercises 1.47 The “normality” of a Picard-Vessiot extension.
(1) In the classical Galois theory a finite extension K ⊃ k is called normal if
every irreducible polynomial over k which has one root in K has all its roots in
K. Prove the following analogous property for Picard-Vessiot fields:

Suppose that K ⊃ k is a Picard-Vessiot extension and let f ∈ K be a solution
of an irreducible scalar differential equation P over k of order m. Show that the
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solution space of P in K has dimension m (over the field of constants C of k).
We note that some results of Chapter 2 are needed for this exercise, namely the
definition of “irreducible operator” and Exercise 2.4 part 3.

Liouvillian extensions are very different from Picard-Vessiot extensions.
(2) Consider the liouvillian extension k(t, f) of k defined by: t is transcendental
over k and t′

t ∈ k∗. Further f is algebraic over k(t) with equation f2 = 1 − t2.
Show that k(t, f) is not a differential subfield of a Picard-Vessiot extension of
k.
Hint: Let k ⊂ k(t, f) ⊂ K with K/k a Picard-Vessiot extension. For every
c ∈ C∗ there exists an element σc ∈ Gal(K/k) such that σct = ct. Now σc(f)2 =
1− c2t2. Show that the algebraic field extension of k(t) generated by all σc(f)
is infinite. Now use that K/k(t) is also a Picard-Vessiot extension. �
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Chapter 2

Differential Operators and
Differential Modules

2.1 The Ring D = k[∂] of Differential Operators

In this chapter k is a differential field such that its subfield of constants C is
different from k and has characteristic 0. The skew (i.e., noncommutative) ring
D := k[∂] consists of all expressions L := an∂

n+· · ·+a1∂+a0 with n ∈ Z, n ≥ 0
and all ai ∈ k. These elements L are called differential operators. The degree
degL of L above is m if am �= 0 and ai = 0 for i > m. In case L = 0 we define
the degree to be −∞. The addition in D is obvious. The multiplication in D is
completely determined by the prescribed rule ∂a = a∂ + a′. Since there exists
an element a ∈ k with a′ �= 0, the ring D is not commutative. One calls D the
ring of linear differential operators with coefficients in k.

A differential operator L = an∂
n+ · · ·+a1∂+a0 acts on k and on differential

extensions of k, with the interpretation ∂(y) := y′. Thus the equation L(y) = 0
has the same meaning as the scalar differential equation any(n) + · · ·+ a1y

(1) +
a0y = 0. In connection with this one sometimes uses the expression order of L,
instead of the degree of L.

The ring of differential operators shares many properties with the ordinary
polynomial ring in one variable over k.

Lemma 2.1 For L1, L2 ∈ D with L1 �= 0, there are unique differential operators
Q,R ∈ D such that L2 = QL1 +R and degR < degL1.

The proof is not different from the usual division with remainder for the ordi-
nary polynomial ring over k. The version where left and right are interchanged is
equally valid. An interesting way to interchange left and right is provided by the
“involution” i : L �→ L∗ of D defined by the formula i(

∑
ai∂

i) =
∑

(−1)i∂iai.

39
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The operator L∗ is often called the formal adjoint of L.

Exercise 2.2 The term “involution” means that i is an additive bijection, i2 =
id and i(L1L2) = i(L2)i(L1) for all L1, L2 ∈ D. Prove that i, as defined above,
has these properties. Hint: Let k[∂]� denote the additive group k[∂] made into a
ring by the opposite multiplication given by the formula L1 �L2 = L2L1. Show
that k[∂]� is also a skew polynomial ring over the field k and with variable −∂.
Observe that (−∂) � a = a � (−∂) + a′. �

Corollary 2.3 For any left ideal I ⊂ k[∂] there exists an L1 ∈ k[∂] such that
I = k[∂]L1. Similarly, for any right ideal J ⊂ k[∂] there exists an L2 ∈ k[∂]
such that J = L2k[∂].

From these results one can define the Least Common Left Multiple,
LCLM(L1, L2), of L1, L2 ∈ k[∂] as the unique monic generator of k[∂]L1∩k[∂]L2

and the Greatest Common Left Divisor, GCLD(L1, L2), of L1, L2 ∈ k[∂] as the
unique monic generator of L1k[∂] +L2k[∂] . The Least Common Right Multiple
of L1, L2 ∈ k[∂], LCRM(L1, L2) and the Greatest Common Right Divisor of
L1, L2 ∈ k[∂], GCRD(L1, L2) can be defined similarly. We note that a modified
version of the Euclidean Algorithm can be used to find the GCLD(L1, L2) and
the GCRD(L1, L2).

Exercises 2.4 The ring k[∂]
1. Show that for any nonzero operators L1, L2 ∈ k[∂], with deg(L1) = n1,
deg(L2) = n2 we have that deg(L1L2 − L2L1) < n1 + n2. Show that k[∂] has
no two-sided ideals other than (0) and k[∂].

2. Let M be a D = k[∂]-submodule of the free left module F := Dn. Show
that F has a free basis e1, . . . , en over D such that M is generated by elements
a1e1, . . . , anen for suitable a1, . . . , an ∈ D. Conclude that M is also a free D-
module. Hints:
(a) For any element f = (f1, . . . , fn) ∈ F there is a free basis e1, . . . , en of F
such that f = cen with c ∈ D such that Dc = Df1 + · · ·+Dfn.
(b) Choose m = (b1, . . . , bn) ∈ M such that the degree of the c ∈ D with
Dc = Db1 + · · · + Dbn is minimal. Choose a new basis, called e1, . . . , en of F
such that m = cen. Prove that M is the direct sum of M ∩ (De1⊕ · · ·⊕Den−1)
and Dcen.
(c) Use induction to finish the proof.

3. Let L1, L2 ∈ k[∂] with deg(L1) = n1, deg(L2) = n2. Let K be a differential
extension of k having the same constants C as k and let SolnK(Li) denote the
C-space of solutions of Li(y) = 0 in K. Assume that dimC(SolnK(L2)) = n2.
Show that:
(a) Suppose that every solution in K of L2(y) = 0 is a solution of L1(y) = 0.
Then there exists a Q ∈ k[∂] such that L1 = QL2.
(b) Suppose that L1 divides L2 on the right, then SolnK(L1) ⊂ SolnK(L2) and
dimC(SolnK(L1)) = n1. �
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Lemma 2.5 Finitely generated left k[∂]-modules.
Every finitely generated left k[∂]-module is isomorphic to a finite direct sum
⊕Mi, where each Mi is isomorphic to either k[∂] or k[∂]/k[∂]L for some L ∈ k[∂]
with degL > 0.

Proof. Let M be a finitely generated left k[∂]-module. Then there is a sur-
jective homomorphism φ : k[∂]n → M of k[∂]-modules. The kernel of φ is a
submodule of the free module k[∂]n. Exercises 2.4 part 2. applied to ker(φ)
yields the required direct sum decomposition of M . �

Observation 2.6 A differential module M over k is the same object as a left
k[∂]-module such that dimkM <∞.

Exercise 2.7 Let y′ = Ay be a matrix differential equation over k of dimension
n with corresponding differential module M . Show that the following properties
are equivalent:
(1) There is a fundamental matrix F for y′ = Ay with coefficients in k.
(2) dimC ker(∂,M) = n.
(3) M is a direct sum of copies of 1k, where 1k denotes the 1-dimensional
differential module ke with ∂e = 0.

A differential module M over k is called trivial if the equivalent properties (2)
and (3) hold for M . Assume now that C is algebraically closed. Prove that M
is a trivial differential module if and only if the differential Galois group of M
is {1}. �

Intermezzo on multilinear algebra.
Let F be any field. For vector spaces of finite dimension over F there are
“constructions of linear algebra” which are used very often in connection with
differential modules. Apart from the well known “constructions” direct sum
V1 ⊕ V2 of two vector spaces, subspace W ⊂ V , quotient space V/W , dual space
V ∗ of V , there are the less elementary constructions:

The tensor product V ⊗F W (or simply V ⊗W ) of two vector spaces. Although
we have already used this construction many times, we recall its categorical
definition. A bilinear map b : V ×W → Z (with Z any vector space over F ) is
a map (v, w) → b(v, w) ∈ Z which is linear in v and w separately. The tensor
product (t, V ⊗W ) is defined by t : V ×W → V ⊗W is a bilinear map such
that there exists for each bilinear map b : V ×W → Z a unique linear map
� : V ⊗W → Z with � ◦ t = b. The elements t(v, w) are denoted by v ⊗ w. It
is easily seen that bases {v1, . . . , vn} of V and {w1, . . . , wm} of W give rise to a
basis {vi ⊗ wj}i=1,...,n;j=1,...,m of V ⊗W . The tensor product of several vector
spaces V1⊗· · ·⊗Vs can be defined in a similar way by multilinear maps. A basis
of this tensor product can be obtained in a similar way from bases for every Vi.

The vector space of the homomorphisms Hom(V,W ) consist of the F -linear
maps � : V →W . Its structure as an F -vector space is given by (�1 + �2)(v) :=
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�1(v)+�2(v) and (f�)(v) := f�(v). There is a natural isomorphism α : V ∗⊗W →
Hom(V,W ), given by the formula α(�⊗ w)(v) := �(v) · w.

The symmetric powers symdV of a vector space V . Consider the d-fold tensor
product V ⊗· · ·⊗V and its subspace W generated by the vectors (v1⊗· · ·⊗vd)−
(vπ(1)⊗· · ·⊗vπ(d)), with v1, . . . , vd ∈ V and π ∈ Sd, the group of all permutations
on {1, . . . , d}. Then symdV is defined as the quotient space (V ⊗ · · · ⊗ V )/W .
The notation for the elements of symdV is often the same as for the elements of
V ⊗ · · · ⊗ V , namely finite sums of expressions v1 ⊗ · · · ⊗ vd. For the symmetric
powers, one has (by definition) v1⊗ · · ·⊗ vd = vπ(1)⊗ · · ·⊗ vπ(d) for any π ∈ Sd.
Sometimes one omits the tensor product in the notation for the elements in the
symmetric powers. Thus v1v2 · · · vd is an element of symdV . Let {v1, . . . , vn} be
a basis of V , then {va1

1 va2
2 · · · van

n | all ai ≥ 0 and
∑
ai = d} is a basis of symdV .

One extends this definition by sym1V = V and sym0V = F .

The exterior powers ΛdV . One considers again the tensor product V ⊗ · · · ⊗ V
of d copies of V . Let W be the subspace of this tensor product generated by
the expressions v1 ⊗ · · · ⊗ vd, where there are (at least) two indices i �= j with
vi = vj . Then ΛdV is defined as the quotient space (V ⊗· · ·⊗V )/W . The image
of the element v1⊗ · · · ⊗ vd in ΛdV is denoted by v1 ∧ · · · ∧ vd. If {v1, . . . , vn} is
a basis of V , then the collection {vi1 ∧ · · · ∧ vid | 1 ≤ i1 < i2 < · · · < id ≤ n} is a
basis of ΛdV . In particular ΛdV = 0 if d > n and ΛnV ∼= F . This isomorphism
is made explicit by choosing a basis of V and mapping w1 ∧ · · · ∧ wn to the
determinant in F of the matrix with columns the expressions of the wi as linear
combinations of the given basis. One extends the definition by Λ1V = V and
Λ0V = F . We note that for 1 ≤ d ≤ n one has that w1 ∧ · · · ∧ wd �= 0 if and
only if w1, . . . , wd are linearly independent over F .

Both the symmetric powers and the exterior powers can also be defined in a
categorical way using symmetric multilinear maps and alternating multilinear
maps.

Definition 2.8 Cyclic vector.
Let M be a differential module over k. An element e ∈ M is called a cyclic
vector if M is generated over k by the elements e, ∂e, ∂2e, . . . . �

The following proposition extends Lemma 2.5.

Proposition 2.9 Every finitely generated left k[∂]-module has the form k[∂]n

or k[∂]n ⊕ k[∂]/k[∂]L with n ≥ 0 and L ∈ k[∂].

Proof. The only thing that we have to show is that a differential module M of
dimension n over k is isomorphic to k[∂]/k[∂]L for some L. This translates into
the existence of an element e ∈M such that M is generated by e, ∂e, . . . , ∂n−1e.
In other words, e is a cyclic vector for M .
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Any k[∂]-linear map φ : k[∂] → M is determined by e := φ(1) ∈ M , where
1 ∈ k[∂] is the obvious element. The map φ is surjective if and only if e is a
cyclic element. If the map is surjective, then its kernel is a left ideal in k[∂] and
has the form k[∂]L. Thus k[∂]/k[∂]L ∼= M . On the other hand, an isomorphism
k[∂]/k[∂]L ∼= M induces a surjective k[∂]-linear map k[∂] → M . The proof of
the existence of a cyclic vector for M is reproduced from the paper [154] by
N. Katz.

Choose an element h ∈ k with h′ �= 0 and define δ = h′
h ∂. Then k[∂] = D is

also equal to k[δ]. Further δh = hδ+h and δhk = hkδ+khk for all k ∈ Z. Take
an e ∈ M . Then De is the subspace of M generated over k by e, δe, δ2e, . . . .
Let De have dimension m. If m = n then we are finished. If m < n then we
will produce an element ẽ = e+λhkf , where λ ∈ Q and k ∈ Z and f ∈M \De,
such that dimDẽ > m. This will prove the existence of a cyclic vector. We will
work in the exterior product Λm+1M and consider the element

E := ẽ ∧ δ(ẽ) ∧ · · · ∧ δm(ẽ) ∈ Λm+1M.

The multilinearity of the ∧ and the rule δhk = hkδ+khk lead to a decomposition
of E of the form

E =
∑

0≤a≤m
(λhk)a(

∑
0≤b

kbωa,b), with ωa,b ∈ Λm+1M independent of λ, k.

Suppose that E is zero for every choice of λ and k. Fix k. For every λ ∈ Q
one finds a linear dependence of the m + 1 terms

∑
0≤b k

bωa,b. One concludes
that for every a the term

∑
0≤b k

bωa,b is zero for all choices of k ∈ Z. The
same argument shows that each ωa,b = 0. However, one easily calculates that
ω1,m = e∧ δ(e)∧· · ·∧ δm−1(e)∧f . This term is not zero by our choice of f . �

There are other proofs of the existence of a cyclic vector, relevant for algo-
rithms. These proofs produce a set S ⊂ M of small cardinality such that S
contains a cyclic vector. We will give two of those statements. The first one is
due to Kovacic [167] (with some similarities to Cope [72, 73]).

Lemma 2.10 Let M be a differential module with k-basis {e1, . . . , en} and let
η1, . . . , ηn ∈ k be linearly independent over C, the constants of k. Then there
exist integers 0 ≤ ci,j ≤ n, 1 ≤ i, j ≤ n, such that m =

∑n
i=1 aiei is a cyclic

vector for M , where ai =
∑n

j=1 ci,jηj. In particular, if z ∈ k, z′ �= 0, then
ai =

∑n
j=1 ci,jz

j−1 is, for suitable ci,j as above, a cyclic vector.

The second one is due to Katz [154].

Lemma 2.11 Assume that k contains an element z such that z′ = 1. Let M
be a differential module with k-basis {e0, . . . , en−1}. There exists a set S ⊂ C
with at most n(n− 1) elements such that if a /∈ S the element

n−1∑
j=0

(z − a)j
j!

j∑
p=0

(−1)p
(
j

p

)
∂p(ej−p) is a cyclic vector.
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We refer to the literature for the proofs of these and to [80, 143, 236, 6, 30,
31]. For a generalization of the cyclic vector construction to systems of nonlinear
differential equations, see [70].

2.2 Constructions with Differential Modules

The constructions with vector spaces (direct sums, tensor products, symmet-
ric powers etc) extend to several other categories. The first interesting case
concerns a finite group G and a field F . The category has as objects the repre-
sentations G in finite dimensional vector spaces over F . A representation (ρ, V )
is a homomorphism ρ : G→ GL(V ), where V is a finite dimensional vector space
over F . The tensor product (ρ1, V1)⊗(ρ2, V2) is the representation (ρ3, V3) with
V3 = V1 ⊗F V2 and ρ3 given by the formula ρ3(v1 ⊗ v2) = (ρ1v1)⊗ (ρ2v2). In a
similar way one defines direct sums, quotient representations, symmetric powers
and exterior powers of a representation.
A second interesting case concerns a linear algebraic group G over F . A rep-
resentation (ρ, V ) consists of a finite dimensional vector space V over F and
a homomorphism of algebraic groups over F , ρ : G → GL(V ). The formulas
for tensor products and other constructions are the same as for finite groups.
This example (and its extension to affine group schemes) is explained in the
appendices.
A third example concerns a Lie algebra L over F . A representation (ρ, V )
consists of a finite dimensional vector space V over F and an F -linear map
ρ : L → End(V ) satisfying the property ρ([A,B]) = [ρ(A), ρ(B)]. The tensor
product (ρ1, V1) ⊗ (ρ2, V2) = (ρ3, V3) with again V3 = V1 ⊗F V2 and with ρ3

given by the formula ρ3(v1 ⊗ v2) = (ρ1v1)⊗ v2 + v1 ⊗ (ρ2v2).
As we will see, the above examples are related with constructions with dif-
ferential modules. The last example is rather close to the constructions with
differential modules.
The category of all differential modules over k will be denoted by Diffk. Now we
start the list of constructions of linear algebra for differential modules.

The direct sum (M1, ∂1) ⊕ (M2, ∂2) is (M3, ∂3), where M3 = M1 ⊕ M2 and
∂3(m1 ⊕m2) = ∂1(m1)⊕ ∂2(m2).

A (differential) submodule N of (M,∂) is a k-vector space N ⊂ M such that
∂(N) ⊂ N . Then N = (N, ∂|N ) is a differential module.

Let N be a submodule of (M,∂). Then M/N , provided with the induced map
∂, given by ∂(m+N) = ∂(m) +N , is the quotient differential module .

The tensor product (M1, ∂1)⊗ (M2, ∂2) is (M3, ∂3) with M3 = M1⊗kM2 and ∂3

is given by the formula ∂3(m1 ⊗m2) = (∂1m1)⊗m2 +m1 ⊗ (∂2m2). We note
that this is not at all the tensor product of two k[∂]-modules. In fact, the tensor
product of two left k[∂]-modules does not exist since k[∂] is not commutative.

A morphism φ : (M1, ∂1)→ (M2, ∂2) is a k-linear map such that φ ◦ ∂1 = ∂2 ◦φ.
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If we regard differential modules as special left k[∂]-modules, then the above
translates into φ is a k[∂]-linear map. We will sometimes write Homk[∂](M1,M2)
(omitting ∂1 and ∂2 in the notation) for the C-vector space of all morphisms.
This object is not a differential module over k, but it is Mor(M1,M2) the C-
linear vector space of the morphisms in the category Diffk.

The internal Hom, Homk((M1, ∂1), (M2, ∂2)) of two differential modules is the
k-vector space Homk(M1,M2) of the k-linear maps form M1 to M2 provided
with a ∂ given by the formula (∂�)(m1) = �(∂1m1) − ∂2(�(m1)). This formula
leads to the observation that

Homk[∂](M1,M2) is equal to {� ∈ Homk(M1,M2)| ∂� = 0}.

In particular, the C-vector space Mor(M1,M2) = Homk[∂](M1,M2) has dimen-
sion at most dimkM1 · dimkM2.

The trivial differential module of dimension 1 over k is again denoted by 1k or
1. A special case of internal Hom is the dual M∗ of a differential module M
defined by M∗ = Homk(M,1k).

Symmetric powers and exterior powers are derived from tensor products and
the formation of quotients. Their structure can be made explicit. The exterior
power ΛdM , for instance, is the k-vector space ΛdkM provided with the operation
∂ given by the formula ∂(m1 ∧ · · · ∧md) =

∑d
i=1m1 ∧ · · · ∧ (∂mi) ∧ · · · ∧md.

The next collection of exercises presents some of the many properties of the
above constructions and their translations into the language of differential op-
erators and matrix differential equations.

Exercises 2.12 Properties of the constructions
1. Show that the tensor product of differential modules as defined above is
indeed a differential module .

2. Show that, for a differential module M over k, the natural map M → M∗∗

is an isomorphism of differential modules.

3. Show that the differential modules Homk(M1,M2) and M∗1 ⊗M2 are “natu-
rally” isomorphic.

4. Show that the k-linear map M∗ ⊗M → 1k, defined by � ⊗ m = �(m), is
a morphism of differential modules. Conclude that M∗ ⊗M has a non trivial
submodule if dimkM > 1.

5. Suppose that M is a trivial differential module. Show that all the construc-
tions of linear algebra applied to M produce again trivial differential modules.
Hint: Show that M∗ is trivial; show that the tensor product of two trivial
modules is trivial; show that any submodule of a trivial module is trivial too.

6. Suppose that M ∼= k[∂]/k[∂]L. Show that M∗ ∼= k[∂]/k[∂]L∗. Here L �→ L∗

is the involution defined in Exercise 2.2. Hint: Let L have degree n. Show that
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the element e ∈ Homk(k[∂]/k[∂]L,1k) given by e(
∑n−1

i=0 bi∂
i) = bn−1 is a cyclic

vector and that L∗e = 0.

7. The differential module ML associated to the differential operator L.
Consider an operator L = ∂n + an−1∂

n−1 + · · · + a0 ∈ k[∂]. As in Section 1.2,
one associates to L a matrix differential equation Y ′ = ALY , where AL is the
companion matrix

AL =

⎛
⎜⎜⎜⎜⎜⎝

0 1 0 0 . . . 0
0 0 1 0 . . . 0
...

...
...

... . . .
...

0 0 0 0 . . . 1
−a0 −a1 . . . . . . . . . −an−1

⎞
⎟⎟⎟⎟⎟⎠

This matrix differential equation induces a differential module ML and we call
this the differential module associated with the operator L.
(a) Prove that the differential modules ML and (k[∂]/k[∂]L)∗ are isomorphic.
(b) Operators of the same type.
Let L1, L2 ∈ k[∂] by monic of degree n. Prove that ML1 andML2 are isomorphic
if and only if there are elements R,S ∈ k[∂] of degree < n such that L1R = SL2

and GCRD(R,L2) = 1.
Hint: Describe an isomorphism φ : k[∂]/k[∂]L1 → k[∂]/k[∂]L2 by an operator
of degree < n representing the element φ(1) ∈ k[∂]/k[∂]L2.
In the classical literature, operators L1, L2 such that ML1

∼= ML2 are called
of the same type . This concept appears in the 19th Century literature (for
references to this literature as well as more recent references, see [270]).
(c) Prove that every matrix differential equation is equivalent to an equation of
the form Y ′ = ALY .

8. The matrix differential of the dual M∗.
Let M be a differential equation and let y′ = Ay be an associated matrix
differential equation by the choice of a basis {e1, . . . , en}. Find the matrix
differential equation for M∗ associated to the dual basis {e∗1, . . . , e∗n} of M∗.

9. Extensions of differential fields.
Let K ⊃ k be an extension of differential fields. For any differential module
(M,∂) over k one considers the K-vector space K ⊗k M . One defines ∂ on
K ⊗k M by ∂(a ⊗m) = a′ ⊗m + a ⊗ (∂m). Show that this definition makes
sense and that (K ⊗k M,∂) is a differential module over K. Prove that the
formation M �→ K ⊗kM commutes with all constructions of linear algebra.

10. The characterization of the “internal hom”.
For the reader, familiar with representable functors, this exercise which shows
that the “internal hom” is derived from the tensor product, might be interesting.
Consider two differential modules M1,M2. Associate to this the contravariant
functor F from Diffk to the category of sets given by the formula F(T ) =
Homk[∂](T ⊗ M1,M2). Show that F is a representable functor and that it
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is represented by Homk(M1,M2). Compare also the definition of Tannakian
category given in the appendices. �

Now we continue Exercise 2.12 part 7. and the set of morphisms between
two differential modules in terms of differential operators. An operator L ∈ k[∂]
is said to be reducible over k if L has a nontrivial right hand factor. Otherwise
L is called irreducible. Suppose that L is reducible, say L = L1L2. Then there
is an obvious exact sequence of differential modules

0→ D/DL1
.L2→ D/DL1L2 → D/DL2 → 0,

where the first non trivial arrow is multiplication on the right by L2 and the
second non trivial arrow is the quotient map. In particular, the monic right
hand factors of L correspond bijectively to the quotient modules of D/DL (and
at the same time to the submodules of D/DL).

Proposition 2.13 For L1, L2 ∈ k[∂], one defines E(L1, L2) to consist of the
R ∈ k[∂] with degR < degL2, such that there exists an S ∈ k[∂] with L1R =
SL2.
(1) There is a natural C-linear bijection between E(L1, L2) and
Homk[∂](k[∂]/k[∂]L1, k[∂]/k[∂]L2).
(2) E(L,L) or E(L) is called the (right) Eigenring of L. This eigenring E(L)
is a finite dimensional C-subalgebra of Endk(k[∂]/k[∂]L), which contains C.id.
If L is irreducible and C is algebraically closed, then E(L) = C.id.

Proof. (1) A k[∂]-linear map φ : k[∂]/k[∂]L1 → k[∂]/k[∂]L2 lifts uniquely to
a k[∂]-linear map ψ : k[∂] → k[∂] such that R := ψ(1) has degree < degL2.
Further ψ(k[∂]L1) ⊂ k[∂]L2. Hence ψ(L1) = L1R ∈ k[∂]L2 and L1R = SL2 for
some S ∈ k[∂]. On the other hand, an R and S with the stated properties deter-
mine a unique ψ which induces a k[∂]-linear map φ : k[∂]/k[∂]L1 → k[∂]/k[∂]L2.
(2) The first statement is obvious. The kernel of any element of E(L) is a sub-
module of k[∂]/k[∂]L. If L is irreducible, then any nonzero element of E(L) is
injective and therefore also bijective. Hence E(L) is a division ring. Since C is
algebraically closed, one has E(L) = C. �

Exercise 2.14 The Eigenring.
The eigenring provides a method to obtain factors of a reducible operator, see
[136, 270] and Section 4.2. However, even if C is algebraically closed, a reducible
operator L may satisfy E(L) = C.id. In this case no factorization is found. The
aim of this exercise is to provide an example.
1. The field C of the constants of k is supposed to be algebraically closed. Let
M = k[∂]/k[∂]L be a differential module over k of dimension 2. Prove that
E(L) �= C.id if and only if M has a submodules N1, N2 of dimension 1 such
that N2 and M/N1 are isomorphic. Hint: E(L) �= C.id implies that there is a
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morphism φ : M → such that N1 := ker(φ) and N2 := im(φ) have dimension 1.

2. Take k = C(z), z′ = 1 and L = (∂ + 1 + z−1)(∂ − 1). Show that M :=
k[∂]/k[∂]L has only one submodule N of dimension 1 and that N and M/N are
not isomorphic.
Hint: The submodules of dimension 1 correspond to right hand factors ∂ − u
of L, with u ∈ k. Perform Kovacic’s algorithm to obtain the possibilities for u.
This works as follows (see also Chapter 4). Derive the equation u2 + z−1u +
u′ − (1 + z−1) = 0. Expand a potential solution u at z = 0 and z = ∞ as a
Laurent series and show that u has no poles at z = 0 and z =∞. At any point
c ∈ C∗, the Laurent series of u has the form ε

z−c + · · · with ε = 0, 1. Calculate
that u = 1 is the only possibility. �

We end this section with a discussion of the “solution space” of a differential
module. To do this we shall need a universal differential extension field of a field
k. This is defined formally (and made explicit in certain cases) in Section 3.2
but for our purposes it is enough to require this to be a field F ⊃ k with the
same field of constants of k such that any matrix differential equation Y ′ = AY
over k has a solution in GLn(F). Such a field can be constructed as a direct
limit of all Picard-Vessiot extensions of k and we shall fix one and denote it by
F . We note that Kolchin [161] uses the term universal extension to denote a
field containing solutions of ALL differential equations but our restricted notion
is sufficient for our purposes.

Definition 2.15 LetM be a differential module over k with algebraically closed
constants C and F a universal differential extension of k. The covariant solution
space of M is the C-vector space ker(∂,F ⊗k M). The contravariant solution
space is the C-vector space Homk[∂](M,F). �

The terms “covariant” and “contravariant” reflect the following properties.
Let φ : M1 →M2 be a morphism of differential modules. Then there are induced
homomorphisms of C-vector spaces φ∗ : ker(∂,F ⊗k M1) → ker(∂,F ⊗k M2)
and φ∗ : Homk[∂](M2,F) → Homk[∂](M1,F). Let 0 → M1 → M2 → M3 → 0
be an exact sequence of differential modules, then so is

0→ ker(∂,F ⊗kM1)→ ker(∂,F ⊗kM2)→ ker(∂,F ⊗kM3)→ 0.

This follows easily from the exactness of the sequence

0→ F ⊗kM1 → F ⊗kM2 → F ⊗kM3 → 0

and the observation that dimC ker(∂,F ⊗k M) = dimkM for any differential
module M over k. The contravariant solution space induces also a contravariant
exact functor from differential modules to finite dimensional C-vector spaces.

Lemma 2.16 Let M be a differential modules with basis e1, . . . , en and let ∂ei =
−

∑
j aj,iej and A = (ai,j). Then



CONSTRUCTIONS WITH DIFFERENTIAL OPERATORS 49

1. ker(∂,F ⊗kM) � {y ∈ Fn | y′ = Ay}.
2. There are natural C-vector space isomorphisms

Homk[∂](M,F) � HomF [∂](F ⊗kM,F) � HomC(ker(∂,F ⊗kM), C).

3. Let e ∈M and let L ∈ k[∂] be its minimal monic annihilator. Let W = {y ∈
F | L(y) = 0}. The map Homk[∂](M,F) → W ⊂ F , given by φ �→ φ(e), is
surjective.

Proof. 1. The basis e1, . . . , en yields an identification of F ⊗M with Fn and
of ∂ with the operator d

dz −A on Fn.

2. Any k[∂]-linear map φ : M → F extends to an F [∂]-linear map F⊗kM → F .
This gives the first isomorphism. Any φ in HomF [∂](F ⊗k M,F) defines by
restriction a C-linear map φ̃ : ker(∂,F⊗kM)→ C. The map φ �→ φ̃ is a bijection
since the natural map F ⊗C ker(∂,F ⊗kM)→ F ⊗kM is an isomorphism.

3. The natural morphism Homk[∂](M,F) → Homk[∂](k[∂]e,F) is surjective,
since these spaces are contravariant solution spaces and k[∂]e is a submodule of
M . The map Homk[∂](k[∂]e,F)→ W , given by φ �→ φ(e), is bijective since the
map k[∂]/k[∂]L→ k[∂]e (with 1 �→ e) is bijective. �

2.3 Constructions with Differential Operators

Differential operators do not form a category where one can perform construc-
tions of linear algebra. However, in the literature tensor products, symmetric
powers etc. of differential operators are often used. In this section we will ex-
plain this somewhat confusing terminology and relate it with the constructions
of linear algebra on differential modules.

A pair (M, e) of a differential module M and a cyclic vector e ∈ M deter-
mines a monic differential operator L, namely the operator of smallest degree
with Le = 0. Two such pairs (Mi, ei), i = 1, 2 define the same monic operator
if and only if there exists an isomorphism ψ : M1 →M2 of differential modules
such that ψe1 = e2. Moreover, this ψ is unique. For a monic differential op-
erator L one chooses a corresponding pair (M, e). On M and e one performs
the construction of linear algebra. This yields a pair (constr(M), constr(e)).
Now constr(L) is defined as the monic differential operator of minimal degree
with constr(L)constr(e) = 0. This procedure extends to constructions involving
several monic differential operators. There is one complicating factor, namely
constr(e) is in general not a cyclic vector for constr(M).

There is another interpretation of a monic differential operator L. Let, as
before, F ⊃ k denote a fixed universal differential field. One can associate to
L its solution space Sol(L) := {y ∈ F|L(y) = 0}. This space determines L.
Indeed, suppose that L = ∂n + an−1∂

n−1 + · · · + a1∂ + a0. Then Sol(L) has
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dimension n over C. Let y1, . . . , yn be a basis of Sol(L). Then an−1, . . . , a0

satisfy the linear equations

y
(n)
i + an−1y

(n−1)
i + · · ·+ a1y

(1)
i + a0yi = 0 for i = 1, . . . , n.

The wronskian matrix of y1, . . . , yn has non-zero determinant and thus the equa-
tions determine an−1, . . . , a0. Let Gal(F/k) denote the group of the differen-
tial automorphisms of F/k, i.e., the automorphisms of the field F which are
k-linear and commute with the differentiation on F . For a Picard-Vessiot ex-
tension K ⊃ k the group Gal(K/k) of differential automorphisms of K/k has
the property that KGal(K/k) = k. The universal differential extension F is the
direct limit of all Picard-Vessiot field extensions of k. It follows from this that
FGal(F/k) = k. This leads to the following result.

Lemma 2.17 Let V ⊂ F be a vector space over C of dimension n. There exists
a (unique) monic differential operator L ∈ k[∂] with Sol(L) = V if and only if
V is (set wise) invariant under Gal(F/k).

Proof. As above, one observes that any V determines a unique monic differ-
ential operator L ∈ F [∂] such that V = {y ∈ F| L(y) = 0}. Then V is invariant
under Gal(F/k) if and only if L is invariant under Gal(F/k). The latter is
equivalent to L ∈ k[∂]. �

We note that the lemma remains valid if F is replaced by a Picard-Vessiot field
extension K ⊃ k and Gal(F/k) by Gal(K/k).

This leads to another way, omnipresent in the literature, of defining a con-
struction of linear algebra to a monic differential operator L. One applies this
construction to Sol(L) and finds a new subspace V of F . This subspace is finite
dimensional over C and invariant under G. By the above lemma this determines
a new monic differential operator. This procedure extends to constructions with
several monic differential operators.

The link between these two ways of making new operators is given by the
contravariant solution space. Consider a monic differential operator L and a
corresponding pair (M, e). By Definition 2.15 and Lemma 2.16, Sol(L) is the
image of the contravariant solution space Homk[∂](M,F) of M under the map
φ �→ φ(e). We will make the above explicit for various constructions of linear
algebra. Needless to say that this section is only concerned with the language
of differential equations and does not contain new results.

Tensor Products. Let (Mi, ei), i = 1, 2 denote two differential modules with
cyclic vectors. The tensor product construction is (M1⊗M2, e1⊗e2). In general
e1 ⊗ e2 need not be a cyclic vector of M1 ⊗M2 (see Exercise 2.21). Our goal
is to describe the contravariant solution space of M1 ⊗M2, the minimal monic
annihilator of e1 ⊗ e2 and its solution space in F .



CONSTRUCTIONS WITH DIFFERENTIAL OPERATORS 51

Lemma 2.18 The canonical isomorphism

Homk[∂](M1,F)⊗C Homk[∂](M2,F) � Homk[∂](M1 ⊗M2,F)

is described by φ1 ⊗ φ2 �→ φ1 ⊗ φ2 where φ1 ⊗ φ2(m1 ⊗m2) := φ(m1)φ2(m2).

Proof. The canonical isomorphism c : (F ⊗k M1) ⊗F (F ⊗k M2) → F ⊗k
(M1⊗kM2) of differential modules over F is given by (f1⊗m1)⊗ (f2⊗m2) �→
f1f2⊗m1⊗m2. This c induces an isomorphism of the covariant solution spaces

ker(∂,F ⊗kM1)⊗C ker(∂,F ⊗kM2)→ ker(∂,F ⊗k (M1 ⊗kM2)).

We write again c for this map. By taking duals as C-vector spaces and after
replacing c by c−1 one obtains the required map (c−1)∗ (c.f., Lemma 2.16). The
formula for this map is easily verified. �

Corollary 2.19 Let the monic differential operators Li correspond to the pairs
(Mi, ei) for i = 1, 2. Let L be the monic operator of minimal degree such that
L(e1 ⊗ e2) = 0. Then the solution space of L in F , i.e., {y ∈ F|L(y) = 0},
is equal to the image of the contravariant solution space Homk[∂](M1 ⊗M2,F)
under the map φ �→ φ(e1⊗e2). In particular, L is the monic differential operator
of minimal degree such that L(y1y2) = 0 for all pairs y1, y2 ∈ F such that
L1(y1) = L2(y2) = 0.

Proof. Apply Lemma 2.16.3. to e1 ⊗ e2. The image of the contravariant
solution space of M1 ⊗M2 in F under the map φ �→ φ(e1 ⊗ e2) is generated as
vector space over C by the products φ1(e1)φ2(e2), according to Lemma 2.18.
�

It is hardly possible to compute the monic operator L of minimal degree
satisfying L(e1 ⊗ e2) = 0 by the previous corollary. Indeed, F is in general not
explicit enough. The obvious way to find L consists of computing the elements
∂n(e1 ⊗ e2) in M1 ⊗ M2 and to find a linear relation over k between these
elements. In the literature one finds the following definition (or an equivalent
one) of the tensor product of two monic differential operators.

Definition 2.20 Let L1 and L2 be two differential operators. The minimal
monic annihilating operator of 1⊗ 1 in k[∂]/k[∂]L1 ⊗ k[∂]/k[∂]L2 is the tensor
product L1 ⊗ L2 of L1 and L2.

Exercise 2.21 Prove that ∂3 ⊗ ∂2 = ∂4. �

Similar definitions and results hold for tensor products with more than two
factors.

Symmetric Powers. The dth symmetric power symdM of a differential module
is a quotient of the ordinary d-fold tensor product M ⊗ · · · ⊗M . The image
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of m1 ⊗ m2 ⊗ · · · ⊗ md in this quotient will be written as m1m2 · · ·md. In
particular, md denotes the image of m⊗ · · · ⊗m. This construction applied to
(M, e) produces (symdM, ed).

Lemma 2.22 Let M be a differential module over k. The canonical isomor-
phism of contravariant solution spaces

symd(Homk[∂](M,F))→ Homk[∂](symdM,F)

is given by the formula φ1φ2 · · ·φd �→ φ1φ2 · · ·φd, where
φ1φ2 · · ·φd(m1m2 · · ·md) := φ(m1)φ2(m2) · · ·φd(md).

The proof is similar to that of 2.18. The same holds for the next corollary.

Corollary 2.23 Let L correspond to the pair (M, e). The image of the map
φ �→ φ(ed) from Homk[∂](symdM,F) to F is the C-vector space generated by
{f1f2 · · · fd | L(fi) = 0}.

Definition 2.24 Let L be a monic differential operator and let e = 1 be the
generator of k[∂]/k[∂]L. The minimal monic annihilating operator of ed in
symd(k[∂]/k[∂]L) is the dth symmetric power Symd(L) of L. �

Exercise 2.25
(1) Show that Sym2(∂3) = ∂5.
(2) Show that Symd(L) has degree d+1 if L has degree 2. Hint:Proposition 4.26.
�

Exterior Powers. One associates to a pair (M, e) (with e a cyclic vector) the
pair (ΛdM, e ∧ ∂e ∧ · · · ∧ ∂d−1e).

Definition 2.26 Let L be a differential operator and let e = 1 be the generator
of k[∂]/k[∂]L. The minimal monic annihilating operator of e ∧ ∂e ∧ . . . ∧ ∂d−1e
in ∧d(k[∂]/k[∂]L) is the dth exterior power Λd(L) of L. . �

We denote by Sd the permutation group of d elements. Similar to the previous
constructions one has

Lemma 2.27 Let M be a differential module over k. The natural isomorphism
of contravariant solution spaces

ΛdCHomk[∂](M,F)→ Homk[∂](∧dkM,F)

is given by φ1 ∧ · · · ∧ φd �→ φ1 ∧ · · · ∧ φd, where φ1 ∧ · · · ∧ φd(m1 ∧ · · · ∧md) :=∑
π∈Sd

sgn(π)φ1(mπ(1))φ2(mπ(2)) · · ·φd(mπ(d)).
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Note that for e ∈M , φ1 . . . , φd ∈ Homk[∂](M,F) and yi := φi(e), we have

φ1 ∧ · · · ∧ φd(e ∧ ∂e ∧ · · · ∧ ∂d−1e) = det

⎛
⎜⎜⎜⎝

y1 · · · yd
y′1 . . . y′d
... · · ·

...
y
(d−1)
1 . . . y

(d−1)
d

⎞
⎟⎟⎟⎠

= wr(y1, . . . , yd)

One therefore has the following

Corollary 2.28 Let e be a cyclic vector for M with minimal annihilating op-
erator L. Let W ⊂ F be the C-span of {wr(y1, . . . , yd) | L(yi) = 0}. Then
the map φ �→ φ(e ∧ ∂e ∧ . . . ∧ ∂d−1e) defines a surjection of Homk[∂](ΛdM,F)
onto W and W is the solution space of the minimal annihilating operator of
e ∧ ∂e ∧ . . . ∧ ∂d−1e.

The calculation of the dth exterior power of L is similar to the calculations in
the previous two constructions. Let v = e∧∂e∧ · · · ∧∂d−1e. Differentiate v

(
n
d

)
times and use L to replace occurrences of ∂j, j ≥ n with linear combinations
of ∂ei, i < n. This yields a system of

(
n
d

)
+ 1 equations

∂iv =
∑

J = (j1, . . . , jd)
0 ≤ j1 < · · · < jd ≤ n− 1

ai,J ∂
j1e ∧ · · · ∧ ∂jde (2.1)

in the
(
n
d

)
quantities ∂j1e∧· · ·∧∂jde with ai,J ∈ k. These equations are linearly

dependent and a linear relation among the first t of these (with t as small as
possible) yields the exterior power.

We illustrate this with one example. (A more detailed analysis and simplification
of the process to calculate the associated equations is given in [58], [60].)

Example 2.29 Let L = ∂3 + a2∂
2 + a1∂ + a0, ai ∈ k and M = k[∂]/k[∂]L.

Letting e = 1, we have that Λ2M has a basis {∂i∧∂j | 1 ≤ i < j ≤ 2}. We have

v = e ∧ ∂e
∂v = e ∧ d2e

∂2v = e ∧ (−a2∂
2e− a1∂e−0 e) + ∂e ∧ ∂2e

Therefore (∂2 + a2∂ + a1)v = ∂e ∧ ∂2e and so ∂(∂2 + a2∂ + a1)v = ∂e ∧
(−a2∂

2e− a1∂e− a0e). This implies that the minimal annihilating operator of
v is (∂ + a2)(∂2 + a2∂ + a1)− a0. �

It is no accident that the order of the (n−1)st exterior power of an operator
of order n is also n. The following exercise outlines a justification.
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Exercise 2.30 Exterior powers and adjoint operators
Let L = ∂n + an−1∂

(n−1) + · · · + a0 with ai ∈ k. Let K be a Picard-Vessiot
extension of k associated with L and let {y1, . . . , yn} be a fundamental set of
solutions of L(y) = 0. The set {u1, . . . , un} where ui = wr(y1, . . . , ŷi, . . . , yn}
spans the solution space of Λn−1(L). The aim of this exercise is to show that
the set {u1, . . . , un} is linearly independent and so Λn−1(L) always has order n.
We furthermore show that the operators Λn−1(L) and L∗ (the adjoint of L, see
Exercise 2.1) are related in a special way (c.f., [254] §167-171).

1. Show that vi = ui/wr(y1, . . . , yn) satisfies L∗(vi) = 0. Hint: Let AL be the
companion matrix of L and W = Wr(y1, . . . , yn). Since W ′ = ALW , we have
that U = (W−1)T satisfies U ′ = −ATLU . Let (f0, . . . , fn−1)T be a column of U .
Note that fn−1 = vi for some i. One has (c.f., Exercise 2.1),

−f ′n−1 + an−1fn−1 = fn−2

−f ′i + aifn−1 = fi−1 1 ≤ i ≤ n− 2
−f ′0 + a0fn−1 = 0.

and so

−f ′n−1 + an−1fn−1 = fn−2

(−1)2f ′′n−1 − an−1f
′
n−1 + an−2fn−1 = fn−3

...
...

...
(−1)nf (n)

n−1 + (−1)n−1(an−1fn−1)(n−1) + . . .+ a0fn−1 = 0

This last equation implies that 0 = L∗(fn) = L∗(vi).

2. Show that wr(v1, . . . , vn) �= 0. Therefore the map z �→ z/wr(y1, . . . , yn)
is an isomorphism of the solution space of Λn−1(L) onto the solution space
of L∗ and, in particular, the order of Λn−1(L) is always n. Hint: Standard
facts about determinants imply that

∑n
i=1 viy

j
i = 0 for j = 0, 1, . . . , n − 2 and∑n

i=1 viy
(n−1)
i = 1. Use these equations and their derivatives to show that

Wr(v1, . . . , vn)Wr(y1, . . . , yn) = 1. �

Exercise 2.31 Show that Λ2(∂4) = ∂5. Therefore the dth exterior power of an
operator of order n can have order less than

(
n
d

)
. Hint: Show that the solution

space of Λ2(∂4) is the space of polynomials of degree at most 4. �

We note that in the classical literature (c.f., [254], §167), the dth exterior power
of an operator is referred to as the (n− d)th associated operator.

In connection with Chapter 4, a generalization of Λd(L) is of interest. This
generalization is present in the algorithms developed by Tsarev, Grigoriev et
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al. which refine Beke’s algorithm for finding factors of a differential operator.
Let I = (i1, . . . , id), 0 ≤ i1 < . . . < id ≤ n − 1. Let e = 1 in k[∂]/k[∂]L. We
define the dth exterior power of L with respect to I, denoted by ΛdI(L), to be the
minimal annihilating operator of ∂i1e∧· · ·∧∂ide in Λd(k[∂]/k[∂]L). One sees as
above that the solution space of ΛdI(L) is generated by {wI(y1, . . . , yd) | L(yi) =
0} where wI(y1, . . . , yd) is the determinant of the d× d matrix formed from the
rows i1 + 1, . . . id + 1 of the n× d matrix⎛

⎜⎜⎜⎝
y1 y2 . . . yd
y′1 y′2 . . . y′d
...

... . . .
...

y
(n−1)
1 y

(n−1)
2 . . . y

(n−1)
d

⎞
⎟⎟⎟⎠

This operator is calculated by differentiating the element v = ∂i1e ∧ · · · ∧ ∂ide
as above. The following lemma is useful.

Lemma 2.32 Let k and L be as above and assume that Λd(L) has order ν =(
n
d

)
. For any I as above, there exist bI,0, . . . , bI,ν−1 ∈ k such that

wI(y1, . . . , yd) =
ν−1∑
j=0

bI,jwr(y1, . . . , yd)(i)

for any solutions y1, . . . , yd of L(y) = 0.

Proof. If Λd(L) has order ν, then this implies that the system of equations
(2.1) has rank ν. Furthermore, ∂i1e ∧ · · · ∧ ∂ide appears as one of the terms
in this system. Therefore we can solve for ∂i1e ∧ · · · ∧ ∂ide as a linear function∑ν−1
i=0 bI,i∂

iv of v = e ∧ ∂e ∧ · · · ∧ ∂d−1e and its derivatives up to order ν − 1.
This gives the desired equation. �

We close this section by noting the Maple V contains commands in its
DEtools package to calculate tensor products, symmetric powers and exterior
powers of operators.

2.4 Differential Modules and Representations

Throughout this section k will denote a differential field with algebraically closed
subfield of constants C.

We recall that Diffk denotes the category of all differential modules over
k. Fix a differential module M over k. For integers m,n ≥ 0 one defines the
differential module Mm

n = M ⊗ · · ·M ⊗M∗⊗ · · · ⊗M∗, i.e., the tensor product
of n copies of M and m copies of the dual M∗ of M . For m = n = 0 the
expression M0

0 is supposed to mean 1 = 1k, the trivial 1-dimensional module
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over k. A subquotient of a differential module N is a differential module of the
form N1/N2 with N2 ⊂ N1 ⊂ N submodules. The subcategory {{M}} of Diffk
is defined by: The objects of this category are the subquotients of finite direct
sums of the Mm

n . For objects A,B of {{M}} one defines Hom(A,B) to be
Homk[∂](A,B). Thus Hom(A,B) has the same meaning in {{M}} and in Diffk.
This is usually called “{{M}} is a full subcategory of Diffk.” It is easily seen
that {{M}} is the smallest full subcategory of Diffk which contains M and is
closed under all operations of linear algebra (i.e., direct sums, tensor products,
duals, subquotients).

For a linear algebraic groupG overC one considers the category ReprG which
consists of the representations of G on finite dimensional vector spaces over C
(see the beginning of Section 2.2 and the appendices). A finite dimensional
vector space W over C together with a representation ρ : G → GL(W ) is also
called a G-module. In the category ReprG one can also perform all operations
of linear algebra (i.e., direct sums, tensor products, duals, subquotients). The
strong connection between the differential module M and its differential Galois
group G is given in the following theorem.

Theorem 2.33 Let M be a differential module over k and let G denote its
differential Galois group. There is an C-linear equivalence of categories

S : {{M}} → ReprG,

which is compatible with all constructions of linear algebra.

Proof. We start by explaining the terminology. First of all, S is a functor.
This means that S associates to every object A of the first category an object
S(A) of the second category. Likewise, S associates to every morphism f ∈
Hom(A,B) of the first category a morphism S(f) ∈ Hom(S(A), S(B)) of the
second category. The following rules should be satisfied:
S(1A) = 1S(A) and S(f ◦ g) = S(f) ◦ S(g).
The term C-linear means that the map from Hom(A,B) to Hom(S(A), S(B)),
given by f �→ S(f), is C-linear. The term “equivalence” means that the map
Hom(A,B) → Hom(S(A), S(B)) is bijective and that there exists for every
object B of the second category an object A of the first category such that S(A)
is isomorphic to B. The compatibility of S with, say, tensor products means that
there are isomorphisms iA,B : S(A ⊗ B) → S(A) ⊗ S(B). These isomorphism
should be “natural” in the sense that for any morphisms f : A→ A′, g : B → B′

the following diagram is commutative.

S(A⊗B)
S(f⊗g)−→ S(A′ ⊗B′)

iA,B

↓
iA′,B′
↓

S(A)⊗ S(B)
S(f)⊗S(g)−→ S(A′)⊗ S(B′)

Thus the compatibility with the constructions of linear algebra means that S
maps a construction in the first category to one object in the second category
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which is in a “natural” way isomorphic to the same construction in the second
category. For the S that we will construct almost all these properties will be
obvious.

For the definition of S we need the Picard-Vessiot field K ⊃ k of M . The
differential module K⊗kM over K is trivial in the sense that there is a K-basis
e1, . . . , ed of K ⊗k M such that ∂ei = 0 for all i. In other words, the obvious
map K ⊗C ker(∂,K ⊗kM)→ K ⊗kM is a bijection. Indeed, this is part of the
definition of the Picard-Vessiot field. Also everyK⊗kMm

n is a trivial differential
module over K. We conclude that for every object N of {{M}} the differential
module K ⊗k N is trivial. One defines S by S(N) = ker(∂,K ⊗k N). This
object is a finite dimensional vector space over C. The action of G on K ⊗k N
(induced by the action of G on K) commutes with ∂ and thus G acts on the
kernel of ∂ on K ⊗k N . From Theorem 1.27 one easily deduces that the action
of G on ker(∂,K⊗kN) is algebraic. In other words, S(N) is a representation of
G on a finite dimensional vector space over C. Let f : A→ B be a morphism in
{{M}}. Then f extends to a K-linear map 1K ⊗ f : K ⊗k A→ K ⊗k B, which
commutes with ∂. Therefore f induces a C-linear map S(f) : S(A) → S(B)
with commutes with the G-actions.

We will omit the straightforward and tedious verification that S commutes
with the constructions of linear algebra. It is not a banality to show that
Hom(A,B) → Hom(S(A), S(B)) is a bijection. Since Hom(A,B) is equal to
ker(∂,A∗ ⊗ B) = Hom(1k, A∗ ⊗ B) we may suppose that A = 1k and that B
is arbitrary. Clearly S(1k) = 1G, where the latter is the 1-dimensional trivial
representation of G. Now Hom(1k, B) is equal to {b ∈ B| ∂(b) = 0}. Further
Hom(1G, S(B)) is equal to {v ∈ ker(∂,K ⊗k B)| gv = v for all g ∈ G}. Since
KG = k, one has (K ⊗k B)G = B. This implies that {b ∈ B| ∂b = 0} →
Hom(1G, S(B)) is a bijection.

Finally we have to show that any representation B of G is equivalent to the
representation S(A) for some A ∈ {{M}}. This follows from the following fact
on representations of any linear algebraic groupG (see [301] and the appendices):

Suppose that V is a faithful representation of G (i.e., G → GL(V ) is injec-
tive). Then every representation of G is a direct sum of subquotients of the
representations V ⊗ · · · ⊗ V ⊗ V ∗ ⊗ · · · ⊗ V ∗.

In our situation we take for V the representation S(M) which is by definition
faithful. Since S commutes with the constructions of linear algebra, we have
that any representation of G is isomorphic to S(N) for some N which is a direct
sum of subquotients of the Mm

n . In other words N is an object of {{M}}. �

Remarks 2.34
(1) In the terminology of Tannakian categories, Theorem 2.33 states that the
category {{M}} is a neutral tannakian category and that G is the corresponding
affine group scheme (see the appendices).
(2) The functor S has an “inverse”. We will describe this inverse by constructing
the differential module N corresponding to a given representation W . One
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considers the trivial differential module K ⊗C W over K with ∂ defined by
∂(1 ⊗ w) = 0 for every w ∈ W . The group G acts on K ⊗C W by g(f ⊗ w) =
g(f)⊗ g(w) for every g ∈ G. Now one takes the G-invariants N := (K⊗CW )G.
This is a vector space over k. The operator ∂ maps N to N , since ∂ commutes
with the action of G. One has now to show that N has finite dimension over k,
that N is an object of {{M}} and that S(N) is isomorphic to W .

We know already that W ∼= S(A) for some object A in {{M}}. Let us write
W = S(A) for convenience. Then by the definition of S one has K ⊗C W =
K ⊗k A and the two objects have the same G-action and the same ∂. Then
(K ⊗C W )G = A and this finishes the proof.
(3) Let H be a closed normal subgroup of G. Choose a representation W of G
such that the kernel of G → GL(W ) is H . Let N be an object of {{M}} with
S(N) = W . The field K contains a Picard-Vessiot field L for N , since K ⊗k N
is a trivial differential module overK. The action of the subgroup H on L is the
identity since by construction the differential Galois group of N is G/H . Hence
L ⊂ KH . Equality holds by Galois correspondence, see 1.34 part 1. Thus we
have obtained a more natural proof of the statement in loc.cit. part 2., namely
that KH is the Picard-Vessiot field of some differential equation over k. �

Corollary 2.35 Let L ∈ k[∂] be a monic differential operator of degree ≥ 1. Let
K be the Picard-Vessiot field of M := k[∂]/k[∂]L and G its differential Galois
group. Put V = ker(∂,K ⊗k M) (This is the covariant solution space of M).
There are natural bijections between:
(a) The G-invariant subspaces of V .
(b) The submodules of M .
(c) The monic right hand factors of L.

The only thing to explain is the correspondence between (b) and (c). Let e = 1
be the cyclic element of M and let N be a submodule of M . There is a unique
monic operator R of minimal degree such that Re ∈ N . This is a right hand
factor of L. Moreover M/N = D/DR (compare the exact sequence before
Proposition 2.13). Of course R determines also a unique left hand factor of L.
We note that the above corollary can also be formulated for the contravariant
solution space Homk[∂](M,K).

We recall that an operator L ∈ k[∂] is reducible over k if L has a non trivial
right hand factor. Otherwise L is called irreducible. The same terminology is
used for differential equations in matrix form or for differential modules or for
representations of a linear algebraic group over C.

Exercise 2.36 Show that a matrix differential equation is reducible if and only
if it is equivalent to an equation Y ′ = BY, B ∈Mn(k) where B has the form

B =
(
B1 0
B2 B3

)
.

�
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Definition 2.37 A differential moduleM is called completely reducible or semi-
simple if there exists for every submodule N of M a submodule N ′ such that
M = N ⊕N ′. �

The same terminology is used for differential operators and for representations
of a linear algebraic group G over C. We note that the terminology is some-
what confusing because an irreducible module is at the same time completely
reducible.

A G-module W and a G-submodule W1 has a complementary submodule
if there is a G-submodule W2 of W such that W = W1 ⊕ W2. Thus a (fi-
nite dimensional) G-module V is completely reducible if every G-submodule has
a complementary submodule. This is equivalent to V being a direct sum of
irreducible submodules (compare with Exercise 2.38 part (1)).

The unipotent radical of a linear algebraic group G is the largest normal
unipotent subgroup Gu of G (see [141] for definitions of these notions). The
group G is called reductive if Gu is trivial. We note that for this terminology G
is reductive if and only Go is reductive.
When G is defined over an algebraically closed field of characteristic zero, it is
known that G is reductive if and only if it has a faithful completely reducible
G-module (c.f., the Appendix of [32]). In this case, all G-modules will be com-
pletely reducible.

Exercise 2.38 Completely reducible modules and reductive groups.
(1) Show that M is completely reducible if and only if M is a direct sum of
irreducible modules. Is this direct sum unique?

(2) Let M be a differential module. Show that M is completely reducible if and
only if its differential Galois group is reductive. Hint: Use the above information
on reductive groups.

(3) Let M be a completely reducible differential module. Prove that every
object N of {{M}} is completely reducible. Hint: Use the above information
on reductive groups.

(4) Show that the tensor product M1⊗M2 of two completely reducible modules
is again completely reducible. Hint: Apply (2) and (3) with M := M1 ⊕M2.
We note that a direct proof (not using reductive groups) of this fact seems to
be unknown. �

Exercise 2.39 Completely reducible differential operators.
(1) Let R1, . . . , Rs denote irreducible monic differential operators (of degree
≥ 1). Let L denote LCLM(R1, . . . , Rs), the least common left multiple of
R1, . . . , Rs. In other terms, L is the monic differential operator satisfying
k[∂]L = ∩si=1k[∂]Ri. This generalizes the LCLM of two differential operators,
defined in Section 2.1. Show that the obvious map k[∂]/k[∂]L→ k[∂]/k[∂]R1⊕
· · · ⊕ k[∂]/k[∂]Rs is injective. Conclude that L is completely reducible.
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(2) Suppose that L is monic and completely reducible. Show that L is the
LCLM of suitable (distinct) monic irreducible operators R1, . . . , Rs. Hint: By
definition k[∂]/k[∂]L = M1⊕· · ·⊕Ms, where eachMi is irreducible. The element
1̄ ∈ k[∂]/k[∂]L is written as 1̄ = m1+ · · ·+ms with each mi ∈Mi. Let Li be the
monic operator of smallest degree with Limi = 0. Show that Li is irreducible
and that L = LCLM(L1, . . . , Ls).

(3) Let k = C be a field of constants and let L be a linear operator in C[∂].
We may write L = p(∂) =

∏
pi(∂)ni where the pi are distinct irreducible poly-

nomials and ni ≥ 0. Show that L is completely reducible if and only if all the
ni ≤ 1.

(4) Let k = C(z). Show that the operator L = ∂2 + (1/z)∂ ∈ C(z)[∂] is not
completely reducible. Hint: The operator is reducible since L = (∂ + (1/z))(∂)
and ∂ is the only first order right factor. �

Proposition 2.40 Let M be a completely reducible differential module. Then
M can be written as a direct sum M = M1⊕ · · ·⊕Mr where each Mi is a direct
sum of ni copies of an irreducible module Ni. Moreover, Ni �∼= Nj for i �= j.
This unique decomposition is called the isotypical decomposition of M . Then
the eigenring E(M) (i.e., the ring of the endomorphisms of M) is equal to the
product

∏r
i=1 Mni(C) of matrix algebras over C.

Proof. The first part of the proposition is rather obvious. For i �= j, every
morphism Ni → Nj is zero. Consider an endomorphism f : M → M . Then
f(Mi) ⊂ Mi for every i. This shows already that the isotypical decomposition
is unique. Further Mi is isomorphic to Ni ⊗ Li where Li is a trivial differential
module over k of dimension ni. One observes that E(Ni) = C.1Ni follows from
the irreducibility of Ni. From this one easily deduces that E(Mi) ∼= Mni(C).
�

We note that the above proposition is a special case of a result on semi-simple
modules over a suitable ring (compare [169], Chapter XVII, Section 1, Proposi-
tion 1.2).

The Jordan-Hölder Theorem is also valid for differential modules. We recall
its formulation. A tower of differential modules M1 ⊃ M2 ⊃ . . . ⊃ Mr = {0}
is called a composition series if the set of quotients (Mi/Mi+1)r−1

i=1 consists of
irreducible modules. Two composition series for M yield isomorphic sets of
irreducible quotients, up to a permutation of the indices.

A (monic) differential operator L can be written as a product L1 · · ·Lr of ir-
reducible monic differential operators. For any other factorization L = R1 · · ·Rs
with irreducible operators Ri, one has that r = s and there exists a permuta-
tion π of {1, . . . , r} such that Li is equivalent to Rπ(i). Indeed, the factoriza-
tion L = L1 · · ·Lr induces for the module k[∂]/k[∂]L the composition series
k[∂]/k[∂]L ⊃ k[∂]Lr/k[∂]L ⊃ · · · .
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A monic differential operator has in general many factorizations into irre-
ducible monic operators. Consider k = C(z) and L = ∂2. Then all factorizations
are ∂2 = (∂ + f ′

f )(∂ − f ′

f ) with f a monic polynomial in z of degree ≤ 1.
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Chapter 3

Formal Local Theory

In this chapter we will classify linear differential equations over the field of formal
Laurent series K̂ = k((z)) and describe their differential Galois groups. Here
k is an algebraically closed field of characteristic 0. For most of what follows
the choice of the field k is immaterial. In the first two sections one assumes
that k = C. This has the advantage that the roots of unity have the convenient
description e2πiλ with λ ∈ Q. Moreover, for k = C one can compare differential
modules over K̂ with differential modules over the field of convergent Laurent
series C({z}). In the third section k is an arbitrary algebraically closed field of
characteristic 0. Unless otherwise stated the term differential module will refer
in this chapter to a differential module over K̂.

3.1 Formal Classification of Differential Equa-
tions

This classification can be given in various ways:

1. A factorization of L ∈ K̂[∂] into linear factors over the algebraic closure of
K̂.

2. Finding a canonical form in each equivalence class of matrix differential
equations v′ = Av.

3. Description of the isomorphism classes of left K̂[∂]-modules of finite dimen-
sion over K̂.

4. Description of a fundamental matrix F for a matrix differential equation in
canonical form.

5. Description of a structure on the solution space V of the differential equation.

63
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The problem is somewhat analogous to the classification (or Jordan normal
form) of linear maps A acting on a vector space V of finite dimension over the
field of real numbers R. Let us recall how this is done. The eigenvalues of A
are in general complex and therefore we need to make of V the complex vector
space W = C ⊗ V . Let α1, · · · , αs denote the distinct eigenvalues of A. The
generalized eigenspace for the eigenvalue αi is defined by;

W (αi) := {w ∈W | (A− αi)mw = 0 for sufficiently large m}

One finds a decomposition W = ⊕W (αi) of W into A-invariant subspaces.
For each subspace W (αi) the operator Bi := A − αi is nilpotent and one can
decompose W (αi) as a direct sum of subspaces W (αi)k. Each such subspace has
a basis e1, · · · , er such that Bi(e1) = e2, · · · , Bi(er−1) = er, Bi(er) = 0. Writing
down the matrix of A with respect to this decompositions and these bases one
finds the familiar Jordan normal form for this matrix. The given fact that A is
a linear map on a real vector space implies now that for every complex αi its
conjugate is some αj and the “block-decompositions” of W (αi) and W (αj) are
the same.

To classify differential equations over K̂ we will need to first work over the
algebraic closure of K̂. In the next section we shall show that every finite
algebraic extension of K̂ of degree m over K̂ is of the form K̂m := K̂(v) with
vm = z. In the sequel we will often write v = z1/m. The main result of this
chapter is:

Theorem 3.1 1. For every monic (skew) polynomial

L = ∂d + a1∂
d−1 + ·+ ad−1∂ + ad ∈ K̂[∂]

there is some integer m ≥ 1 and an element u ∈ K̂m such that L has a factor-
ization of the form L = L2(∂ − u).

2. After replacing K̂ by a finite field extension K̂m the differential equation in
matrix form v′ = Av (where ′ := z d

dz ) is equivalent to a differential equation
u′ = Bu where the matrix B has a “decomposition” into square blocks Bi,a with
i = 1, . . . , s and 1 ≤ a ≤ mi of the form⎛

⎜⎜⎜⎜⎜⎜⎝

bi 0 . . . 0
1 bi 0 . . 0
0 1 bi 0 . 0
. . . . . .
. . . . . .
0 . . 0 1 bi

⎞
⎟⎟⎟⎟⎟⎟⎠

Further bi ∈ C[z−1/m] and for i �= j one has bi − bj �∈ Q.
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3. Let M denote a left K̂[∂] module of finite dimension. There is a finite field
extension K̂m of K̂ and there are distinct elements q1, . . . , qs ∈ z−1/mC[z−1/m]
such that K̂m ⊗ �K M decomposes as a direct sum ⊕si=1Mi. For each i there is a
vector space Wi of finite dimension over C and a linear map Ci : Wi →Wi such
that Mi = K̂m ⊗C Wi and the operator δ := z∂ on Mi is given by the formula

δ(f ⊗ w) = (qif ⊗ w) + (f ′ ⊗ w) + (f ⊗ Ci(w)).

In the sequel we prefer to work with δ = z∂ instead of ∂. Of course K̂[∂] =
K̂[δ] holds. Further we will go back and forth between the skew polynomial
L and the left K̂[δ] module M = K̂[δ]/K̂[δ]L. By induction on the degree it
suffices to find some factorization of L or equivalently some decomposition of M .
Further we note that the formulations 2. and 3. in the theorem are equivalent
by using the ordinary Jordan normal forms of the maps Ci of part 3. We shall
treat questions of uniqueness and descent to K̂ later in the chapter.

Exercise 3.2 Solutions of differential equations over K̂
Let E be a differential extension of K̂ containing:

1. all fields K̂m,

2. for any m and any b ∈ K̂∗m, a nonzero solution of y′ = by,

3. a solution of y′ = 1.

Show, assuming Theorem 3.1, that E contains a fundamental matrix for any
equation Y ′ = AY with A ∈ Mn(K̂). �

In this section Theorem 3.1 will be proved by means of differential analogues
of Hensel’s Lemma. In the third section another proof will be given based upon
Newton polygons. We will start by recalling how the classical form of Hensel’s
Lemma allows one to prove that fields of the form K̂n are the only finite algebraic
extensions of K̂.

We begin by noting that the field K̂n = K̂(z1/n) = C((z1/n)) is itself the field
of formal power series over C in the variable z1/n. This field extension has
degree n over K̂ and is a Galois extension of K̂. The Galois automorphisms σ
are given by the formula σ(z1/n) = ζz1/n with ζ ∈ {e2πik/n| 0 ≤ k < n}. The
Galois group is isomorphic to Z/nZ. We note that K̂n ⊂ K̂m if n divides m.

Therefore it makes sense to speak of the union K̂ = ∪nK̂n and our statement
concerning algebraic extensions of K̂ implies that K̂ is the algebraic closure of
K̂.

We will also need the valuation v on K̂. This is defined as a map

v : K̂ → Z ∪ {∞}
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with v(0) = ∞ and v(f) = m if f =
∑

i≥m aiz
i and am �= 0. We note that

v(fg) = v(f) + v(g) and v(f + g) ≥ min(v(f), v(g)). This valuation is extended
to each field K̂n as a map v : K̂n → (1/n)Z∪{∞} in the obvious way: v(f) = λ
if f =

∑
µ≥λ;nµ∈Z aµz

µ and aλ �= 0. Finally v is extended to a valuation

v : K̂ → Q ∪ {∞}. Further we will write On = C[[z1/n]] = {f ∈ K̂n| v(f) ≥ 0}
and O := {f ∈ K̂| v(f) ≥ 0}. It is easily seen that On and O are rings with
fields of quotients K̂n and K̂. The element π := z1/n ∈ On has the property
that πOn is the unique maximal ideal of On and that On/πOn ∼= C. On K̂n

one can also introduce a metric as follows d(f, g) = e−v(f−g). With respect to
this metric K̂n is complete. In the sequel we will talk about limits with respect
to this metric. Most of the statements that we made about the algebraic and
topological structure of K̂ are rather obvious. The only not so obvious statement
is that every finite extension of K̂ is some field K̂n. This will follow from:

Proposition 3.3 Every polynomial T d+a1T
d−1+ · · ·+ad−1T +ad ∈ K̂[T ] has

a root in some K̂n.

Proof. Define λ := min{ v(ai)
i | 1 ≤ i ≤ d} and make the substitution T =

z−λE, where E is a new indeterminate. The new monic polynomial that arises
has the form

P = Ed + b1E
d−1 + · · ·+ bd−1E + bd

with b1, . . . , bd ∈ K̂m where m is the denominator of λ. Now min v(bi) = 0. We
have that P ∈ Om[E] and we write P ∈ C[E] for the reduction of P modulo
π := z1/m (i.e., reducing all the coefficients of P modulo π). Note that the fact
that min v(bi) = 0 implies that P has at least two nonzero terms. Note that
v(bi) = 0 precisely for those i with v(ai)

i = λ. Therefore if v(b1) = 0, we have
that λ is an integer and m = 1. The key for finding decompositions of P is now
the following lemma.

Lemma 3.4 Classical Hensel’s Lemma
If P = F1F2 with F1, F2 ∈ C[E] monic polynomials with g.c.d.(F1 , F2) = 1 then
there is a unique decomposition P = P1P2 of P into monic polynomials such
that P i = Fi for i = 1, 2.

Proof. Suppose that we have already found monic polynomials Q1(k), Q2(k)
such that Qi(k) = Fi (for i = 1, 2) and P ≡ Q1(k)Q2(k) modulo πk. Then
define Qi(k + 1) = Qi(k) + πkRi where Ri ∈ C[E] are the unique polynomials
with degree Ri < degree Fi and

R1F2 +R2F1 =
P −Q1(k)Q2(k)

πk
modulo π

One easily sees that P ≡ Q1(k + 1)Q2(k + 1) modulo πk+1. Define now
Pi =limk→∞Qi(k) (the limit is taken here for every coefficient separately). It is
easily seen that P1, P2 have the required properties. �
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Example 3.5 Let P = y2 − 2zy − 1 + z2. Then P = y2 − 1 = (y − 1)(y + 1).
We let Q1(0) = y − 1 and Q2(0) = y + 1 and define Q1(1) = Q0(0) + zR1 and
Q2(1) = Q2(0) + zR2. We then have P − Q1(1)Q2(1) = −2zy − z(y + 1)R1 −
z(y − 1)R2 + z2R1R2. Solving −2y = (y + 1)R1 − z(y − 1)R2 mod z, we get
R1 = R2 = −1. Therefore Q1(1) = y − 1 − z and Q2(1) = y + 1 − z. At this
point we have Q1(1)Q2(1) = P so the procedure stops. �

Continuation of the proof of Proposition 3.3: We use induction on the
degree d. If P has at least two different roots in C then induction finishes the
proof. If not then P = (E − c0)d for some c0 ∈ C. As we have noted, P has at
least two nonzero terms so we have that c0 �= 0. This furthermore implies that
P has d+ 1 nonzero terms and so m = 1 and λ is an integer. One then writes

P = (E − c0)d + e1(E − c0)d−1 + · · ·+ ed−1(E − c0) + ed

with all v(ei) > 0. Put λ1 =min { v(ei)
i | 1 ≤ i ≤ d} and make the substitution

E = c0 + zλ1E∗. It is then possible that an application of Lemma 3.4 yields
a factorization and we will be done by induction. If not, we can conclude
as above that λ1 is an integer. We then make a further substitution E =
c0 + c1z

λ1 + zλ2E∗∗ with 0 < λ1 < λ2 and continue. If we get a factorization
at any stage using Lemma 3.4, then induction finishes the proof. If not, we will
have generated an infinite expression f :=

∑∞
n=0 cnz

λn with 0 < λ1 < λ2 < ..
a sequence of integers such that P = (E − f)d. This finishes the proof of
Proposition 3.3. �

Example 3.6 Let P = E2 − 2zE + z2 − z3. We have that P = E2 and
(using the above notation) that e1 = −2z and e2 = z2 − z3. Furthermore,
λ1 = min{ 1

1 ,
2
2} = 1. We then let E = zE∗, so Q = z2E∗2 − 2z2E∗ + z2 − z3.

Let Q1 = E∗2− 2E∗+1− z. We see that Q1 = E∗2− 2E∗+ 1 = (E∗− 1)2. We
writeQ1 = (E∗−1)2−z and so λ2 = min{∞1 ,

1
2} = 1/2. We let E∗ = 1+z1/2E∗∗

and so Q1 = (z1/2E∗∗)2 − z = zE∗∗2 − z. Letting Q2 = E∗∗2 − 1, we have that
E∗∗ = ±1. The process stops at this point and we have that the two roots of Q
are 1 + z(1± z1/2). �

3.1.1 Regular Singular Equations

We will now develop versions of Hensel’s Lemma for differential modules and
differential equations that will help us prove Theorem 3.1. We start by intro-
ducing some terminology. Let M be a finite dimensional vector space over K̂.
Let, as before, O := {f ∈ K̂| v(f) ≥ 0}.

Definition 3.7 A lattice is a subset N of M of the form N = Oe1 + · · ·+Oed
where e1, . . . , ed is a K̂-basis of M . �

The lattice is itself an O-module. One can prove that any finitely generated
O-module N (i.e. there are elements f1, . . . , fm with N = Of1 + · · ·+Ofm) of
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M which contains a basis of M is a lattice. For a lattice N we introduce the
space N = N/πN where π = z. This is a vector space over C with dimension
d. The image of n ∈ N in N will be denoted by n. Properties that we will often
use are:

Exercise 3.8 Lattices.
(1) f1, . . . , fm ∈ N are generators of N over O if and only if f1, . . . , fm are
generators of the vector space N over C. Hint: Nakayama’s Lemma ([169], Ch.
X, §4).

(2) f1, . . . , fd ∈ N is a free basis of N over O if and only if f1, . . . , fd is a basis
of the vector space N over C. �

Although lattices are ubiquitous, only special differential modules have δ-
invariant lattices.

Definition 3.9 A differential module M is said to be a regular singular module
if there exists a δ-invariant lattice N in M . A differential equation Y ′ = AY ,
A an n × n matrix with coefficients in K̂, is said to be regular singular if the
associated module is regular singular. If M is not regular singular then we say
it is irregular singular. �

The differential module associated with an equation of the form δY = AY
where A ∈ Mn(C[[z]]) is a regular singular module. In particular, any equation
of the form δY = AY where A ∈ Mn(C) is a regular singular equation. In
Proposition 3.12 we will show that all regular singular modules are associated
with such an equation.

Lemma 3.10 If M1 and M2 are regular singular modules, then the same holds
for M1⊕M2, M1⊗M2 and M∗1 . Furthermore, any K̂[δ] submodule and quotient
module of a regular singular module is regular singular.

Proof. Let N1 and N2 be δ-invariant lattices in M1 and M2. A calculation
shows thatN1⊕N2, N1⊗N2 andN∗1 are δ-invariant lattices in the corresponding
K̂[∂] modules. If M is a regular singular module with δ-invariant lattice N and
M ′ is a submodule of M , then N ∩M ′ is a δ-invariant lattice of M ′. Using
duals and applying this result, we obtain a similar result for quotients. �

Let M be a regular singular module and let N be a δ-invariant lattice. We
have that πN is invariant under δ and hence δ induces a C linear map δ on N .
Let c1, · · · , cs denote the distinct eigenvalues of δ and letN = N(c1)⊕· · ·⊕N(cs)
denote the decomposition of N into generalized eigenspaces. One can choose
elements ei,j ∈ N with 1 ≤ i ≤ s and 1 ≤ j ≤ mi such that {ei,j | 1 ≤ j ≤ mi}
forms a basis of N(ci) for every i. Then we know that {ei,j} is a free basis of
the O-module N . We define now another δ-invariant lattice N1 generated over
O by the set {ze1,1, · · · , ze1,m, e2,1, · · · , es,ms}. The linear map δ on N1 has as
eigenvalues {c1 + 1, c2, · · · , cs}. We come now to the following conclusion:
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Lemma 3.11 If M is a regular singular differential module, then there exists a
δ-invariant lattice N in M such that the eigenvalues c1, · · · , cs of δ on N have
the property: If ci − cj ∈ Z then ci = cj.

Proposition 3.12 A regular singular equation δY = AY is equivalent to an
equation of the form δY = A0Y with A0 ∈ Mn(C) and such that the distinct
eigenvalues of A0 do not differ by integers.

Proof. We begin with a well known fact from linear algebra. Let U, V ∈
Mn(C) and assume that U and V have no eigenvalues in common. We claim
that the map X �→ UX −XV is an isomorphism on Mn(C). To prove this it
is enough to show that the map is injective. If UX − XV = 0 then for any
P ∈ C[T ], P (U)X −XP (V ) = 0. If PU is the characteristic polynomial of U ,
then the assumptions imply that PU (V ) is invertible. Therefore X = 0.

We now turn to the proof of the proposition. With respect to the basis of a δ-
invariant lattice, we can assume the associated equation is of the form δY = AY
with A ∈ C[[z]]. Let A = A0 + A1z + · · · , Ai ∈ Mn(C). Furthermore, by
Lemma 3.11, we may assume that the distinct eigenvalues of A0 do not differ by
integers. We will construct a matrix P = I + P1z + · · · , Pi ∈ Mn(C) such that
PA0 = AP − δP . This will show that δY = AY is equivalent to δY = A0Y .
Comparing powers of t, one sees that

A0Pi − Pi(A0 + iI) = −(Ai +Ai−1P1 + · · ·+A1Pi−1) .

Our assumption on the eigenvalues of A0 implies that we can solve these equa-
tions recursively yielding the desired P . �

The above proposition combined with the Jordan form of the matrix A0

proves part 2. and part 3. of Theorem 3.1 for the special case where the differ-
ential equation is regular singular. We will give another proof using a form of
Hensel’s lemma for regular singular differential modules. This prepares the way
for the irregular singular case.

Exercise 3.13 Solutions of regular singular equations.
The following result, in a somewhat different form, is attributed to Frobenius.
Let E be a differential extension of K̂ containing a solution of δy = 1 and such
that for any c ∈ C∗, E contains a nonzero solution of δy = cy. This solution
will be denoted by zc. Show that any regular singular differential equation
δY = AY, A ∈ Mn(K̂) has a nonzero solution of the form zaφ where φ ∈ K̂n

and a fundamental matrix with entries in E. Hint: Use Proposition 3.12 and
Jordan forms. A converse of this Exercise 3.13 is given in Exercise 3.29. �

For differential operators one can also define the property “regular singular”.

Definition 3.14 A differential operator L = δd + a1δ
d−1 + · · ·+ ad−1δ + ad ∈

K̂[δ] is said to be a regular singular operator if all v(ai) ≥ 0.
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Exercise 3.15 Factors of regular singular operators.
In this exercise we indicate the proof of a Gauss lemma for operators in K̂[δ].
This result is in fact a special case of Lemma 3.45. As before a′ := z dadz and
a(i+1) := z da

(i)

dz for i ≥ 0.
(1) Prove for a ∈ K̂ the formula

δsa = aδs +
(
s

1

)
a(1)δs−1 +

(
s

2

)
a(2)δs−2 + · · ·+

(
s

s

)
a(s).

(2) Let L1, L2 be monic differential operators such that L1L2 is regular sin-
gular (i.e., has its coefficients in O). Show that L1 and L2 are both regular
singular. Hint: Choose non-negative powers am, bn of z such that all coef-
ficients of amL1 =

∑m
i=0 aiδ

i and of L2bn =
∑n

i=0 biδ
i are in O and more-

over (am, am−1, . . . , a0) = O and (bn, bn−1, . . . , b0) = O. Write amL1L2bn =∑m+n
k=0 ckδ

k. Use (1) to show that all ci ∈ O. Prove that (cm+n, . . . , c0) = O
by reducing the coefficients modulo the maximal ideal (z) of O. Conclude that
am = bn = 1.

(3) Verify that (2) remains valid if the field K̂ is replaced by the field C({z})
of convergent Laurent series. �

Proposition 3.16 Let M be a differential module of dimension d over K̂ with
cyclic vector e. Let L be the monic polynomial of minimal degree with Le = 0.
Then M is regular singular if and only if L is regular singular.
The same statement holds with K̂ replaced by the field C({z}) of convergent
Laurent series.

Proof. Suppose that L is regular singular, then e, δ(e), · · · , δd−1(e) is a basis
of M . The lattice N := Oe + Oδ(e) + · · · + Oδd−1(e) is invariant under δ.
Indeed δde ∈ N since the coefficients of the monic L are in O. Thus M is
regular singular.

Suppose that M is regular singular and let N be a δ-invariant lattice. For
any f ∈ K̂∗, the lattice fN is also δ-invariant. Therefore we may suppose
that e ∈ N . Consider the O-submodule N ′ of N generated by all δme. Since
O is noetherian, N ′ is finitely generated and thus a δ-invariant lattice. By
Exercise 3.8 there are indices i1 < i2 < · · · < id such that δi1e, . . . , δide is a free
basis of N ′ over O. Then δδide is an O-linear combination of δi1e, . . . , δide. In
other words there is a monic differential operator L̃ with coefficients in O such
that L̃e = 0. The operator L is a monic right hand factor of L̃. By Exercise 3.15,
L is a regular singular operator.
For the last part of the proposition, we have to define regular singular for an
operator L and for a differential module M over C({z}). The obvious definitions
are L = δn + an−1δ

n−1 + · · ·+ a0 with all ai ∈ C{z} and M has a C{z}-lattice
which is invariant under δ. �

We now return to regular singular modules and prove:
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Proposition 3.17 Hensel’s Lemma for regular singular modules
Let N denote a δ-invariant lattice of the left K̂[δ] module M of finite dimension
over K̂. Let a direct sum decomposition of N into δ-invariant subspaces F1, F2

be given such that for any eigenvalue c of δ on F1 and any eigenvalue d of δ on
F2 one has c− d �∈ Z. Then there exists a unique decomposition N = N1 ⊕N2

of N into δ-invariant O-modules such that N i = Fi for i = 1, 2. In particular
M admits a direct sum decomposition as a left K̂[δ]-module.

Proof. For each n we shall construct C-subspaces F1(n), F2(n) of N/πn+1N
such that

1. N/πn+1N = F1(n)⊕ F2(n),

2. The Fi(n) are invariant under δ and multiplication by π,

3. The map N/πn+1N → N/πnN maps Fi(n) onto Fi(n− 1).

Once we have shown this, the spaces Ni constructed by taking the limits of the
Fi(n) give the desired direct sum decomposition of N .

Let S1 and S2 be the set of eigenvalues of δ acting on F1 and F2 respec-
tively. Since πn+1N is invariant under δ, the map δ induces a C-linear map on
N/πn+1N . We will again denote this map by δ. We will first show that the eigen-
values of δ onN/πn+1N lie in (S1+Z)∪(S2+Z). Since each V (n) = πnN/πn+1N
is invariant under the action of δ, it is enough to show this claim for each V (n).
If πnv, v ∈ V (0) is an eigenvalue of δ, then

δ(πnv) = nπnv + πnδ(v) = cπnv

for some c ∈ C. Therefore c ∈ (S1 +Z)∪ (S2 +Z). We therefore define F1(n) to
be the sum of the generalized eigenspaces of δ corresponding to eigenvalues in
S1+Z and F2(n) to be the sum of the generalized eigenspaces of δ corresponding
to eigenvalues in S2 + Z. By the assumptions of the lemma and what we have
just shown, N/πn+1N = F1(n)⊕F2(n). Items 2. and 3. above are easily checked.

The uniqueness follows from the fact that the image of eachNi in πnN/πn+1N
is the image of Fi under the map Fi → πnFi. �

We are now in a position to prove part 3. of Theorem 3.1 under the additional
assumption that the module M is regular singular. Lemma 3.11 and Proposition
3.17 imply that M can be decomposed as a direct sum of modules Mi such that
Mi admits a δ-invariant lattice Ni such that δ has only one eigenvalue ci on N i.
The next step will be to decompose each Mi into indecomposable pieces.

From now on let M denote a regular singular module with a δ-invariant
lattice such that δ has only one eigenvalue c on N . By changing δ into δ− c one
may suppose that c = 0. Therefore δ is a nilpotent linear map on N and there
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is a “block decomposition” of N as a direct sum of δ- invariant subspaces N(i)
with i = 1, . . . , a such that each N(i) has a basis {fi,1, . . . , fi,si} with

δfi,1 = fi,2, · · · , δfi,si−1 = fi,si , δfi,si = 0

One tries to lift this decomposition to N . Suppose that one has found elements
ei,j such that ei,j = fi,j and such that δ(ei,j) ≡ ei,j+1 modulo πk for all i, j
and where ei,j = 0 for j > si. One then needs to determine elements ẽi,j =
ei,j + πkai,j with ai,j ∈ N such that the same congruences hold now modulo
πk+1. A calculation shows that the ai,j are determined by congruences of the
form

(δ + k)ai,j =
δ(ei,j)− ei,j+1

πk
+ ai,j+1 modulo π

Since δ + k is invertible modulo π when k > 0, these congruences can be re-
cursively solved. Taking the limit of this sequence of liftings of fi,j one finds
elements Ei,j such that Ei,j = fi,j with δ(Ei,j) = Ei,j+1 for all i, j and where
again Ei,j = 0 for j > si. We will leave the construction of the ai,j to the
reader. This finishes the study of the regular singular case.

Remark 3.18 We will discuss the Galois group of a regular singular module in
the Section 3.2 and return to the study of regular singular equations in Chapters
5 and 6. �

3.1.2 Irregular Singular Equations

We now turn to the general case. Let e denote a cyclic element of a left K̂[∂]
module M of finite dimension and let the minimal equation of e be Le = 0
where

L = δd + a1δ
d−1 + · · ·+ ad−1δ + ad ∈ K̂[∂]

We may assume that λ :=min { v(ai)
i | 1 ≤ i ≤ d} is negative since we have

already dealt with the regular singular case. Now we imitate the method of
Proposition 3.3 and write δ = z−λE. The skew polynomial L is then trans-
formed into a skew polynomial

P := Ed + b1E
d−1 + · · ·+ bd−1E + bd

with min v(bi) = 0 and so P ∈ C[[z1/m]][E] where m is the denominator of λ.
Consider the lattice N = Ome+OmE(e) + · · ·+OmE

d−1(e) in K̂m⊗M where
Om := C[[z1/m]]. The lattice N is E-invariant. Let π denote z1/m. Also πN
is E-invariant and E induces a C-linear map, called E, on the d-dimensional
vector space N = N/πN . As in the regular singular case there is a lemma
about lifting E-invariant subspaces to E-invariant submodules of N . We will
formulate this for the ground field K̂, although a similar statement holds over
K̂n.
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Proposition 3.19 Hensel’s Lemma for irregular singular modules
Let M denote a left K̂[∂]-module of finite dimension; let E = zαδ with α ∈ Z
and α > 0; let N denote an E-invariant lattice and let N := N/πN where π = z.
Let N = F1 ⊕ F2 be a direct sum decomposition where F1, F2 are E-invariant
subspaces such that E|F1 and E|F2 have no common eigenvalue. Then there are
unique E-invariant O-submodules N1, N2 of N with N = N1⊕N2 and Ni = Fi
for i = 1, 2.

Proof. The proof is similar to the proof of Proposition 3.17. Let S1 and S2

be the set of eigenvalues of E acting on F1 and F2 respectively. Since πnN is
invariant under E, the map E induces a C linear map on N/πn+1N . We will
again denote this map by E. A calculation similar to that given in the proof of
Proposition 3.17 shows that the eigenvalues of E on N/πn+1N are again S1∪S2.
We therefore define F1(n) to be the sum of the generalized eigenspaces of E
corresponding to eigenvalues in S1 and F2(n) to be the sum of the generalized
eigenspaces of E corresponding to eigenvalues in S2. By the assumptions of the
lemma and what we have just shown, N/πn+1N = F1(n)⊕F2(n). Taking limits
as before yields the Ni. �

We are now ready to prove Theorem 3.1 in its full generality. If we can
apply Proposition 3.19 to get a decomposition of K̂m ⊗M , then the proof can
be finished using induction. If no decomposition occurs then the characteristic
polynomial of E has the form (T − c)d for some c ∈ C and m = 1 follows as
in the proof of Proposition 3.3. Make now the substitution δ = czλ + tµE∗∗

with a suitable choice for µ > λ. If for the operator E∗∗ still no decomposition
occurs then µ is an integer and one continues. Either one will be able to apply
Proposition 3.19 or one will generate a sequence of integers λ1 < λ2 < · · · .
These integers must eventually become positive, at which point the operator
D = δ −

∑r
i=1 ciz

i/m acts on K̂m ⊗M so that this module is regular singular.
In this case we are in a situation that we have already studied. The process
that we have described yields a decomposition of K̂m⊗M as a direct sum ⊕Mi

such that for each i there is some qi ∈ z−1/mC[z−1/m] with δ − qi acts in a
regular singular way on Mi. Our discussion of regular singular modules now
proves part 3. of the theorem. After choosing a basis of each space Wi such that
Ci has Jordan normal form one finds statement 2. of the theorem. Finally, for
every M there exists an integer m ≥ 1 such that K̂m ⊗M has a submodule of
dimension 1. This proves part 1. of the theorem.

Remarks 3.20 1. Theorem 3.1 and its proof are valid for any differential field
k((z)), where k is an algebraically closed field of chararteristic 0. Indeed, in the
proof given above, we have used no more than the fact that C is algebraically
closed and has characteristic 0.

2. Let k be any field of characteristic 0 and let k denotes its algebraic closure.
The above proof of Theorem 3.1 can be applied to a differential module M over
k((z)). In some steps of the proof a finite field extension of k is needed. It follows
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that Theorem 3.1 remains valid in this case with K̂m replaced by k′((z1/m)) for
a suitable finite field extension k′ of k. Further the q, . . . , qs in part 3. are now
elements in z−1/mk′[z−1/m].

3. Concerning part 1. of the Theorem one can say that the module K̂[∂]/K̂[∂]L
has, after a finite field extension, at least one (and possibly many) 1-dimensional
submodules. Hence there are elements u algebraic over K̂ such that L decom-
poses as L = L2(∂− u). Any such u can be seen as u = y′

y where y is a solution
of Ly = 0. The element u itself satisfies a non linear equation of order d − 1.
This equation is called the Riccati equation of L and has the form

Pd + ad−1Pd−1 + · · ·+ a1P1 + a0P0 = 0

where the Pi are defined by induction as follows: P0 = 1; Pi = P ′i−1 + uPi−1.
One has P1 = u, P2 = u′ + u2, P3 = u′′ + 3uu′ + u3 et cetera.

4. The proof given above of Theorem 3.1 does not readily yield an efficient
method for factoring an operator L over K̂. In Section 3.3 we shall present a
second proof that gives a more efficient method.

5. In parts 2. and 3. of Theorem 3.1 an extra condition is needed to assure
that the given decomposition actually comes of something over K̂ and not of an
equation or a module which can only be defined over some proper extension of
K̂. Another point is to know some unicity of the decompositions. Let us already
state that the q1, . . . , qs in 3. are unique. We see these elements as “eigenvalues”
of the operator δ on M . We will return to those questions after the introduction,
in the next section, of a universal Picard-Vessiot ring UnivR �K ⊃ K̂.

6. A left K̂[δ] module M of finite dimension over K̂ is called irreducible if M
has no proper submodules. From the theorem one can deduce that any such
irreducible M must have dimension 1 over K̂ and so M = K̂e for some element
e. Then δ(e) = Fe for some F ∈ K̂. A change of e into ge with g ∈ K̂ and
g �= 0 changes F into f = F + g′

g . Hence we can choose the basis of M such

that f ∈ ∪n≥1C[z−1/n]. Let us call M(f) the module K̂e with δ(e) = fe and
f ∈ ∪n≥1C[z−1/n]. Then M(f1) ∼= M(f2) if and only f1 − f2 ∈ Q.

7. Another statement which follows from the theorem is that every irreducible
element of K̂[δ] has degree 1.

8. M. Bouffet gives version of Hensel’s Lemma for operators with coefficients in
liouvillian extensions of C((z)) in [46, 47]. �

Exercise 3.21 Let k be any field of characteristic 0 and let k denote its alge-
braic closure. Put K = k ⊗k k((z)) and K̂ = k((z)). Then K is in a natural
way a differential subfield of K̂.
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(a) Prove that K = K̂ if and only if [k : k] <∞.
(b) Suppose that k is an infinite extension of k. Prove that Theorem 3.1 remains
valid for differential modules over K.
(c) Prove the following more precise formulation of part (b), namely:
The functor M �→ K̂ ⊗K M from the category of the differential modules over
K to the category of the differential modules over K̂ is an equivalence of (Tan-
nakian) categories. �

3.2 The Universal Picard-Vessiot Ring of K̂

The aim is to construct a differential extension UnivR �K of K̂, such that the
differential ring UnivR �K has the following properties:

1. UnivR �K is a simple differential ring, i.e., the only differential ideals of
UnivR �K are 0 and UnivR �K .

2. Every matrix differential equation y′ = Ay over K̂ has a fundamental
matrix F ∈ GLn(UnivR �K).

3. UnivR �K is minimal in the sense that UnivR �K is generated over K̂ by all
the entries of F and 1

det F of the fundamental matrices F of all matrix
differential equations y′ = Ay over K̂.

One can prove that for any differential field, with an algebraically closed
field C of constants of characteristic 0, such a ring exists and is unique up
to isomorphism (see Chapter 10). The ring UnivR �K can be constructed as the
direct limit of all Picard-Vessiot rings of matrix differential equations. Moreover
UnivR �K is a domain and its field of fractions has again C as field of constants.
The situation is rather similar to the existence and uniqueness of an algebraic
closure of a field. Let us call UnivR the universal Picard-Vessiot ring of the
differential field. The interesting feature is that UnivR �K can be constructed
explicitly for the differential field K̂ = C((z)).

Intuitive idea for the construction of UnivR
�K .

As before we will use the derivation δ = z ∂
∂z and the notation y′ shall refer to

δy. Since UnivR �K must contain the entries of fundamental matrices for linear
differential equations over K̂, UnivR �K must contain solutions to all equations
of the form y′ = 1

my for m ∈ Z. Any matrix differential equation (of size n)
over the field K̂(z1/m) can be rewritten as a matrix differential equation (of size
nm) over K̂ (see Exercise 1.14.7). Thus every order one equation y′ = ay with
a in the algebraic closure of K̂ must have a solution y ∈ UnivR∗�K . Furthermore,
UnivR �K must contain a solution of the equation y′ = 1. From the formal
classification (see Exercise 3.2), we conclude that no more is needed for the
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existence of a fundamental matrix for any matrix equation y′ = Ay over K̂ (and
over the algebraic closure of K̂).

To insure that we construct UnivR �K correctly we will need to understand the
relations among solutions of the various y′ = ay. Therefore, we need to clas-
sify the order one equations y′ = ay over the algebraic closure K̂ of K̂. Two
equations y′ = ay and y′ = by are equivalent if and only if b = a+ f ′

f for some

f ∈ K̂, f �= 0. The set Log := { f
′
f | f ∈ K̂, f �= 0} is easily seen to consist

of the elements of K̂ of the form c +
∑
n>0 cnz

n/m, with c ∈ Q, cn ∈ C and

m ∈ Z>0. The quotient group K̂/Log classifies the order one homogeneous
equations over K̂. One chooses a Q-vector space M ⊂ C such that M⊕Q = C.
Put Q = ∪m≥1z

−1/mC[z−1/m]. Then M ⊕Q ⊂ K̂ maps bijectively to K̂/Log,

and classifies the order one homogeneous equations over K̂. For each element
in K̂/Log, the ring UnivR �K must contain an invertible element which is the
solution of the corresponding order one homogeneous equation. We separate
the equations corresponding to M and to Q. We note that this separation is
immaterial for differential equations over K̂. In contrast, the separation is very
important for the study of equations over the field of convergent Laurent series
C({z}). The equations corresponding to M turn out to be regular singular.
The elements in Q form the basis for the study of asymptotic properties of dif-
ferential equations over C({z}).
The ring UnivR �K must then have the form K̂[{za}a∈M , {e(q)}q∈Q, l], with the
following rules:

1. the only relations between the symbols are z0 = 1, za+b = zazb, e(0) =
1, e(q1 + q2) = e(q1)e(q2).

2. the differentiation in UnivR �K is given by (za)′ = aza, e(q)′ = qe(q), l′ = 1.

One may object to the Q-vector space M ⊂ C, since it is not constructive.
Indeed, the following equivalent definition of UnivR �K is more natural. Let
UnivR �K = K̂[{za}a∈C, {e(q)}q∈Q, l], with the following rules:

1. the only relations between the symbols are za+b = zazb, za = za ∈ K̂ for
a ∈ Z, e(q1 + q2) = e(q1)e(q2), e(0) = 1.

2. the differentiation in UnivR �K is given by (za)′ = aza, e(q)′ = qe(q), l′ = 1.

We prefer the first description since it involves fewer relations. The intuitive
interpretation of the symbols is:

1. za is the function ea log(z),

2. l is the function log(z) and
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3. e(q) is the function exp(
∫
q dzz ).

In a sector S at z = 0, S �= S1, this interpretation makes sense.

Formal construction of the universal Picard-Vessiot ring.

Define the ring R = K̂[{Za}a∈M , {E(q)}q∈Q, L] as the polynomial ring over K̂
in the infinite collection of variables {Za}a∈M ∪ {E(q)}q∈Q ∪ {L}. Define the

differentiation ′ onR by: ′ is z d
dz on K̂, (Za)′ = aZa, E(q)′ = qE(q) and L′ = 1.

Let I ⊂ R denote the ideal generated by the elements

Z0 − 1, Za+b − ZaZb, E(0)− 1, E(q1 + q2)− E(q1)E(q2).

It is easily seen that I is a differential ideal and I �= UnivR �K . Put UnivR �K :=
R/I. Then UnivR �K coincides with the intuitive description that we made above.
By construction, UnivR �K has the properties 2. and 3. defining a universal
Picard-Vessiot ring. We want to prove that UnivR �K also satisfies property 1.
and has some more pleasant features:

Proposition 3.22 Properties of UnivR �K .

1. UnivR �K has no differential ideals, different from 0 and UnivR �K .

2. UnivR �K is a domain.

3. The field of fractions UnivF �K of UnivR �K has C as field of constants.

Proof. Consider elements m1, . . . ,ms ∈ M and q1, . . . , qt ∈ Q, linearly inde-
pendent over Q. Consider the differential subring

R̃ := K̂[zm1 , z−m1, . . . , zms , z−ms , e(q1), e(−q1), . . . , e(qt), e(−qt), l]

of UnivR �K . The ring UnivR �K is the union of differential subrings of the
type R̃. It suffices to prove that R̃ has only trivial differential ideals, that
R̃ is a domain and that the field of constants of the field of fractions of R̃
is C. One observes that R̃ is the localization of the “free” polynomial ring
K̂[zm1 , . . . , zms , e(q1), . . . , e(qt), l] with respect to the element zm1 · zm2 · · · zms ·
e(q1) · e(q2) · · · e(qt). Thus R̃ has no zero divisors. Let J �= (0) be a differential
ideal in R̃. We have to show that J = R.

This is a combinatorial exercise. Let (only for this proof) a “monomial m” be
a term zae(q) with a ∈ Zm1 + · · · + Zms and q ∈ Zq1 + · · · + Zqt. Let M be

the set of all monomials. We note that m′ = α(m)m holds with α(m) ∈ K̂
∗
.

Any f ∈ R̃ can be written as
∑

m∈M,n≥0 fm,nml
n. The derivative of f is then∑

(f ′m,n+α(m)fm,n)mln+
∑
nfm,nml

n−1. Let us first prove that a differential
ideal J0 �= (0) of the smaller ring

R̃0 := K̂[zm1, z−m1 , . . . , zms , z−ms , e(q1), e(−q1), . . . , e(qt), e(−qt)]
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is necessarily equal to R̃0.

Choose f ∈ J0, f �= 0 with f =
∑N
i=1 fim(i) and N ≥ 1 minimal. After

multiplying f with an invertible element of the ring R̃0, we may suppose that
f1 = 1 and m(1) = 1. If N happens to be 1, then the proof ends. For N > 1,
the derivative f ′ lies in J0 and must be zero according to the minimality of N .

Then fN ∈ K̂
∗

satisfies f ′N + α(m(N))fN = 0. Since f ′N/fN has a rational
constant term and no terms of negative degree, this is in contradiction with the
construction of M ⊕Q. Thus R̃0 has only trivial differential ideals.

We continue with a differential ideal J ⊂ R̃, J �= (0). Choose n0 ≥ 0 minimal
such that J contains an expression which has degree n0 with respect to the
variable l. If n0 = 0, then J ∩ R̃0 is a non zero differential ideal of R̃0 and the
proof ends. Suppose that n0 > 0. Let J0 ⊂ R̃0 denote the set of coefficients of
ln0 of all elements in J which have degree ≤ n0 with respect to the variable l.
Then J0 is seen to be a differential ideal of R̃0 and thus J0 = R̃0. Therefore
J contains an element of the form f = ln0 + hln0−1 + · · · , with h ∈ R̃0. The
derivative f ′ must be zero, according to the minimality of n0. Thus n0 +h′ = 0.
Write h =

∑
m∈M hmm, with coefficients hm ∈ K̂. Then n0 + h′ = 0 implies

that n0 + h′0 = 0 for some h0 ∈ K̂. This is again a contradiction.

Consider the collection of equations

y′1 = m1y1, . . . , y
′
s = msys, f

′
1 = q1f1, . . . , f

′
t = qtft, g

′′ = 0.

This can be seen as a matrix differential equation of size s + t + 2. We have
in fact proven above that the ring R̃ is the Picard-Vessiot ring for this matrix
equation over K̂. It follows from the Picard-Vessiot theory that R̃ is a domain
and that its field of fractions has C as set of constants. �

Exercise 3.23 Modify the intuitive reasoning for the construction of UnivR �K
to give a proof of the uniqueness of UnivR �K . �

Remarks 3.24 1. A matrix differential equation y′ = Ay over K̂ = C((z)), or

over its algebraic closure K̂ will be called canonical if the matrix A is a direct
sum of square blocks Ai and each block Ai has the form qiI + Ci, where the
qi are distinct elements of Q and Ci is a constant matrix. One can refine this
block decomposition by replacing each block qiI+Ci by blocks qiI+Ci,j , where
the constant matrices Ci,j are the blocks of the usual Jordan decomposition of
the Ci.
The matrices Ci and Ci,j are not completely unique since one may translate the
eigenvalues of Ci and Ci,j over rational numbers. If one insists on using only
eigenvalues in the Q-vector space M ⊂ C, then the matrices Ci and Ci,j are
unique up to conjugation by constant matrices.

2. Let y′ = Ay be a differential equation over K̂ = C((z)) or over its algebraic
closure K̂. Then there exists a H ∈ GLn(K̂) which transforms this equation to
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the canonical form y′ = Acy. This means that that Ac = H−1AH − H−1H ′.
For the canonical equation y′ = Acy one has a “symbolic” fundamental matrix,
fund(Ac) with coefficients in UnivR �K , which uses only the symbols za, e(q), l.
The fundamental matrix for the original equation is then H ·fund(Ac). A funda-
mental matrix of a similar form appears in the work of Turrittin [287, 288] where
the symbols are replaced by the multivalued functions za, exp(

∫
q dzz ), log(z),

and the fundamental matrix has the form HzLeQ, where H is an invertible
matrix with entries in K̂, where L is a constant matrix (i.e. with coefficients
in C), where zL means elog(z)L, where Q is a diagonal matrix with entries in Q
and such that the matrices L and Q commute.

We note that Turrittin’s formulation is a priori somewhat vague. One prob-
lem is that a product fexp(

∫
q dzz ), with f ∈ K̂ and q ∈ Q is not given a

meaning. The multivalued functions may also present problems. The form of
the fundamental matrix is not unique. Finally, one does not distinguish between
canonical forms over K̂ and over K̂. The above presentation formalizes Turrit-
tin’s work and also allows us to classify differential equations over K̂ by giving
a structure on the solution space of the equations. We shall do this in the next
section. �

A structure on the solution space V .

The field K̂ has many K̂-automorphisms. One of them is γ given by the
formula γ(zλ) = e2πiλzλ for all rational numbers λ (and extended to Laurent
series in the obvious way). This γ and its further action on various spaces and
rings is called the formal monodromy . One can show that the Galois group of
K̂ over K̂ is equal to Ẑ, the inverse limit of the family {Z/mZ} ([169], Ch. VIII
§11, Ex. 20), and that γ is a topological generator of this compact group. The
latter statement follows from the easily verified fact that the set of γ-invariant
elements of K̂ is precisely K̂.

The γ as defined above also acts on Q, seen as a subset of K̂. We define the
formal monodromy γ of the universal Picard-Vessiot ring UnivR �K by:

1. γ acts on K̂ as explained above.

2. γza = e2πiaza for a ∈ C.

3. γe(q) = e(γq) for q ∈ Q.

4. γl = l + 2πi.

It is not hard to see that γ is a well defined differential automorphism of UnivR �K
(and also of its field of fractions UnivF �K). We introduce still other differen-
tial automorphisms of UnivR �K over K̂. Let Hom(Q,C∗) denote the group of
the homomorphisms of Q to the (multiplicative) group C∗. In other words,
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Hom(Q,C∗) is the group of the characters of Q. Let an element h in this group
be given. Then one defines a differential automorphism σh of UnivR �K by

σh(l) = l, σh(za) = za, σhe(q) = h(q)e(q) for a ∈ C, q ∈ Q

The group of all σh introduced by J.-P. Ramis [201, 202], is called the exponential
torus and we will denote this group by T . It is a large commutative group. γ
does not commute with the elements of T . Indeed, one has the following relation:
γσh′ = σhγ where h′ is defined by h′(q) = h(γq) for all q ∈ Q.

Proposition 3.25 Let UnivF �K denote the field of fractions of UnivR �K . Sup-
pose that f ∈ UnivF �K is invariant under γ and T . Then f ∈ K̂.

Proof. The element f belongs to the field of fractions of a free polynomial sub-
ring P := K̂[zm1, . . . , zms , e(q1), . . . , e(qt), l] of UnivR �K , where them1, . . . ,ms ∈
M and the q1, . . . , qt ∈ Q are linearly independent over Q. Write f = f1

f2
with

f1, f2 ∈ P and with g.c.d. 1. One can normalize f2 such that it contains a term
(zm1)n1 · · · (zms)ns · e(q1)b1 · · · e(qt)bt ln with coefficient 1. For h ∈ Hom(Q,C∗)
one has σh(f1) = c(h)f1 and σh(f2) = c(h)f2, with a priori c(h) ∈ K̂

∗
. Due to

the normalization of f2, we have that c(h) = h(b1q1 + · · ·+ btqt). One concludes
that f1 and f2 cannot contain the variables e(q1), . . . , e(qt). Thus f lies in the
field of fractions of K̂[zm1 , . . . , zms , l]. Applying γ to f = f1

f2
we find at once

that l is not present in f1 and f2. A similar reasoning as above shows that in
fact f ∈ K̂. �

We consider a differential equation over K̂ and want to associate with it a
solution space with additional structure. For convenience, we suppose that this
differential equation is given as a scalar equation Ly = 0 of order d over K̂.
The set of all solutions V (L) in the universal Picard-Vessiot ring UnivR �K is
a vector space over C of dimension d. The ring UnivR �K has a decomposition

as UnivR �K = ⊕q∈QRq, where Rq := K̂[{za}, l]e(q). Put V (L)q := V (L) ∩ Rq.
Since the action of L on UnivR �K leaves each Rq invariant, one has V (L) =
⊕q∈QV (L)q. This is a direct sum of vector spaces over C, and of course V (L)q
can only be nonzero for finitely many elements q ∈ Q. The formal monodromy
γ acts on UnivR �K and leaves V (L) invariant. Thus we find an induced action
γL on V (L). From γ(e(q)) = e(γq) it follows that γLV (L)q = V (L)γq.

Definition 3.26 An element q ∈ Q is called an eigenvalue of L if V (L)q �= 0.

Exercise 3.27 Eigenvalues I
Let L1 and L2 be equivalent operators with coefficients in K̂. Show that the
eigenvalues of L1 and L2 are the same. �

The previous exercise implies that we can make the following definition
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Definition 3.28 The eigenvalues of a differential equation or module are the
eigenvalues of any linear operator associated with these objects. �

Exercise 3.29 Eigenvalues II
Let M be a differential module over K̂. Show that the eigenvalues of M are all
0 if and only if the module is regular singular. Therefore if a singular differential
equation has a fundamental matrix with entries in K̂[{za}, l], then it is regular
singular. This gives a converse to Exercise 3.13. �

We introduce now a category Gr1, whose objects are the triples (V, {Vq}, γV )
satisfying:

1. V is a finite dimensional vector space over C.

2. {Vq}q∈Q is a family of subspaces such that V = ⊕Vq.

3. γV is a C-linear automorphism of V such that γV (Vq) = Vγq for all q ∈ Q.

A morphism f : (V, {Vq}, γV ) → (W, {Wq}, γW ) is a C-linear map f : V → W
such that f(Vq) ⊂ Wq (for all q) and γW f = γV f . One can define tensor
products, duals (and more generally all constructions of linear algebra) for the
objects in the category Gr1.

The above construction associates to a scalar equation L over K̂ an object of this
category Gr1. We will do this now more generally. LetN be a differential module
over K̂ of dimension n. Then one considers the tensor product UnivR �K ⊗ �K N
and defines V (N) := ker(∂,UnivR �K⊗ �KN). This is a vector space of dimension
n over C, again seen as the covariant solution space for the differential module.
Letting V (N)q := ker(∂,Rq ⊗ �K N), we then again have V (N) = ⊕V (N)q.
The action of γ on UnivR �K induces an action γN on V (N) and the formula
γNV (N)q = V (N)γq holds. This construction leads to the following statement:

Proposition 3.30 The category of the differential modules Diff �K over K̂ is
equivalent with the category Gr1. The equivalence acts C-linearly on Hom’s
and commutes with all constructions of linear algebra, in particular with tensor
products.

Proof. Let Trip denote the functor from the first category to the second. It is
rather clear that Trip commutes with tensor products et cetera. The two things
that one has to prove are:

1. Every object (V, {Vq}, γV ) of Gr1 is isomorphic to Trip(N) for some dif-
ferential module over K̂.

2. The C-linear map Hom(N1, N2) → Hom(Trip(N1),Trip(N2)) is an iso-
morphism.
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Proof of 1. On W := UnivR �K ⊗C V one considers the natural additive maps
∂, γ and σh for h ∈ Hom(Q,C∗) defined by the following formulas (where
r ∈ UnivR �K and v ∈ Vq) :
∂(r ⊗ v) = r′ ⊗ v,
γ(r ⊗ v) = (γ(r)) ⊗ (γV (v)) and
σh(r ⊗ v) = (σh(r)) ⊗ (h(q)v).

Let N be the set of elements of W which are invariant under γ and all σh.
Then N is clearly a vector space over K̂. The map ∂ on UnivR �K commutes
with γ and all σh, and induces therefore a map ∂ : N → N having the usual
properties. In order to prove that N is a differential module over K̂ it suffices
to verify that its dimension is finite. Let q1, . . . , qr denote the elements such
that Vqi �= 0. Then the invariants of W under the group of all σh is equal to
W1 := ⊕ri=1R0e(−qi) ⊗ Vqi . Further N is the set on elements of W1 invariant
under γ. Let m ≥ 1 be minimal such that all qi ∈ z−1/mC[z−1/m]. Consider
W γm

1 , the set of invariants of W1 under γm. It suffices to prove that this is a
finite dimensional vector space over K̂m. Each term R0e(−qi) ⊗ Vqi is setwise
invariant under γm. Thus we may restrict our attention to only one such term.
Further we may suppose that the action of γm on Vqi has only one Jordan block,
say with eigenvalue λ and with length s. One observes that the γm-invariant
elements of R0e(−qi) ⊗ Vqi lie in K̂m[l]szbe(−qi) ⊗ Vqi , where b is chosen such
that e−2mπib = λ and where K̂m[l]s denotes the set of polynomials of degree
< s. This proves that the space of invariants has finite dimension over K̂m.
Thus N is a differential module over K̂.

The verification that the natural map UnivR �K ⊗N →W = UnivR �K ⊗ V is
a bijection is straightforward. It follows that Trip(N) is isomorphic to the given
object (V, {Vq}, γV ).

Proof of 2. One uses Hom(N1, N2) = Hom(1, N∗1 ⊗ N2), where 1 denotes the
1-dimensional trivial module K̂e with ∂e = 0 and where ∗ stands for the dual.
Then 2. reduces to proving that the map ker(∂,N)→ {v ∈ V | v ∈ V0, γV (v) =
v}, where (V, {Vq}, γV ) = Trip(N), is a bijection. This easily follows from
{r ∈ UnivR �K | r ∈ R0, γ(r) = r} = K̂. �

Remark 3.31 Consider a differential module N over K̂ with Trip(N) =
(V, {Vq}, γV ). The space V := ker(∂,UnivR �K ⊗ N) is invariant under any
element σh of the exponential torus T . The action of σh on V is explicitly given
by requiring that σh is multiplication by h(q) on the subspaces Vq of V . The
image of T in GL(V ) is called the exponential torus of N or of Trip(N). It is
actually an algebraic torus in GL(V ). �

Corollary 3.32 Let the differential module N define the triple (V, {Vq}, γV )
in Gr1. Then the differential Galois group of N is, seen as an algebraic sub-
group of GL(V ), generated by the exponential torus and the formal monodromy.
Furthermore, N is regular singular if and only if exponential torus is trivial.
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Proof. The Picard-Vessiot field L ⊃ K̂ of N is the subfield of UnivF �K gener-
ated over K̂ by all the coordinates of a basis of V ⊂ UnivR �K⊗ �KN with respect
to a basis of N over K̂. The exponential torus and the formal monodromy are
seen as elements in GL(V ). At the same time, they act as differential automor-
phisms of L and belong therefore to the differential Galois group of N . We have
already proven that an element of UnivF �K , which is invariant under the expo-
nential torus and the formal monodromy belongs to K̂. The same holds then
for the subfield L ⊂ UnivF �K . By Picard-Vessiot theory, the differential Galois
group is the smallest algebraic subgroup of GL(V ) containing the exponential
torus and the formal monodromy.

If N is a regular singular module, then the exponential torus T acts trivially
on the solution space so the exponential torus of N is trivial. Conversely, if the
exponential torus ofN is trivial then 0 is the only eigenvalue ofM . Exercise 3.29
implies that N is regular singular. �

Example 3.33 The Airy equation y′′ = zy.
This equation has a singular point at∞. One could write everything in the local
variable t = 1

z at ∞. However we prefer to keep the variable z. The solution
space V at ∞ has a direct sum decomposition V = Vz3/2 ⊕ V−z3/2 in spaces of
dimension 1 (we shall show this in Section 3.3, Example 3.52.2). The formal
monodromy γ interchanges the two spaces Vz3/2 and V−z3/2 . If v1 generates
Vz3/2 , v2 = γ(v1) generates V−z3/2 . Since the Galois group of the equation is

a subgroup of SL2(C), the matrix of γ with respect to {v1, v2} is
(

0 −1
1 0

)
.

The exponential torus has the form {
(
t 0
0 t−1

)
|t ∈ C∗}. The differential

Galois group of the Airy equation over the field C((z−1)) is then the infinite
dihedral group D∞ ⊂ SL2(C). �

Remark 3.34 Irreducible differential modules over K̂.
Consider a differential module N over K̂ and let (V, Vq , γV ) be the corresponding
triple. Then N is irreducible if and only if this triple is irreducible. It is not
difficult to verify that the triple is irreducible if and only if the non zero Vq’s
have dimension 1 and form one orbit under the action of γV . To see this note
that a γV -orbit of Vq’s defines a subobject. Hence there is only one γV -orbit,
say of lenght m and consisting of q1, . . . , qm. Take a 1-dimensional subspace W
of Vq1 , invariant under γmV . Then W ⊕γVW ⊕· · ·⊕γm−1

V W is again a subobject.
Hence, the dimension of Vq1 and the other Vqi is 1.
This translates into:
N is irreducible if and only if there exists an integer m ≥ 1 such that K̂m ⊗N
has a basis e1, . . . , em with the properties:
(i) ∂ei = Qiei for i = 1, . . . ,m and all Qi ∈ C[z−1/m].
(ii) {Q1, . . . , Qm} is one orbit under the action of γ on C[z−1/m].
From this explicit description of K̂m⊗N one can obtain an explicit description
of N = (K̂m⊗N)γ , by computing the vector space of the γ-invariant elements.
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Another way to make the module N explicit is to consider the map N →
K̂m⊗N

pr→ K̂me1. The first arrow is the map n �→ 1⊗n and the second arrow is
the projection on the direct summand K̂me1. The composite map N → K̂me1 is
a non-zero morphism of differential modules over K̂. Since N is irreducible, this
morphism is an isomorphism. In other words, an irreducible differential module
of dimension m over K̂ has the form K̂me with ∂e = Qe, where Q ∈ C[z−1/m]
has the property K̂m = K̂[Q]. Further, two elements Q1, Q2 ∈ C[z−1/m],
algebraic of degree m over K̂ define isomorphic irreducible differential modules
over K̂ if and only if there is an integer i such that γi(Q1)−Q2 ∈ 1

mZ.

We illustrate the above with an example. Let N be irreducible of dimension
two over K̂. Then K̂2⊗N = K̂2e1 + K̂2e2 with, say, ∂e1 = (z−1/2 + z−1)e1 and
∂e2 = (−z−1/2+z−1)e2. A basis for (K̂2⊗N)γ is f1 := e1+e2, f2 := z−1/2(e1−
e2). On this basis one can calculate the action of ∂, namely: ∂f1 = z−1f1 + f2
and ∂f2 = z−1f1 + (z−1 − 1/2)f2. The other possibility is to identify N with
K̂2e1. Then f1 := e1, f2 := z−1/2e1 is a basis of N over K̂ and one can calculate
that the action of ∂ on this basis is given by the same formulas.

We note that the sufficiency of the above irreducibility criterion also appears
in [153] where it is stated in terms of the slopes of N (see the next section for
this concept): N is irreducible if it has just one slope and that this is a rational
number with exact denominator equal to the dimension of N .

�

Exercise 3.35 An observation on automorphisms made by M. van Hoeij.
Let N be a differential module over K̂ such that its group of automorphisms is
equal to C∗. Prove that N is irreducible. Hint: Consider the triple (V, {Vq}, γV )
associated to N . An automorphism of the triple is a bijective linear A : V → V
such that A(Vq) = Vq for all q and AγV = γV A. By assumption this implies that
A is a multiple of the identity. Prove first that the set {q| Vq �= 0} is one orbit
under the action of γ. Then show that Vq �= 0 implies that Vq has dimension 1
and compare with Remark 3.34. �

Exercise 3.36 Semi-simple differential modules over K̂.
We recall, see 2.37, that a differential module M is semi-simple (or completely
reducible) if every submodule of M is a direct summand. As before K̂ = C((z)).
Let C denote the full subcategory of the category Diff �K of all differential modules
over K̂, whose objects are the semi-simple differential modules. Prove that C
has the properties stated in Section 10.1. Show that the universal differential
ring for C is equal to C((z))[{za}a∈C, {e(q)}q∈Q]. (Note that l is missing in this
differential ring). �

Remarks 3.37 Triples for differential modules over the field k((z)).
(1) We consider first the case of an algebraically closed field k (of characteristic
0). As remarked before, the classification of differential modules over k((z)) is
completely similar to the case C((z)). The universal differential ring for the field
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k((z)) has also the same description, namely k((z))[{za}a∈k, l, {e(q)}q∈Q] with
Q = ∪m≥1z

−1/mk[z−1/m]. For the definition of the differential automorphism
γ of this universal differential ring, one needs an isomorphism of groups, say,
exp : k/Z → k∗. For k = C, we have used the natural isomorphism exp(c) =
e2πic. In the general case an isomorphism exp exists. Indeed, the group k/Z is
isomorphic to Q/Z⊕A where A is a vector space over Q of infinite dimension.
The group k∗ is isomorphic to Q/Z⊕B with B a vector space over Q of infinite
dimension. The vector spaces A and B are isomorphic since the have the same
cardinality. However there is no natural candidate for exp. Nevertheless, this
suffices to define the differential automorphism γ as before by:
(i) γ(za) = exp(a)za for all a ∈ k,
(ii) γ(e(q)) = e(γq) and
(iii) γ(l) = l + 1. (here 1 replaces the 2πi of the complex case).
With these changes, Proposition 3.30 and its proof remain valid.

(2) Consider now any field k of characteristic 0 and let k denote its algebraic
closure. The classification of differential modules M over k((z)) in terms of “tu-
ples” is rather involved. Let K denote the differential field k⊗k k((z)) (compare
Exercise 3.21). For the differential field K there is an obvious description of the
universal differential ring, namely again R := K[{za}a∈k, l, {e(q)}q∈Q] where
Q = ∪m≥1z

−1/mk[z−1/m]. On this ring there is an obvious action of the Galois
group Gal(k/k). One associates toM the solution space V = ker(∂,R⊗k((z))M).
This solution space has a direct sum decomposition ⊕q∈QVq, an action of γ (de-
fined in (1)), called γV and an action of the Galois group Gal(k/k), called ρV .
Thus we can associate to M the tuple (V, {Vq}, γV , ρV ). This tuple satisfies the
compatibilities of the triple (V, {Vq}, γV ) and moreover staisfies a compatibility
of ρV with respect to the {Vq}’s and γV . One can show, as in Proposition 3.30,
that the functor M �→ (V, {Vq}, γV , ρV ) is an equivalence between the (Tan-
nakian) categories of the differential modules over k((z)) and the one of tuples
described above. This description is probably too complicated to be useful. �

Observations 3.38 Irreducible differential modules over k((z)).
The field k has characteristic 0 and is not necessarily algebraically closed. We
present here the description of the irreducible differential modules over k((z)),
with differentiation δ = z d

dz , given by R. Sommeling [277]. The ideas and
methods are an extension of Remark 3.34.

We will first describe the finite extensions of k((z)). Let K ⊃ k((z)) be a
finite field extension. The field K is again complete w.r.t. a discrete valuation.
The differentiation of k((z)) extends uniquely to K. We will either write δ(a)
or a′ for the derivative of an element a ∈ K. The minimal monic polynomial of
any constant c of K has coefficients in k. Thus the field of constants k′ of K is
the algebraic closure of k in K. Since one works in characteristic zero this is also
the unique coefficient field of K containing k. Thus K = k′((u)) for a suitable
element u. The element z is equal to some expression c−1um(1+c1u+c2u2+· · · ).
The number m ≥ 1 is called the ramification index. After replacing u by
t(1 + c1u + c2u

2 + · · · )−1/m one finds K = k′((t)) and cz = tm with c ∈ k′.
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We note that δ(t) = 1
m t. Further t is unique up to multiplication by a non-zero

element in k′ and c is unique up to the nth power of this element in k′.

Consider the 1-dimensional differential module Ke given by ∂e = Qe. One
normalizes Q such that Q ∈ k′[t−1] (this normalization does not depend on the
choice of t). The thesis of R. Sommeling contains the following results:

(1) Suppose that K = k((z))[Q], then Ke with ∂e = Qe, considered as a differ-
ential module over k((z)), is irreducible.

(2) Two irreducible differential modules over k((z)), of the form considered in
(1) and given by Q1 and Q2, are isomorphic if and only if there exists an k((z))-
isomorphism σ : k((z))[Q1]→ k((z))[Q2] with σ(Q1)−Q2 ∈ 1

mZ, where m ≥ 1
is the ramification index of k((z))[Q1].

(3) Every irreducible differential over k((z)) is isomorphic to a differential mod-
ule of the form considered in (1).

Proof. (1) K is seen as a subfield of a fixed algebraic closure k((z)) of k((z)).
Put M = Ke and take any non-zero element v = fe ∈ M . Then ∂(v) =
(f

′

f +Q)v. Let L ∈ k((z))[δ] denote the minimal monic operator with Lv = 0.

Then L, seen as operator in k((z))[δ] has right hand factor δ − (f
′

f + Q). For

every automorphism σ of k((z)) over k((z)), the operator δ − σ(f
′

f + Q) is
also a right hand divisor of L. Let σ1, . . . , σn denote the set of the k((z))-
linear homomorphisms of K into k((z)). Then n = [K : k((z))] and since Q is
normalized, the operators δ−σi(f

′

f +Q), i = 1, . . . , n are pairwise inequivalent.

The least common left multiple L1 of these operators in k((z))[δ] is in fact a
monic operator in k((z))[δ], since it is invariant under the action of the Galois
group of k((z)) over k((z)). Clearly L is a left multiple of L1 and by minimality
one has L = L1 and L has degree n. This shows that the differential module M
over k((z)) has no proper submodules.
Further we note that the δ− σi(f

′

f +Q) are the only possible monic right hand

factors of degree one of L in k((z))[δ], since they are pairwise inequivalent.

(2) Suppose that σ(Q1) − Q2 ∈ 1
mZ. Then K = k((z))[Q1] = k((z))[Q2]. Let

M = Ke with ∂e = Q1e, then for a suitable power f of t (i.e., the element
defined in the above description of K) one has that ∂fe = Q2fe. Thus the two
differential modules over k((z)) are isomorphic.

On the other hand, suppose that the two differential modules M1 and M2

over k((z)), given by Q1 and Q2, are isomorphic. Then M1 and M2 contain non-
zero elements v1, v2 such that the minimal monic operators Li ∈ k((z))[δ] with
Livi = 0 are equal. In (1) we have seen that these operators are least common
left multiple of conjugates of δ − (f

′
i

fi
+ Qi) for i = 1, 2. The unicity of these

sets of monic right hand factors of degree one in k((z))[δ], implies that there
exists a σ with σ(f

′
1
f1

+Q1) = f ′
2
f2

+Q2. It follows that k((z))[Q1] = k((z))[Q2].

Let m ≥ 1 denote the ramification of the latter field. Then f ′
i

fi
is modulo the
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maximal ideal of the ring of integers of K equal to some element in 1
mZ. Thus

σ(Q1)−Q2 ∈ 1
mZ.

(3) LetM be an irreducible differential module over k((z)). One considers a field
extension K ⊃ k((z)), lying in k((z)), of minimal degree, such that K⊗k((z))M
contains a submodule Ke of dimension one. As above, one writes K = k′((t))
with tm = cz. Further, one normalizes e such that ∂e = Qe with Q ∈ k′[t−1]. By
minimality, K = k((z))[Q]. Let σ1, . . . , σn denote the k((z))-linear embeddings
of K into k((z)). This leads to a differential submodule N := ⊕ni=1k((z))σi(e)
of k((z)) ⊗k((z)) M , with an action of the Galois group G of k((z)) indicated
by the notation and ∂ given by ∂σi(e) = σi(Q)σi(e). Since N is stable under
the action of G, one has that the space of invariants NG is a non-zero k((z))-
differential submodule of M . Since M is irreducible, one has that M = NG.
The latter translates into M is isomorphic as k((z))-differential module with
Ke with ∂e = Qe. �

In R. Sommeling’s thesis the above results are extended to a description of
all semi-simple differential modules over k((z)) by means of certain equivalence
classes of monic polynomials over the field k((z)). �

Split and quasi-split equations over Kconv = C({z})
We now turn to equations with meromorphic coefficients. We let Kconv be

the field of convergent Laurent series in z and Kconv,m be the field of convergent
Laurent series in z1/m.

Definition 3.39 A differential equation y′ = Ay over C({z}) will be called
split if it is the direct sum of equations y′ = (qi + Ci)y with qi ∈ z−1C[z−1]
and Ci constant matrices. The equation is called quasi-split if it is split over
C({z1/m}) for some m ≥ 1. �

We translate the notions in terms of differential modules. A differential module
M over the field Kconv of convergent Laurent series is split if M is a direct
sum ⊕si=1E(qi) ⊗ Ni, where q1, . . . , qs ∈ z−1C[z−1], where E(q) denotes the
one-dimensional module Kconveq over Kconv with ∂eq = qeq and where the Ni
are regular singular differential modules over Kconv. The differential module
M over Kconv is called quasi-split if for some m ≥ 1 the differential module
Kconv, m ⊗M is split over Kconv, m.

One has that the Picard-Vessiot extension of C({z}) corresponding to a quasi-
split equation can be taken to lie in the subfield of UnivF �K generated over
C({z}) by the elements l, {za}a∈C, {e(q)}q∈Q. The argument of Corollary 3.32
implies the following

Proposition 3.40 The differential Galois groups of a quasi-split differential
equation y′ = Ay over C({z}) and C((z)) are the same. This group is the
smallest linear algebraic group containing the exponential torus and the formal
monodromy.
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For equations that are not quasi-split, the Galois group over C({z}) will, in
general, be larger. We will give a complete description of the Galois group in
Chapter 8. The starting point in this description is the following:

Proposition 3.41 Every differential equation y′ = Ay with coefficients in K̂
is, over the field K̂, equivalent with a unique (up to isomorphism over Kconv)
quasi-split equation over Kconv. The translation of this statement in terms of
differential modules over K̂ is:

For every differential module M over K̂, there is a unique N ⊂M , such that:

1. N is a quasi-split differential module over the field Kconv.

2. The natural K̂-linear map K̂ ⊗Kconv N →M is an isomorphism.

To prove this proposition, we need the following result that will allow us to
strengthen the results of Proposition 3.12.

Lemma 3.42 Let A ∈ Mn(Kconv) and assume that the equation Y ′ = AY is
equivalent over K̂ to an equation with constant coefficients. Then Y ′ = AY is
equivalent over Kconv to an equation with constant coefficients.

Proof. By assumption, there is a matrix B ∈ GLn(K̂) such that B−1AB −
B−1B′ is a constant matrix. By truncating B after a suitably high power, we
may assume that A is equivalent (over Kconv) to a matrix in Mn(C{z}), and so,
from the start assume that A ∈ Mn(C{z}). Following the argument of Lemma
3.11, we may assume that A = A0 + A1z + · · · where the distinct eigenvalues
of A0 do not differ by integers. As in Proposition 3.12, we wish to construct a
matrix P = I +P1z+ · · · , Pi ∈Mn(C) such that the power series defining P is
convergent in a neighbourhood of the origin and PA0 = AP − P ′. Comparing
powers of z, one sees that

A0Pi − Pi(A0 + iI) = −(Ai +Ai−1P1 + · · ·+A1Pi−1) .

Proposition 3.12 implies that these equations have a unique solution. Let Ln+1

denote the linear map X �→ A0X−XA0− (n+1)X . Using the norm ‖ (ai,j) ‖=
max |ai,j |, one sees that ‖ L−1

n+1 ‖= O( 1
n ). Using this bound, one can show that

the series defining P converges. �

Proof of Proposition 3.41. We give a proof using differential modules and
return later to matrices. The first case that we study is that of a differential
module M over K̂, which has only 0 as eigenvalue. In other words, M is
regular singular over K̂. As we have seen before, M has a basis e1, . . . , em over
K̂ such that the matrix C of ∂, with respect to this basis, has coefficients in
C. Using the argument before Lemma 3.11, we may even suppose that the
(distinct) eigenvalues λi, i = 1, . . . , r (with multiplicities k1, . . . , kr) of this
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constant matrix satisfy 0 ≤ Re(λi) < 1. It is clear that N := Kconve1 + · · · +
Kconvem has the properties 1. and 2. We now want to prove that N is unique.

A small calculation shows that the set of solutions m ∈ M of the equation
(δ − λi)kim = 0 is a C-linear subspace Wi of Ce1 + · · · + Cem. Moreover
Ce1 + · · ·+Cem is the direct sum of the Wi. For a complex number µ such that
µ−λi �∈ Z for all i, one calculates that the set of the m ∈M with (δ−µ)km = 0
(any k ≥ 1) is just 0. Consider now another Ñ ⊂ M having the properties
1. and 2. Then Ñ is regular singular over Kconv and we know, from Lemma
3.42 that there is a basis f1, . . . , fm of Ñ over Kconv, such that the matrix
D of ∂, with respect to this basis, is constant and all its eigenvalues µ satisfy
0 ≤ Re(µ) < 1. From the calculation above it follows that the eigenvalues of
D are also eigenvalues for C (and also the converse). We conclude now that
Cf1 + · · ·+ Cfm = Ce1 + · · ·+ Cem. In particular, N = Ñ .

The next case that we consider is a differential module M over K̂, such that
all its eigenvalues belong to z−1C[z−1]. Again we want to show the existence
and the uniqueness of a N ⊂ M with properties 1. and 2., such that N is
split. M decomposes (uniquely) over K̂ as a direct sum of modules having only
one eigenvalue. It is easily seen that it suffices to prove the proposition for
the case of only one eigenvalue q. One considers the one dimensional module
F (q) := K̂ ⊗Kconv E(q). Thus F (q) = K̂eq and ∂eq = qeq. The module
F (−q)⊗ �KM has again only one eigenvalue and this eigenvalue is 0. This is the
regular singular case that we have treated above.

Finally, we take a general differential module M over K̂. Take m ≥ 1 such that
all its eigenvalues belong to K̂m = K̂[z1/m]. Then the module K̂m ⊗M has
a unique subset Ñ , which is a split differential module over Kconv, m and such
that the natural map K̂m ⊗Kconv, m Ñ → K̂m ⊗ �K M is an isomorphism. Let σ
be a generator of the Galois group of K̂m over K̂. Then σ acts on K̂m ⊗M by
the formula σ(f ⊗m) = σ(f) ⊗m. Clearly σ(Ñ) has the same property as Ñ .
The uniqueness implies that σ(Ñ) = Ñ . Thus σ acts on Ñ . This action is semi-
linear, i.e., σ(fñ) = σ(f)σ(ñ). Let N denote the set of the σ-invariant elements
of Ñ . Then it is easily seen that the natural maps Kconv, m⊗Kconv N → Ñ and
K̂⊗Kconv N →M are isomorphisms. Thus we have found an N with properties
1. and 2. The uniqueness of N follows from its construction.

We return now to the matrix formulation of the proposition. For a matrix equa-
tion y′ = Ay over K̂ (with module M over K̂), such that the eigenvalues are in
z−1C[z−1], it is clear that the module N over Kconv has a matrix representation
y′ = By which is a direct sum of equations y′ = (qi +Ci)y with qi ∈ z−1C[z−1]
and constant matrices Ci. In the case that y′ = Ay has eigenvalues which are
not in z−1C[z−1], one can again take a basis of the module N and consider the
matrix equation y′ = By obtained in this way. �

Remarks 3.43 1. It is more difficult to give this matrix B, defined in the final
paragraph of the above proof, explicitly. This problem is somewhat analogous
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to the formulation of the real Jordan decomposition of real matrices. We will
give an example. Consider a two dimensional equation y′ = Ay with eigenvalues
q1, q2 which are not in z−1C[z−1]. Then the eigenvalues are in z−1/2C[z−1/2]
and they are conjugate. The module Ñ over Kconv, 2, of the proof of the propo-
sition, has a basis e1, e2 such that ∂ei = qiei. Let σ be a generator of the Galois
group of K̂2 over K̂. Then one easily sees that σe1 = e2 and σe2 = e1. The
elements f1 = e1 + e2 and f2 = z−1/2(e1− e2) form a basis of N over Kconv and

the matrix of ∂ with respect to this basis is equal to
(
λ z−1µ
µ λ− 1/2

)
, where

q1 = λ+ z−1/2µ, q2 = λ− z−1/2µ, λ, µ ∈ z−1C[z−1].

The issue of finding B explicitly is also addressed in [178] where a version of
Proposition 3.41 is also proven. Proposition 3.41 also appears in [17].

2. For the study of the asymptotic theory of differential equations, we will use
Proposition 3.41 as follows. Let a matrix differential equation y′ = Ay over
Kconv be given. Then there exists a quasi-split equation y′ = By over Kconv

and an F̂ ∈ GLn(C((z))) such that F̂−1AF̂ − F̂−1F̂ ′ = B. The equation
y′ = By is unique up to equivalence over Kconv. For a fixed choice of B the
formal transformation F̂ is almost unique. Any other choice for the formal
transformation has the form F̂C with C ∈ GLn(C) such that C−1BC = B.
The asymptotic theory is concerned with lifting F̂ to an invertible meromorphic
matrix F on certain sectors at z = 0, such that F−1AF − F−1F ′ = B holds.
The above matrix C is irrelevant for the asymptotic liftings F . �

3.3 Newton Polygons

In this section we present another approach to the classification of differential
modules over a field which is complete w.r.t. a discrete valuation. Let k denote a
field of characteristic 0 and let D := k((z))[δ] denote the skew ring of differential
operators over k((z)), where δ := z∂z. Note that δz = zδ + z. For a finite field
extension K ⊃ k((z)) we also have the skew ring K[δ]. For every f ∈ K one
has δf − fδ = f ′, where f �→ f ′ is the unique extension of z d

dz to K.

The Newton polygon N(L) of an operator

L =
n∑
i=0

aiδ
i =

∑
i,j

ai,jz
jδi ∈ k((z))[δ] with an �= 0

is a convex subset of R2 which contains useful combinatorial information of L.
The slopes k1 < · · · < kr of the line segments forming the boundary of the
Newton polygon are important in many discussions concerning L and will be
crucial when we discuss the notion of multisummation. In this section we will
use Newton polygons for the formal decomposition of L, following the work of
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B. Malgrange [188] and J-P. Ramis [235]. We begin by recalling some facts
concerning polyhedral subsets of R2, [97].

A subset of R2 that is the intersection of a finite number of closed half-planes is
said to be a polyhedral set. We will only consider connected polyhedral sets with
nonempty interior. The boundary of such a set is the union of a finite number of
(possibly infinite) closed line segments called edges. The endpoints of the edges
are called vertices or extremal points. The vertices and edges of such a set are
collectively referred to as the faces of the set. Given two subsets N and M of
R2 we define the (Minkowski) sum of these sets to be M +N = {m+ n | m ∈
M, n ∈ N}. Any face of the sum of two polyhedral sets M and N is the sum of
faces of M and N respectively. In particular, any vertex of M +N is the sum
of vertices of M and N .

On R2 one defines a partial order, namely (x1, y1) ≥ (x2, y2) is defined as
y1 ≥ y2 and x1 ≤ x2. We now can make the following

Definition 3.44 The elements of D = k((z))[δ] of the form zmδn will be called
monomials. The Newton polygon N(L) of L �= 0 is the convex hull of the set

{(x, y) ∈ R2| there is a monomial zmδn in L with (x, y) ≥ (n,m)}.

�

N(L) has finitely many extremal points {(n1,m1), . . . , (nr+1,mr+1)} with
0 ≤ n1 < n2 < · · · < nr+1 = n. The positive slopes of L are k1 < · · · < kr with
ki = mi+1−mi

ni+1−ni
. It is also useful to introduce the notation kr+1 = ∞. If n1 > 0

then one adds a slope k0 = 0 and in this case we put n0 = 0. The interesting
part of the boundary of N(L) is the graph of the function f : [0, n]→ R, given
by

1. f(n0) = f(n1) = m1.

2. f(ni) = mi for all i.

3. f is (affine) linear on each segment [ni, ni+1].

The slopes are the slopes of this graph. The length of the slope ki is ni+1 − ni.
We reserve the term special polygon for a convex set which is the Newton polygon
of some differential operator.

Let b(L) or b(N(L)) denote the graph of f . The boundary part B(L) of L is
defined as B(L) =

∑
(n,m)∈b(L) an,mz

mδn. Write L = B(L) + R(L). We say
that L1 > L2 if the points of b(L1) either lie in the interior of N(L2) or on
the vertical ray {(nr+1, y) | y > mr+1}. Clearly R(L) > B(L) and R(L) > L.
We note that the product of two monomials M1 := zm1δn1 ,M2 := zm2δn2

is not a monomial. In fact the product is zm1+m2(δ + m2)n1δn2 . However
B(M1M2) = zm1+m2δn1+n2 . This is essential for the following result.
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Lemma 3.45 1. N(L1L2) = N(L1) +N(L2).

2. The set of slopes of L1L2 is the union of the sets of slopes of L1 and L2.

3. The length of a slope of L1L2 is the sum of the lengths of the same slope
for L1 and L2.

Proof. 1. Write L1 =
∑
ai,jz

jδi and L2 =
∑
bi,jz

jδi. From the above it
follows that L1L2 = L3 +R with

L3 :=
∑

(i1,j1)∈b(L1),(i2,j2)∈b(L2)

ai1,j1bi2,j2z
j1+j2δi1+i2

and one has R > L3. This shows at once that N(L1L2) ⊂ N(L1) +N(L2).
The boundary part of L3 can be written as∑

(s1,s2)∈b(L1L2)

(
∑

an1,m1bn2,m2)z
s2δs1

where the second sum is taken over all (n1,m1) ∈ b(L1), (n2,m2) ∈ b(L2) with
(n1,m1) + (n2,m2) = (s1, s2). By making a drawing one easily verifies the
following statement:

Suppose that v is a vertex of N(L1) + N(L2) and v = v1 + v2 with vi ∈
N(Li), i = 1, 2. Then vi is a vertex of N(Li) for i = 1, 2. Moreover v determines
v1 and v2.

From this statement we see that for a vertex v = (s1, s2) of N(L1) +N(L2)
the coefficient of zs1δs2 in L3 does not vanish. Therefore N(L1) + N(L2) ⊂
N(L1L2). This proves the first part of the lemma.
The two other parts follow easily from the above facts concerning the faces of
N(L1) +N(L2). �

Example 3.46 The operator L = zδ2 + δ − 1 factors as L = L1L2 where
L1 = δ − 1 and L2 = zδ + 1. Figure 3.1 show the corresponding Newton
polygons. �

Exercises 3.47 Newton polygons and regular singular points
1. Show that 0 is a regular singular point of an operator L if and only if the
corresponding Newton polygon has only one slope and this slope is 0.
2. Show that if 0 is a regular singular point of an operator L, then it is a regular
singular point of any factor of L. �

The next statement is a sort of converse of the lemma.

Theorem 3.48 Suppose that the Newton polygon of a monic differential oper-
ator L can be written as a sum of two special polygons P1, P2 that have no slope
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Figure 3.1: Newton Polygons for Example 3.46

in common. Then there are unique monic differential operators L1, L2 such that
Pi is the Newton polygon of Li and L = L1L2. Moreover

D/DL ∼= D/DL1 ⊕D/DL2.

Proof. For the Newton polygon N(L) of L we use the notations above. We
start by proving three special cases.

(1) Suppose that n1 > 0 and that P1 has only one slope and that this slope
is 0. In particular, this implies that P2 has no slope equal to zero. We would
then like to find the factorization L = L1L2. Every element M ∈ D = k((z))[δ]
is given an expansion M =

∑
i>>−∞ z

iM(i)(δ) where the M(i)(δ) ∈ k[δ] are
polynomials of bounded degree. Let L =

∑
k≥m z

kL(k). The L1 =
∑

i≥0 z
iL1(i)

that we want to find satisfies: L1(0) is monic of degree n1 and the L1(i) have
degree < n1 for i �= 0. Furthermore, if we write L2 =

∑
i≥m z

iL2(i), we will
have that L2(m) is constant since P2 has no slope equal to zero. The equality
L1L2 = L and the formula z−jL1(i)(δ)zj = L1(i)(δ + j) induces the following
formula:∑

k≥m
zk

∑
i+j=k,i≥0,j≥m

L1(i)(δ + j)L2(j)(δ) =
∑
k≥m

zkL(k)(δ)

From L1(0)(δ +m)L2(m)(δ) = L(m)(δ) and L1(0) monic and L2(m) constant,
one finds L1(0) and L2(m). For k = m+ 1 one finds an equality

L1(0)(δ +m+ 1)L2(m+ 1)(δ) + L1(1)(δ +m)L2(m)(δ) = L(m+ 1)(δ)

This equality is in fact the division of L(m + 1)(δ) by L1(0)(δ + m + 1) with
remainder L1(1)(δ+m)L2(m)(δ) of degree less than n1 = the degree of L1(0)(δ+
m+ 1). Hence L1(1) and L2(m+ 1) are uniquely determined. Every new value
of k determines two new terms L1(. . .) and L2(. . .). This proves the existence
and uniqueness in this special case.

(2) Suppose now that n1 = 0 and that P1 has only one slope s which is the
minimal slope of L. Write s = b

a with a, b ∈ Z; a, b > 0 and g.c.d.(a, b) = 1.
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We allow ourselves the field extension k((z)) ⊂ k((t)) with ta = z. Write
∆ = tbδ. After multiplying L with a power of t we may suppose that L ∈
k((t))[∆] is monic. Note that the Newton polygon of L now has minimal slope
0 and that this slope has length n2. Every M ∈ k((t))[∆] can be written
as M =

∑
i>>−∞ t

iM(i) where the M(i) ∈ k[∆] are polynomials of bounded
degree. We want to find L1, L2 ∈ k((t))[∆] with L1L2 = L; L1(0) is monic
of degree n2 − n1 = n2; L1(i) has degree less than n2 for i > 0. Using that
∆t = t∆ + 1

a t
b+1, one finds for every index k an equation of the form

∑
i+j=k

L1(i)L2(j) + “lower terms” = L(k)

Here “lower terms” means terms coming from a product L1(i)L2(j) with i+j <
k. The form of the exhibited formula uses strongly the fact that b > 0. It
is clear now that there is a unique solution for the decomposition L = L1L2.
We then normalize L,L1, L2 again to be monic elements of k((t))[δ]. Consider
the automorphism τ of k((t))[δ] which is the identity on k((z))[δ] and satisfies
τ(t) = ζt where ζ is a primitive ath root of unity. Since the decomposition is
unique, one finds τLi = Li for i = 1, 2. This implies that the Li are in k((z))[δ].
This finishes the proof of the theorem in this special case.

(3) The bijective map φ : k((z))[δ]→ k((z))[δ], given by φ(
∑
aiδ

i) =
∑

(−δ)iai
is an anti-isomorphism, i.e. φ is k((z))-linear and φ(L1L2) = φ(L2)φ(L1). Using
this φ and (1),(2) one finds another new case of the theorem, namely: Suppose
that N(L) = P1 +P2 where P2 has only one slope and this slope is the minimal
slope (≥ 0) of L. Then there is a unique decomposition L = L1L2 with the
properties stated in theorem.

(4) Existence in the general case. The smallest slope s ≥ 0 of L belongs either
to P1 or P2. Suppose that it belongs to P1 (the other case is similar). According
to (1) and (2) we can write L = AB with A,B monic and such that A has only
s as slope and B does not have s as slope. By induction on the degree we may
suppose that B has a decomposition B = B1B2 with N(B2) = P2 and B1, B2

monic. Then L1 := AB1 and L2 := B2 is the required decomposition of L.

(5) The unicity. Suppose that we find two decompositions L = L1L2 = L̃1L̃2

satisfying the properties of the theorem. Suppose that the smallest slope s ≥ 0
of L occurs in P1. Write L1 = AB and L̃1 = ÃB̃ where A and Ã have as
unique slope the minimal slope of L and where B, B̃ have no slope s. Then
L = ABL2 = ÃB̃L̃2 and the unicity proved in (1) and (2) implies that A = Ã
and BL2 = B̃L̃2. Induction on the degree implies that B = B̃ and L2 = L̃2.
This finishes the proof of the first part of the theorem.

(6) There is an exact sequence of k((z))[δ]-modules

0→ D/DL1
.L2→ D/DL π1→ D/DL2 → 0
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corresponding to the decomposition L = L1L2. It suffices to show that π1 splits.
There is also a decomposition L = L̃2L̃1 with N(L̃i) = Pi. This gives another
exact sequence

0→ D/DL̃2
.L̃1→ D/DL π2→ D/DL̃1 → 0

It suffices to show that

ψ : D/DL̃2
.L̃1→ D/DL π1→ D/DL2

is an isomorphism. Since the two spaces have the same dimension, it suffices to
show that ψ is injective. Let A ∈ D have degree less than d = the degree of
L2 and L̃2. Suppose that AL̃1 lies in DL2. So AL̃1 = BL2. We note that L̃1

and L2 have no slopes in common. This means that N(A) must contain N(L2).
This implies that the degree of A is at least d. This contradicts our hypothesis.
�

Examples 3.49 1. We consider the operator L(y) = zδ2 + δ + 1 of Example
3.46. One sees from Figure 3.1 that the Newton polygon of this operator is
the sum of two special polygons P1, having a unique slope 0, and P2, having a
unique slope 1. Using the notation of part (1) of the proof Theorem 3.48, we
have that n1 = 1 and m = 0. We let

L1 = L1(0) + zL1(1) + · · ·
L2 = L2(0) + zL2(1) + · · ·

where L1(0) is monic of degree 1, the L1(i) have degree 0 for i > 0 and L2(0) = 1.
Comparing the coefficients of z0 in L = L1L2 we have that

L1(0)L2(0) = L1(0) = δ − 1 .

Comparing coefficients of z1 we have that

L1(0)(δ + 1)L2(1)(δ) + L1(1)(δ)L2(0)(δ) = δL2(1)(δ) + L1(1) = δ2 .

This implies that L2(1) = δ and L1(1) = 0. One can show by induction that
L1(i) = L2(i) = 0 for i ≥ 2. This yields the factorization given in Example 3.46.

2. We consider the operator

L = δ2 + (
1
z2

+
1
z
)δ +

1
z3
− 2
z2

.

The Newton polygon of this operator can be written as the sum of two special
polygons P1 and P2 (see Figure 3.2).

The polygon P1 has minimal slope 1 so, using the notation of part (2) of the
proof Theorem 3.48, we have that a = b = 1 and t = z. Letting ∆ = zδ we have
that

L =
1
z
∆2 + (

1
z3

+
1
z2
− 1
z
)∆ +

1
z3
− 2
z
.
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Figure 3.2: Newton Polygons for Example 3.49.2.

Dividing by z to make this operator monic, we now consider the operator

L̃ = ∆2 + (
1
z

+ 1− z)∆ +
1
z
− 2

whose Newton polygon is given in Figure 3.3.
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Figure 3.3: Newton Polygon for L̃

We write L̃ = L1L2 where

L1 = L1(0) + zL1(1) + z2L1(2) + · · ·
L2 = z−1L2(−1) + L2(0) + zL2(1) + · · ·

where L1(0) has degree 1 (i.e., L1(0) = r∆ + s), L1(i) is constant for i > 0 and
L1(−1) = 1. Composing and equating coefficients of powers of z we get

r∆ + s = ∆ + 1 coefficients of z−1

−r + (∆ + 1)L2(0) + L1(1) = ∆2 + ∆− 2 coefficients of z0

(∆ + 1)L2(1) + L1(1)L2(0) + L1(2) = −∆ coefficients of z1

These imply that r = s = 1, L2(0) = ∆, L1(1) = −1 and L2(1) = L1(2) = 0.
One can show by induction that L2(i) = L2(i+ 1) = 0 for i > 1. This gives a
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factorization L̃ = (∆ + 1− z)(∆ + z−1). We therefore have that L =

δ2 + (
1
z2

+
1
z
)δ +

1
z3
− 2
z2

=
1
z
∆2 + (

1
z3

+
1
z2
− 1
z
)∆ +

1
z3
− 2
z

= z−2(∆2 + (
1
z

+ 1− z)∆ +
1
z
− 2)

= z−2(∆ + 1− z)(∆ + z−1)
= z−2(zδ + 1− z)(zδ + z−1)
= z−2(zδ + 1− z)z(δ + z−2)
= z−2(z2δ + z)(δ + z−2)
= (δ + z−1)(δ + z−2)

This gives a factorization of L. �

Theorem 3.48 allows us to factor linear operators whose Newton polygons
have at least two slopes. We now turn to operators with only one positive slope
s. Write as before s = b

a with g.c.d(a, b) = 1 and a, b ∈ Z; a, b > 0. We
make the field extension k((t)) ⊃ k((z)) with ta = z and we write ∆ = tbδ.
After normalization we may assume that L is monic with respect to ∆. Write
L =

∑
i≥0 t

iL(i)(∆) where the L(i) are polynomials in ∆ such that L(0) is
monic of degree n and the L(i) have degree less than n for i �= 0. The following
result is a restatement of Hensel’s Lemma for irregular differential operators.

Proposition 3.50 Suppose (using the above notation) that L ∈ k[[t]][∆] is
monic of degree n. Suppose that L(0) ∈ k[∆] factors into relative prime monic
polynomials L(0) = PQ. Then there is a unique factorization L = AB with
A,B monic and A(0) = P,B(0) = Q. Moreover

k((t))[δ]/k((t))[δ]L ∼= k((t))[δ]/k((t))[δ]A ⊕ k((t))[δ]/k((t))[δ]B .

Proof. Write A =
∑

i≥0 t
iA(i);B =

∑
j≥0 t

jB(j). Then

AB =
∑
m≥0

tm(
∑

i+j=m

A(i)B(j) + “lower terms” ) =
∑
m≥0

tmL(m)

Again “lower terms” means some expression involving A(i) and B(j) with i+j <
m. Clearly one can solve this set of equations, using that A(0) and B(0) are
relatively prime, step by step in a unique way. This proves the first part of the
proposition. The second part is proved as in Theorem 3.48. �

Remark 3.51 The hypothesis that s > 0 is crucial in Proposition 3.50. If
s = 0, then the point zero is a regular singular point and the exhibited equation
in the proof of Proposition 3.50 becomes AB =∑

m≥0

zm(
∑

i+j=m

A(i)(δ + j)B(j)(δ) + “lower terms” ) =
∑
m≥0

zmL(m)
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In order to proceed, one needs to assume that A(0)(∆ + j) and B(0)(∆) are
relatively prime for j = 0, 1, 2, . . .. With this assumption, one can state a result
similar to the Hensel Lemma for regular singular points given in the previous
section. �

Examples 3.52 1. Consider the operator L̃ = δ2 − 3
2δ + 2z−1

4z whose Newton
polygon is given in Figure 3.4.
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Figure 3.4: Newton Polygon for Example 3.52.1

Using the above notation, we have that t2 = z and ∆ = tδ. Rewriting L̃ in
terms of t and ∆, we have L̃ = 1

t2L where

L = ∆2 − 2t∆ +
1
4
(2t2 − 1)

= L(0) + tL(1) + t2L(2)

= (∆2 − 1
4
) + t(−2∆) + t2(

1
2
)

Since ∆2 − 1
4 = (∆ + 1

2 )(∆ − 1
2 ) we can apply Proposition 3.50. Let L1 =

∆ + 1
4 + tL1(1) + t2L1(2) + · · · and L2 = ∆ − 1

4 + tL2(1) + t2L2(2) + · · · .
Comparing the powers of t in L = L1L2, the coefficients of t0 and t2 are resp.

L1(1)(∆− 1
2 ) + L2(1)(∆ + 1

2 ) = −2∆
L2(2)(∆− 1

2 ) + L1(2)(∆− 1
2 ) + L1(1)L2(1) + 1

2L2(1) = 1
2

Therefore L1(1) = L2(1) = −1 and L1(2) = L2(2) = 0. One sees that this
implies that L1(i) = L2(i) = 0 for all i ≥ 2. Therefore

L̃ =
1
t2
L

=
1
t2

(∆ +
1
2
− t)(∆− 1

2
− t)

=
1
t2

(tδ +
1
2
− t)t(δ − 1− 1

2t
)

= (δ − 1
2

+
1
2t

)(δ − 1− 1
2t

)
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2. We consider the Airy equation y′′ − zy = 0 mentioned in Example 3.33. We
wish to consider the behavior at infinity so we make the change of variable t = 1

z

and write the resulting equation in terms of δ = t ddt . This yields the equation

L̃ = δ2 − δ − 1
t3

which has Newton polygon given in Figure 3.5.
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Figure 3.5: Newton Polygons for Example 3.52.2

The unique slope is 3
2 so we let τ = t1/2 and ∆ = τ3δ. Rewriting L̃ in terms

of τ and ∆ we have that L = τ−6∆2 − 1
2τ
−3∆ − τ−6. Dividing by τ−6 yields

the equation

L = ∆2 − 1
2
τ3∆− 1

Since L(0) = ∆2−1 we may write L = L1L2 where L1 = (∆−1)+ τL1(1)+ · · ·
and L2 = (∆ + 1) + τL2(1) + · · · . Composing these operators and comparing
coefficients of powers of τ shows that L1(1) = L1(2) = L2(1) = L2(2) = 0.
Therefore

L̃ = τ−6(∆− 1 + τ3(. . .))(∆ + 1 + τ3(. . .))
= (δ − τ−3 + · · · )(δ + τ−3 + nonnegative powers of τ )

The form of the last factor shows that the Airy equation has a solution in Rz3/2 .
Reversing the roles of ∆ + 1 and ∆ − 1 shows that it also has a solution in
R−z3/2 . This verifies the claim made in Exercise 3.33. �

In order to factor a general L as far as possible, one uses the algebraic closure
k of k and fractional powers of z. Suppose that L has only one slope and that
this slope is positive. If Proposition 3.50 does not give a factorization then L(0)
must have the form (∆ + c)n for some c ∈ k∗ (note that c �= 0 since L(0) must
have at least two terms). This implies that the original Newton polygon must
have a point of the form (1,m) on its boundary, that is on the line bx− ay = 0.
Therefore, a = 1 and ∆ = zbδ in this case. One makes a change of variables
δ �→ δ+cz−b. One then sees that the Newton polygon N ′ of the new equation is
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contained in the Newton polygon N of the old equation. The bottom edge of N ′

contains just one point of N and this is the point (n, bn) which must be a vertex
of N ′. Therefore, the slopes of N ′ are strictly less than b. If no factorization,
due to Theorem 3.48 or Proposition 3.50 occurs then L has again only one slope
and this slope is an integer b′ with 0 ≤ b′ < b. For b′ = 0 one stops the process.
For b′ > 0 one repeats the method above. The factorization of L stops if each
factor L̃ satisfies:

There is an element q ∈ t−1k′[t−1], where k′ is a finite extension
of k and tm = z for some m ≥ 1, such that L̃ has only slope zero
with respect to δ− q. This can be restated as L̃ ∈ k′[[t]][(δ− q)] and
L̃ is monic in (δ − q).

Example 3.53 Consider the operator

L = δ2 +
4 + 2z − z2 − 3z3

z2
δ +

4 + 4z − 5z2 − 8z3 − 3z4 + 2z6

z4

whose Newton polygon is given in Figure 3.6.
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Figure 3.6: Newton Polygons for Example 3.53

Since this has only one slope and this is 2, we let ∆ = z2δ. Rewriting
the equation in terms of ∆ and dividing by a suitable power of z to make the
resulting operator monic we have that L(0) = (∆+2)2. We then let δ′ = δ+2z−2

and have

L = (δ′)2 +
2− z − 3z2

z
δ′ +

1− 2z − 3z2 + 2z4

z2
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whose Newton polygon is given in Figure 3.6. Rewriting this operator in terms
of ∆′ = zδ′ and making the resulting operator monic, one has that L(0) =
(∆′ + 1)2, Therefore we continue and let δ′′ = δ′ + z−1. One then has

L = (δ′′)2 − (3z + 1)δ′′ + 2z2 .

This operator is regular and can be factored as L = (δ′′ − (2z + 1))(δ′′ − z).
Therefore

L = (δ +
2

2z2
+

1
z
− (2z + 1))(δ +

2
2z2

+
1
z
− z)

�

We continue the discussions in Remarks 3.37 and Observations 3.38, con-
cerning the classification of differential modules over more general differential
fields than C((z)). Let, as before, k be any field of characteristic 0 and let k((z))
be the differential field with derivation δ = z d

dz . A finite field extension K of
k((z)) is again presented as K = k′((t)) with k ⊂ k′ and t with tm = cz for
some non-zero c ∈ k′.
As in the case k((z)), a monic operator L ∈ K[δ], is called regular singular if we
have L ∈ k′[[t]][δ]. The Definition 3.9 of a regular singular differential module
is in an obvious way extended to the case of the more general field K. One can
show that this notion is equivalent to: M ∼= K[δ]/K[δ]L for a regular singular L.
As in Proposition 3.12, one shows that for a regular singular differential module
M over K there exists a basis {e1, . . . , en} of M over K such that the matrix
of δ with respect to {e1, . . . , en} is constant. In other words, the corresponding
matrix equation is δy = Ay with A a matrix with coefficients in k′. It is not easy
to decide when two equations δy = Aiy, i = 1, 2 with coefficients in k′ are equiv-
alent over K. In the case K = k((t)) with k algebraically closed and tm = z,
one chooses a set S ⊂ k of representatives of k/( 1

mZ). Any matrix equation
with constant coefficients, can be normalized into an equation δy = Ay where
the eigenvalues of the constant matrix A are in S. Two “normalized” equations
δy = Aiy, i = 1, 2 are equivalent over K = k((t)) if and only if A2 is a conjugate
of A1.

For the field K = C((t)) with tm = z, one associates to a matrix equation
with constant coefficients δy = Ay the matrix e2mπiA. This matrix (or its
conjugacy class) is called the topological monodromy of the equation (w.r.t. the
field K). Using Proposition 3.30, one can show that two equations δy = Aiy
with constant matrices Ai are isomorphic if and only if e2mπiA1 is a conjugate
of e2mπiA2 (see also Theorem 5.1).

For q ∈ t−1k′[t−1] we write E(q) for the k′((t))[δ]-module generated over k′((t))
by one element v such that δv = qv. Let M be a regular singular module with
cyclic vector e and minimal monic equation Le = 0 where L =

∑
aiδ

i. Then
M ⊗ E(q) has the cyclic vector e⊗ v.

The minimal monic equation for this cyclic vector is
∑
ai(δ − q)i. Fur-

thermore, for any operator of the form L =
∑
aiδ

i, the k′((t))[δ]-module
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k′((t))[δ]/k′((t))[δ]L is of the form M ⊗ E(q). In particular, this is true for
each L̃ described in the exhibited paragraph preceding Exercise 3.53. We can
now state

Theorem 3.54 Let L ∈ k((z))[δ] be a monic differential operator. There exist
a finite field extension k′ of k, an integer m ≥ 1, elements q1, . . . , qs ∈ t−1k′[t−1]
with tm = cz (some non-zero c ∈ k′) and L1, . . . , Ls ∈ k′((t))[δ] such that:

1. If i �= j then qi �= qj.

2. Li ∈ k′[[t]][δ − qi] and is monic in δ − qi.

3. L = L1 · · ·Ls.

Moreover one has that

k′((t))[δ]/k′((t))[δ]L ∼= ⊕Mi ⊗ E(qi)

where the Mi are regular singular k′((t))[δ]-modules.

Proof. The above methods allow one to factor L and give a factorization
L = R1 · · ·Ra that yields a direct sum decomposition k′((t))[δ]/k′((t))[δ]L =
⊕k′((t))[δ]/k′((t))[δ]Ri. According to the above discussion, each factor has the
form Nq ⊗ E(q) with Nq regular singular. The q’s need not be distinct. Let
{q1, . . . , qs} denote the distinct q’s occurring. Put Mi = ⊕q=qiNq. This proves
the second part of the theorem.

To prove the first part of the theorem, we let e be a cyclic vector of
k′((t))[δ]/k′((t))[δ]L annihilated by L and let e = e1 + · · · + es with each
ei ∈ Mi ⊗ E(qi). One sees that each ei is a cyclic vector of Mi ⊗ E(qi) and
that L(ei) = 0. If Ls is the minimal monic annihilator of es, then Ls must
divide L on the right. Furthermore, since (Mi ⊗ E(qi)) ⊗ E(−qs) is regular,
Proposition 3.16 implies that Ls(δ+ qi) is a regular operator and so is in k′[[t]].
Therefore Ls ∈ k[[t]][δ − qs]. An induction on s finishes the proof of the first
part of the theorem. �

Remarks 3.55 1. We have seen in Proposition 3.41 that the module M =
D/DL determines uniquely the direct sum decomposition Theorem 3.54 part
(2). In particular the qi and the dimensions di of the Mi (as vector spaces over
k′((t)) ) are determined by M . From this information one can reconstruct the
Newton polygon of L.

Indeed, Li has one slope, namely −v(qi) with length di = the order of Li. Since
N(L) = N(L1) + · · ·+N(Ls) one finds the following:

λ is a slope ofN(L) if and only if λ = −v(qi) for some i. Moreover
the length of the slope λ is equal to

∑
λ=−v(qi)

di.
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In particular, the Newton polygon of M does not depend on the choice of a
cyclic vector.

2. We also note that the methods described in this section yield an algorithm
to calculate the qi of Proposition 3.41. Moreover, these methods produce a set
of at most n such qi. More efficient algorithms are presented in the works of
Barkatou et al. [19, 20, 21, 23, 24], Chen [66], Della Dora et al. [83], Hilali et
al. [128, 129, 130, 131] van Hoeij [138], Pflügel [219, 220] and Tournier [280].
�

We end the chapter by noting that the formal classification of general linear
differential equations has a long history going back to the nineteenth century
with the works of Fuchs [103, 104] (see also [112, 113]) and Fabry [99], who
wrote down a fundamental set of local solutions of regular singular equations
and general linear equations, respectively. In the early twentieth century, Cope
[72, 73] also considered these issues. Besides the works of Deligne, Katz, Mal-
grange [186, 189] , Ramis and Turrittin (already mentioned), this problem has
been considered by Babbitt and Varadarajan [12], Balser et al. [17], Levelt [171],
Robba [247] and Wasow [300] (who attribute the result to Turrittin). The pa-
pers of Babitt-Varadarajan and Varadarajan [13, 297, 296] give a more detailed
exposition of the recent history of the problem.
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Chapter 4

Algorithmic Considerations

Linear differential equations over the differential field C((z)) (with C an alge-
braically closed field of characteristic 0, in particular C = C) were classified in
Chapter 3. When the standard form of such a differential equation is known,
then its Picard-Vessiot ring, its differential Galois group, the formal solutions
etc. are known. The methods of Chapter 3 have been transformed into al-
gorithms and are implemented. In this chapter we consider “global” linear
differential equations, i.e., equations over the differential field C(z). Here C is a
field of characteristic 0 and the differentiation on C(z) is the usual one, namely
f �→ f ′ = df

dz . We furthermore assume that there are algorithms to perform the
field operations in C as well as algorithms to factor polynomials over C(z) (see
[102], [233] for a formalization of this concept). Natural choices for C are Q,
any number field or the algebraic closure of Q.

It is no longer possible to transform any linear differential equation over C(z)
into some standard equation from which one can read off its Picard-Vessiot ring,
its differential Galois group etc. Instead we will present algorithmic methods to
find global solutions which are rational, exponential or Liouvillian. Factoring
linear differential operators over C(z) is in fact the main theme of this chap-
ter. One has to distinguish between “theoretical” algorithms and efficient ones.
Especially the latter category is progressing quickly and we will only indicate
some of its features. We observe that the language of differential operators and
the one of differential modules (or matrix differential equations) have both their
advantages and disadvantages. In this Chapter we choose between the two for
the purpose of simplifying the exposition.

The last part of this Chapter is concerned with the inverse problem for finite
groups. An effective algorithm is explained which produces for a representation
of a finite group a corresponding differential equation.

105
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4.1 Rational and Exponential Solutions

Rational Solutions

Let

L = ∂n + an−1∂
n−1 + · · ·+ a0 (4.1)

be a linear differential operator with coefficients in C(z) and ∂ = d
dz . The

problem of finding the solutions y ∈ C(z) of L(y) = 0 has a simpler analogue
namely, finding solutions a ∈ Q of p(z) = anz

n + · · ·+ a0 = 0, p(z) ∈ Z[z]. If a
is written as u

v with u, v ∈ Z and (u, v) = 1, then u divides a0 and v divides an.
This obviously solves this problem. Consider a nonzero solution y = u

v , with
u, v ∈ C[z] and (u, v) = 1, of the differential equations any(n) + · · · + a0y = 0
with ai ∈ C[z], an �= 0. This equation is regular at any point c ∈ C (i.e., the
algebraic closure of C) which is not a root of an. Hence y has no pole at such
point c. It follows that any irreducible factor q of v is a divisor of an. The
problem that we have to solve is to determine the exact power qm which divides
v. As an example, the equation zy′ + 5y = 0 has solution z−5.

More generally, consider the equation y(n) + an−1y
(n−1) + · · · + a1y

(1) +
a0y = 0 where some of the an−1, . . . , a0 ∈ C(z) have a pole at 0. Now we
make a calculation in the differential field C((z)) and write y = u

v = zα +
· · · (where α ∈ Z has to be found) and ai =

∑
m≥αi

ai,mz
m for i = 0, . . . , n

(where an = 1) for their Laurent series. We consider among the Laurent series
y(n), an−1y

(n−1), . . . , a1y
(1), a0y the ones with (potentially) the smallest order

at 0 (this does not depend on α). The sum of the leading coefficients of these
Laurent series must be zero. This yields an equation∑

i∈S
ai,αiα(α− 1) · · · (α− i+ 1) = 0,

where the sum is taken over the subset S of {0, . . . , n} corresponding to the
selected Laurent series. I(T ) :=

∑
i∈S ai,αiT (T − 1) · · · (T − i + 1) is called

the indicial polynomial of the equation at 0. This polynomial is nonzero and
its roots (in an algebraic closure of C) are called the local exponents of the
equation at 0. We conclude that the possible values m > 0 for the exact power
zm dividing v are the negative integers −m with I(−m) = 0.

Now we perform a similar calculation at∞. This means that we work in the
Laurent series field C((z−1)) and develop the putative solution y = u

v ∈ C(z)∗

and the a0, . . . , an as Laurent series in the variable z−1. The Laurent series of
y in z−1 has the form y = zα + ∗zα−1 + · · · with α = degz v − degz u. There
results an indicial polynomial equation for∞ of which α is a root. We conclude
that the possible values for degz v − degz u are found.

We suppose now that the largest possible denominator ṽ of the putative solu-
tion y has been found. Then for the degree of the numerator u there are finitely
many possibilities. One chooses again the largest possibility d, and writes u as a
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polynomial u0 +u1z+ · · ·+ud−1z
d−1 +udz

d with yet unknown coefficients. The
differential equation for y translates into a set of homogeneous linear equations
for u0, . . . , ud. Let U denote the C-linear subspace of polynomials u of degree
≤ d satisfying these linear equations. Then {uṽ |u ∈ U} is the C-vector space of
all solutions y ∈ C(z) of our differential equation.

Therefore the algorithm will be completed once we have generalized the
above example of a power of z dividing the denominator to the case of a monic
irreducible q ∈ C[z]. Further we are also interested in the solutions y in the
field C(z). Propositions 4.1 and 4.3 give the formalities of this approach.

Let an irreducible monic polynomial q ∈ C[z] be given. One associates to
q a map vq : C(z) → Z ∪ {∞} by vq(0) = ∞ and vq(f) = m if f �= 0 can be
written as f = a

b q
m where a, b ∈ C[z], (a, q) = (b, q) = 1 and m ∈ Z. This map

is called a discrete valuation of C(z) over C. The map v∞ : C(z) → Z ∪ {∞}
defined by v∞(0) = ∞ and v∞(ab ) = degz b − degz a for a, b ∈ C[z], a, b �= 0,
is also a discrete valuation of C(z) over C. The integers vq(f) and v∞(f) for
f ∈ C(z)∗ are called the order of f at the place q and the order of f at infinity .
The above examples are in fact all discrete valuations of C(z) over C. One can
complete the field C(z) with respect to any discrete valuation. The resulting
fields will be denoted by kq or k∞ ([169], Ch.XII). For q = z − a with a ∈ C,
this completion is easily seen to be the field of formal Laurent series C((z− a)).
Further k∞ = C((z−1)) . For a q of degree > 1 the field kq is isomorphic to
k′((t)) with k′ = C[z]/(q) and t an indeterminate. The derivation on C(z)
uniquely extends to a continuous derivation on kq and on k∞. The elements
f ∈ kq can also be uniquely represented as an infinite sum

fmq
m + fm+1q

m+1 + · · ·

where each fi ∈ C[z] satisfies degz fi < degz q. This is called the q-adic expan-
sion of f . One sees by induction that

f (j) = ujq
m−j + · · ·

where uj ≡ m(m−1) . . . (m−j+1)fn ·(q′)j mod q. Since fn and q′ are relatively
prime to q, we see that uj �= 0 if m < 0. The elements of the completion at
infinity k∞ = C((z−1)), can uniquely be written as infinite sums

f = fmz
m + fm−1z

m−1 + · · ·

where the fi are constants and this is called the expansion at infinity of f . For
the jth-derivative of f one has the formula

f (j) = m(m− 1) · · · (m− j + 1)fmzm−j + · · ·

We begin by describing the C-space of solutions of Ly = 0 in C(z).

Proposition 4.1 Let L = ∂n + an−1∂
n−1 + · · · + a0 be a linear differential

operator with coefficients in C(z). One can find, in a finite number of steps, a
C-basis of V , the space of solutions in C(z) of Ly = 0.
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Proof. For convenience of notation, we let an = 1. Let y �= 0 be a putative
solution of Ly = 0 and let q be a monic irreducible element of C[z]. We let

y = yαq
α + . . .

ai = ai,αiq
αi + · · ·

be the q-adic expansions of y and the ai. We are only interested in the case
α < 0. As remarked before this implies that q divides the denominator of
some ai. Thus the finite set of q’s that we have to consider is known. For
each q we have to find the possibilities for the exact power of q dividing the
denominator of y. As before, we consider the q-expansions of the elements
y(n), an−1y

(n−1), . . . , a0y with lowest order. The sum of their leading coefficients
must be 0, since L(y) = 0. Thus for some subset S of {0, 1, . . . , n}, independent
of α one has∑

i∈S
ai,αiα(α− 1) · · · (α− i+ 1)yα(q′)i ≡ 0 mod q .

Dividing by yα and replacing α by T yields a nonzero polynomial

I(T ) :=
∑
i∈S

ai,αiT (T − 1) · · · (T − i+ 1)(q′)imod q = 0 ∈ C[z]/(q)[T ]

called (as before) the indicial polynomial of L at the place q. The roots of
the indicial polynomial (in an algebraic extension of C[z]/(q)) are called (as
before) the local exponents of L at the place q. We conclude that the negative
integer α should be a root of the indicial polynomial. The assumption on the
field C guarantees that one can calculate the possible α ’s. This completes the
exposition of the algorithm. We note that in case the indicial polynomial for
some q has no negative integer as root, then there are no rational solutions �= 0
of L. �

Exercises 4.2 Polynomial and rational solutions
1. Find a basis of the space of polynomial solutions of

y′′′ − z2 + 4z
z2 + 2z − 2

y′′ +
2z + 4

z2 + 2z − 2
y′ − 2

z2 + 2z − 2
y = 0

2. Find a basis of the space of rational solutions of

y′′ +
4

(z + 1)
y′ +

2
(z + 1)2

y = 0

3. Let L be as in Proposition 4.1 and f ∈ C(z). Modify the method given in
Proposition 4.1 to show how one can decide if Ly = f has a solution in C(z)
and find one if it does. �
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We shall now show that the C-vector space V of solutions of Ly = 0 in C(z)
has a C-basis of elements in C(z). This follows from the general result

Proposition 4.3 Let K be a differential field of characteristic zero with subfield
of constants C. Consider a linear differential operator L = ∂n + an−1∂

n−1 +
· · ·+ a0 over K and let V ⊂ K denote the C-vector space of the solutions of L
in K. Let C be an algebraic closure of C and let V ⊂ CK be the solution space
of L on CK. The natural C-linear map C ⊗C V → V is an isomorphism.

Proof. Let v1, . . . , vm be a C-basis of V . There exists a c ∈ C such that
K(v1, . . . , vm) ⊂ K(c). Let [K(c) : K] = t. For each i, 1 ≤ i ≤ m, there exist
vi,j ∈ K such that vi =

∑t−1
j=0 vi,jc

j . Since 0 = L(vi) =
∑t−1

j=0 L(vi,j)cj , we
have that the vi,j span V and therefore, V has a basis in K. Corollary 1.13
implies that any C-basis of V remains linearly independent over C. Therefore
dimC V = dimC V . �

Exercise 4.4 Inhomogeneous equations. Let L be as in Proposition 4.3 and
f ∈ K. Show that Ly = f has a solution in CK if and only if it has a solution
in K. Hint: CK is an algebraic extension of K. Consider for a solution y ∈ CK
of Ly = f all its conjugates. �

Remarks 4.5 1. A C-structure on a vector space W over C is a C-subspace
W0 of W such that W = C⊗CW0. The previous proposition gives a C-structure
on V . In [126], the authors show how one can put a C-structure on the entire
solution space contained in a Picard-Vessiot extension of C(z) associated with a
linear differential equation with coefficients in C(z). This is used to understand
the smallest subfield of C(z) needed when one is searching for a solution of the
Riccati equation (c.f., Definition 4.6) in C(z). We note that Proposition 4.3 also
appears in [57] and [126].

2. The algorithm in the proof of Proposition 4.1 can be improved in several ways.
For example, there are more efficient algorithms to find polynomial solutions of
linear differential equations. These and related matters are discussed in [2], [4],
[5], [57].

3. In many situations one is given a system Y ′ = AY of differential equations
where A is an n × n matrix with coefficients in C(z) and asked to determine
a basis for all solutions in C(z)n. In theory, by finding a cyclic vector, one
can reduce this problem to finding all solutions of an associated scalar equation
Ly = 0 in C(z) but finding this associated equation can be costly. An algorithm
to find rational solutions of the system Y ′ = AY directly has been given by
Barkatou [22] and Abramov-Bronstein [3]. �

Exponential Solutions
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We will keep the following notations. k is a differential field of characteristic 0
and let C be its field of constants. Fix L = ∂n+an−1∂

n−1+ · · ·+a0 ∈ k[∂] and a
Picard-Vessiot extension K for L over the field Ck. Let V := {y ∈ K| L(y) = 0}
be the solution space of L in K and write G ⊂ GL(V ) for the differential
Galois group of L. A nonzero element y ∈ V ⊂ K with L(y) = 0 is called an
exponential solution of L if u := y′

y lies in Ck. We will sometimes write, as a
formal notation, y = e

�
u. Our aim is to compute the exponential solutions. We

begin by reviewing some facts concerning the Riccati equation (c.f., Remarks
3.20). Let y, u ∈ K satisfy y′ = uy. Formally differentiating this identity yields
y(i) = Pi(u, u′, . . . u(i−1))y where the Pi are polynomials with integer coefficients
satisfying P0 = 1 and Pi = P ′i−1 + uPi−1. Furthermore, y �= 0 satisfies Ly = 0
if and only if u := y′

y satisfies

R(u) = Pn(u, . . . , u(n−1)) + an−1Pn−1(u, . . . , u(n−2)) + · · ·+ a0 = 0 (4.2)

Definition 4.6 Equation (4.2) is called the Riccati equation associated with
Ly = 0. �

Exercise 4.7 Riccati Equations. 1. Show that v ∈ Ck is a solution of the
Riccati equation if and only if ∂−v is a right hand factor of L (i.e., L = L̃◦(∂−v)
for some L̃).

2. Show that v ∈ K is a solution of the Riccati equation if and only if there is
a y ∈ V ⊂ K, y �= 0 with y′/y = v. �

The following gives the group theoretic interpretation of exponential solu-
tions of a linear differential equation. Recall that a character of an algebraic
group G over C is a homomorphism χ : G→ C

∗
of algebraic groups.

Lemma 4.8 With the above notations one has:

1. An element y ∈ V ⊂ K, y �= 0 is an exponential solution if and only if
there is a character χ of G such that σ(y) = χ(σ)y for all σ ∈ G.

2. If u ∈ Ck is a solution of the Riccati equation then for some character χ
there is a y ∈ Vχ := {v ∈ V | σ(y) = χ(σ)y for all σ ∈ G} such that y �= 0
and y′/y = u.

3. The G-invariant lines of V are in a one-to-one correspondence with the
solutions u ∈ Ck of the Riccati equations.

4. The Riccati equation has an infinite number of solutions in Ck if and only
if, for some χ, dimC Vχ ≥ 2. Furthermore, if the Riccati equation has
finitely many solutions in Ck then the number of solutions is at most n.



4.1. RATIONAL AND EXPONENTIAL SOLUTIONS 111

5. Let y1, y2 ∈ V be two nonzero exponential solutions. Put ui = y′i
yi

. Then
y1, y2 belong to the same Vχ if and only if y1

y2
∈ Ck. The latter is also

equivalent to u1 − u2 has the form f ′
f for some f ∈ Ck, f �= 0.

Proof. 1. Consider any σ ∈ G. The element y′/y ∈ Ck is invariant under G
and thus (σ(y)/y)′ = 0. Therefore, there is a cσ ∈ C such that σ(y) = cσy.
Clearly, σ �→ cσ is a character. Conversely, if σ(y) = χ(σ)y for all σ ∈ G, then
y′/y is left fixed by G and so must be in Ck.
2. According to Exercise 4.7 u = y′

y for some nonzero element y of V . Now
apply part 1.
3. The condition y ∈ Vχ for some character χ of G is clearly equivalent to Cy
being a G-invariant line. Now use 1. and 2.
4. Let χ1, . . . , χs denote the distinct characters of G such that the vector space
Vχj is �= 0. It is easily seen that the sum

∑s
i=1 Vχi is a direct sum. Using 3.,the

statements easily follow.
5. y1, y2 belong to the same Vχ if and only if y1

y2
is invariant under G. The

latter is equivalent to y1
y2
∈ Ck and again (by logarithmic differentiation) with

u1 − u2 = f ′

f for some nonzero element f ∈ Ck. �

Now we specialize to the case k = C(z) and present an algorithm to find all
exponential solutions for L ∈ C(z)[∂].

Proposition 4.9 In addition to the above notations we suppose that k = C(z).

1. One can decide, in a finite number of steps, whether the Riccati equation
R(u) = 0 has a solution in C(z).

2. Suppose that the Riccati equation has solution(s) in C(z). Let χ1, . . . χs
denote the distinct characters of G such that Vχi �= 0. Then one can
calculate solutions {ui}i=1,...,s ∈ C(z) of the Riccati equation and for each
i a finite dimensional C-vector space Wi ⊂ C[z] containing C such that
for each i one has Vχi = yiWi, where yi ∈ K is the exponential solution
given by ui = y′i

yi
. Moreover ∪si=1{ui + w′

w |w ∈Wi, w �= 0} is the set of all
solutions in C(z) is the Riccati equation.

Proof. The idea of the proof is to solve the Riccati equation locally at every
singular point and then glue the local solutions to a global solution. We consider
first a local formal situation. Let 0 be a singular point of L. The solutions
u ∈ C((z)) of the Riccati equation of L can be derived from the classification
of formal differential equations of Chapter 3. More precisely, one writes u =∑
j≥2

cj

zj + r with r ∈ z−1C[[z]]. Then the “truncation” [u]0 :=
∑

j≥2
cj

zj of u
has the property that z[u]0 is an eigenvalue q ∈ Q, as defined in Definition 3.27,
which happens to lie in z−1C[z−1]. The Newton polygon method presented
in Chapter 3.3 actually computes the possibilities for these eigenvalues q (see
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Remarks 3.55). In Exercise 4.10 we outline how the Newton polygon techniques
can be specialized and simplified to give this result directly.

Next we consider a putative solution u ∈ C(z) of the Riccati equation. Let
S be the set of the singular points of L (possibly including ∞). For each α ∈ S,
one calculates the finitely many possibilities for the truncated Laurent expansion
[u]α at α. After choosing for each α one of these possibilities one has u = ũ+ r
where ũ =

∑
α∈S [u]α and the remainder r has the form

∑
α∈C

cα

z−α . One shifts
∂ to ∂ − ũ and computes the new operator L̃ := L(∂ − ũ).

We have now to investigate whether the Riccati equation of L̃ has a solution
r ∈ C(z) of the above form. For a singular point α ∈ S the coefficient cα
is seen to be a zero of the indicial polynomial of L̃ at α ( compare with the
case of rational solutions). At a regular point of L the putative solution u has
locally the form y′

y , where y �= 0 is a formal local solution of L. The order of
y at the regular point lies in {0, 1, . . . , n − 1} and thus cα ∈ {0, 1, . . . , n − 1}.
We note that it is, a priori, not possible to find the regular points α for L
where cα �= 0. After choosing for each singular point α a possibility for cα, the
putative r has the form r =

∑
α∈S

cα

z−α + F ′
F , where F is a polynomial in C[z].

The possible degree of F can be found by calculating a truncated local solution
of the Riccati equation of L̃ at ∞. Let d be a possible degree for F . Then one
puts F = f0 + f1z + · · · + fdz

d, with yet unknown coefficients f0, . . . , fd. The
Riccati equation for r translates into a linear differential equation for F , which is
equivalent to a system of homogenous linear equations for f0, . . . , fd. This ends
the algorithm for the first part of the proposition. In trying all possibilities for
the truncations [u]α and the coefficients cα for the singular points one obtains
in an obvious way the second part of the proposition. �

Exercise 4.10 Rational solutions of the Riccati equation.
In Proposition 4.9 we made use of the Newton polygon to find the possibilities
for the truncation [u]α of a rational solution u of the Riccati equation at the
singular point α. In this exercise, the Newton polygon method is adapted to
the present situation (c.f., [268]). For convenience we suppose that C = C.

1. Let u ∈ C(z).
(i) Let u = cz−γ + · · · ∈ C((z)) with c ∈ C∗, γ ≥ 1. Use the relation
Pi+1 = P ′i + uPi to show that:

(a) If γ > 1, then Pi(u, u′, . . . , u(i−1)) = ciz−iγ + · · · .
(b) if γ = 1, then Pi(u, u′, . . . , u(i−1)) =

∏i−1
j=0(c− j)z−i + · · · .

(ii) Find the translation of (i) at the point ∞. In other words, u is now consid-
ered as an element of C((z−1)).

2. Let L be as in Equation 4.1 and let R(u) :=
∑n

i=1 aiPi = 0 be the associated
Riccati equation. Let u ∈ C(z) be a putative solution of R(u) = 0 and let
u = cz−γ + · · · ∈ C((z)), with c ∈ C∗ and γ > 1, be its Laurent expansion.
Derive from R(u) = 0 and part 1. an equation for γ and c. Show that there are
only finitely many possibilities for cz−γ.
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3. Choose a possible term cz−γ from part 2. Indicate how one can find a possible
truncations [u]0 of solutions u = cz−γ + · · · ∈ C((z)) by repeating part 2. Hint:
Replace the operator L =

∑
ai∂

i by L̃(∂) = L(∂ + cz−γ).

4. Indicate how one can change the operator L into one or more operators L̃
such that the problem of finding rational solutions of the Riccati equation of L
is translated into finding rational solutions of the Riccati equation of L̃ having
the form u = p+

∑
uα/(z − α) where uα, α ∈ C and p ∈ C[z].

Now we concentrate on finding solutions u of R(u) = 0 having this form. Sup-
pose that α ∈ C is a pole of some ai, i.e., a singular point of L. Find an equation
for uα (this is again an indicial equation) and show that there are only finitely
many possibilities for uα. Show that one can modify L such that the putative
u has the form u = P ′/P + p where P, p ∈ C[z] and P has no roots in common
with a denominator of any ai.

5. Use 1.(ii) and calculations similar to those in 2., to produce finitely many
possibilities for the polynomial p. Modify the operator L such that u = P ′/P .
Now use Proposition 4.1 to find the polynomial solutions of the modified linear
differential equation. �

Note that the proof of Proposition 4.9 (or the above exercise) implies that
a solution u of the Riccati equation must be of the form

u =
P ′

P
+Q+

R

S
(4.3)

where P,Q,R, S ∈ C[z], the zeroes of S are singular points and the zeroes of
P are nonsingular points. We can therefore select S to be a product of the
irreducible factors of the denominators of the ai and so have it lie in C[z]. The
next examples show that, in general, one cannot assume that P,Q,R ∈ C[z].

Examples 4.11 1. The functions
√
z − i,

√
z + i (with i2 = −1) form a basis

of the solution space of y′′− 1
z2+1y

′+ 1
4(z2+1)y = 0. One then sees that the only

solutions in Q(z) of the associated Riccati equation are z±i
2z2+2 . Thus the above

R does not lie in Q[z].

2. The functions (z + i)eiz, (z − i)e−iz form a basis of the solution space of
y′′− 2

z y
′+ y = 0. The only solutions in Q(z) of the associated Riccati equation

are { 1
z+i + i, 1

z−i − i}. Thus the above P and Q do not belong to Q[z]. �

The algorithm in Proposition 4.9 goes back to Beke [28] (see also [254],
§177). There are two aspects that contribute to the computational complexity
of the above algorithm. The first is combinatorial. At each singular point one
selects a candidate for terms of degree less than or equal to −1. If one uses
the Newton polygon method described in Chapter 3, one generates at most
n distinct candidates, where n is the order of the differential operator (see
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Remarks 3.55). If there are m singular points then one may need to try nm

possibilities and test nm transformed differential equations to see if they have
polynomial solutions. The second is the apparent need to work in algebraic
extensions of C of large degree over C.

In [137], van Hoeij gives methods to deal with the combinatorial explosion in
this algorithm and the problem of large field extensions of C (as well as a similar
problem encountered when one tries to factor linear operators). The method
also avoids the use of the Gröbner basis algorithm. Roughly speaking it works
as follows. One makes a good choice of a singular point of the operator L and
a formal local right hand factor of degree 1 at this point. After a translation of
the variable (z �→ z + c or z �→ z−1) and a shift ∂ �→ ∂ + f with f ∈ C(z), the
operator L has a right hand factor of the form ∂− y′

y with an explicit y ∈ C[[z]].

Now one tries to find out whether y′

y belongs to C(z). Equivalently, one tries
to find a linear relation between y and y′ over C[z]. This is carried out by Padé
approximation. The method extends to finding right hand factors of higher
degree and applies in that case a generalization of the Padé approximation. This
local-to-global approach works very well in practice and has been implemented
in Maple V.5.

One can also proceed as follows (c.f., [56], [219]). Let α be a fixed singular point.
We may write a rational solution of the Riccati equation as

u = eα + fα

where eα =
anγ ,γ

(z−α)nγ + · · · + a1,γ

z−α and fα = b0,γ + b1,γ(z − α) + · · · . One can
calculate (at most) n possibilities for eα. We shall refer to eα as a principal part
at α. One then considers the new differential equation L̃(∂) = L(∂ − eα). The
term fα will be of the form y′/y for some power series solution y of L̃y = 0. One
can use the classical Frobenius algorithm to calculate (to arbitrary precision) a
basis y1, . . . , yt of these power series solutions. Since fα is a rational function,
one must decide if there are any constants c1, . . . , ct such that (c1y1+···+ctyt)

′

(c1y1+...+ctyt)
is

rational and such that eα + (c1y1+···+ctyt)
′

(c1y1+···+ctyt)
is a solution of the Riccati equation.

This can be done as follows.

One first calculates a bound N (see the next paragraph) on the degrees of
the numerators and denominators of possible rational solutions of the Riccati
equation. One then uses the first 2N + 1 terms of the power series expansions
of (c1y1+···+ctyt)

′

(c1y1+···+ctyt)
to find a Padé approximant f̃α [27] of (c1y1+···+ctyt)

′

(c1y1+···+ctyt)
and then

one substitutes eα+ f̃α into the Riccati equation and determines if there are any
ci that make this equation vanish. More concretely, given N , we may assume
that the value of c1y1 + · · ·+ ctyt at z = α is 1 and write

(c1y1 + · · ·+ ctyt)′

(c1y1 + · · ·+ ctyt)
= d0(c1, · · · , ct) + d1(c1, · · · , dt)(z − α)+

+ · · ·+ d2N (c1, · · · , ct)(z − α)2Nmod (z − α)2N+1
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where the d1, . . . , d2N are polynomials in the ci that can be calculated using the
power series expansions of the yi. One now must decide if there exist hi, gi such
that

f̃α =
hN (z − α)N + · · ·+ h0

gN (z − α)N + · · ·+ g0
= d0(c1, · · · , ct) + d1(c1, · · · , dt)(z − α)+

+ · · ·+ d2N (c1, · · · , ct)(z − α)2N mod (z − α)2N+1

Multiplying both sides of the above equation by gN(z − α)N + · · · + g0 and
comparing the first 2N + 1 powers of z − α yields a system S of polynomial
equations in the ci, gi, hi that are linear in the gi and hi but nonlinear in the
ci. Substituting u = eα + f̃α into the Riccati equation R(u) = 0, clearing
denominators and equating powers of z − α yields another system of nonlinear
polynomial equations S̃. One can then use Gröbner basis methods to decide if
there are ci such that the system S ∪ S̃ is solvable.

We now show how one can calculate a bound N on the degrees of the nu-
merator and denominator of a rational solution of the Riccati equation. At each
singular point α ∈ C one can calculate the possible principal parts. In particu-
lar, this allows one to find the possible integers nα and so bound the degrees of
R and S in Equation 4.3. At ∞, one can also calculate possible principal parts
e∞ = an∞,∞

tn∞ + . . .+ a1,∞
t where t = 1

z . This allows one to bound the degree of
Q in Equation 4.3. Note that the constant a1,∞ = degP −

∑
α a1,α. Therefore

once we have bounded (or determined) all the residues a1,α and a1,∞, we can
bound (or determine) the possible degrees of P in Equation 4.3. Therefore we
can find the desired bound N . Note that although we have had to calculate mn
principal parts, we have avoided the necessity of testing exponentially many
combinations.

Both the algorithm in Proposition 4.9 and the above algorithm are presented
in a way that has one work in (possibly large) extensions of C. Several ways
to minimize this are given in [56],[57], and [137]. The examples above show
that extensions of C cannot be avoided. For an even simpler example, let p(z)
be an irreducible polynomial over Q(z). The solutions of p(∂)y = 0 are of the
form eαz where α is a root of p(z) = 0. Therefore each solution of the Riccati
equation is defined over an extension of Q of degree equal to the order of p(∂).
Proposition 4.12 says that this is the worst that can happen.

Proposition 4.12 Let L be a linear differential operator of order n with coef-
ficients in C(z) and let R(u) = 0 be the associated Riccati equation.

1. If there are only a finite number of solutions of R(u) = 0 in C(z) then
each of them lies in a field of the form C0(z) where [C0 : C] ≤ n.

2. If R(u) = 0 has an infinite number of solutions in C(z) then there is a
solution in a field of the form C0(z) where [C0 : C] ≤ n

2 .
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Proof. We will let k = C(z) and use the notation of Lemma 4.8.
1. Let us assume that the Riccati equation has only a finite number of solutions.
In this case, Lemma 4.8 implies that there are at most n of these. The group
Aut(C/C) acts on C(z) and permutes these solutions. Therefore the orbit of
any solution of the Riccati equation has size at most n and so is defined over a
field of degree at most n over C.
2. One can prove this statement easily after introducing a Gal(C/C) action on
the solution space V ⊂ K of the differential operator L. This operator has a
regular point in C and for notational convenience we assume that 0 is a regular
point for L. Then W := {y ∈ C((z))| Ly = 0} is a C-vector space of dimension
n. The field C((z)) contains a Picard-Vessiot field for L over C(z), namely
the differential subfield generated over C(z) by all the elements of W . So we
may identify K with this subfield of C((z)). The natural map C ⊗C W → V ,
where V ⊂ K is the solution space V of L in K, is clearly bijective. The group
Gal(C/C) acts on C((z)) by σ(

∑
n>>−∞ anz

n) =
∑

n>>−∞ σ(an)zn. This
action induces on the subfield C(z) the natural action and the elements of W
are fixed. Hence the subfield K is invariant under this action. Moreover, the
action of Gal(C/C) on V is the one given by the isomorphism C ⊗C W → V .

Let χ1, . . . , χs denote the distinct characters of the differential Galois group
G such that the spaces Vχi are �= 0. By assumption and by Lemma 4.8 one of
these spaces, say Vχ1 , has dimension ≥ 2. The group Gal(C/C) permutes the
spaces Vχi . Therefore the stabilizer H ⊂ Gal(C/C) of Vχ1 is a closed subgroup
of index ≤ n/2. Let C0 ⊃ C denote the fixed field of H . Then [C0 : C] ≤ n/2
and the subspace Vχ1 is invariant under the action of H = Gal(C/C0). The
action of H on Vχ1 yields a 1-cocycle class in H1(Gal(C/C0),GLd(C)), where d
is the dimension of Vχ1 . This cohomology set is well known to be trivial ([260])
and it follows that Vχ1 has a basis of elements in C0⊗CW ⊂ C0((z)). For such
a basis element y one has y′

y ∈ C0((z)) ∩ C(z) = C0(z) as required. �

The above proposition appears in [126] and its proof applies to equations with
coefficients in C((z)) as well. In this case the Riccati equation will always have
a solution in a field whose degree over C((z)) is at most the order of L. In the
latter case, the result also follows from a careful analysis of the Newton polygon
or similar process (c.f., [83], [137], [171], [280]). Despite Proposition 4.12, we
know of no algorithm that, except in the case n = 2 (due to M. Berkenbosch [29]
and, independently, to M. van Hoeij, who has included it in his modification
and implementation of the Kovacic algorithm), will compute a rational solution
of the Riccati equation that guarantees that all calculations are done in a field
C0(z) with [C0 : C] ≤ n.
We end this section by noting that an algorithm for computing exponential
solutions of linear differential systems is given in [219].
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4.2 Factoring Linear Operators

Let a differential module M over the field C(z), or equivalently a matrix dif-
ferential operator ∂ − A over C(z), be given. One final goal for algorithmic
computations on M is to completely determine its Picard-Vessiot ring and its
differential Galois group. For the case C = C, many new questions arise, e.g.,
concerning monodromy groups, asymptotic behaviour, Stokes matrices etc. Here
we will restrict to the possibility of computing the Picard-Vessiot ring and the
differential Galois group.

Let Mm
n denote the tensor product M ⊗ · · · ⊗M ⊗M∗ ⊗ · · · ⊗M∗ (with

n factors M and m factors M∗, and M∗ denotes the dual of M). From the
Tannakian point of view, complete information on the Picard-Vessiot ring and
the differential Galois group is equivalent to having a complete knowledge of
all the differential submodules of finite direct sums of the Mm

n . Thus the basic
problem is to find for a given differential module M all its submodules. We
recall thatM has a cyclic vector and is therefore isomorphic to C(z)[∂]/C(z)[∂]L
for some monic differential operator L. The submodules of M are in one-to-
one correspondence with the monic right hand factors of L. Therefore the
central problem is to factor differential operators. We will sketch a solution
for this problem. This solution does not produce a theoretical algorithm for
the computation of the Picard-Vessiot ring and the differential Galois group.
Indeed, following this approach, one has to compute the submodules of infinitely
many direct sums of the modules Mm

n . Nonetheless, algorithms modifying this
approach have been given in [71] for the case when the differential Galois group
is known to be reductive. An algorithm for the general case is recently presented
in [140].

In order to simplify this exposition we will assume that C is algebraically
closed. Computing the rational solutions for a differential operator L ∈ C(z)[∂]
translates into finding the C-linear vector space {m ∈ M |∂m = 0}, where
M is the dual of the differential module C(z)[∂]/C(z)[∂]L. M.A. Barkatou and
E. Pflügel, [22, 24], have developed (and implemented in their ISOLDE package)
efficient methods to do this computation directly on the differential module
(i.e., its associated matrix differential equation) without going to a differential
operator by choosing a cyclic vector. Computing the exponential solutions of a
differential operator translates into finding the 1-dimensional submodules of M .
Again there is an efficient algorithm by M.A. Barkatou and E. Pflügel directly
for the differential module (instead of an associated differential operator). Let
I1, . . . , Is denote a maximal set of non isomorphic 1-dimensional submodules of
M . The sum of all 1-dimensional submodules of M is given as a direct sum
N1 ⊕ · · · ⊕Ns ⊂ M , where each Ni is a direct sum 1-dimensional submodules,
isomorphic to Ii. This decomposition translates into the direct sum ⊕Vχ ⊂
V , taken over all characters χ of the differential Galois group considered in
Lemma 4.8.
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4.2.1 Beke’s Algorithm

Now we consider the problem of finding the submodules of dimension d of a
given module M . We will explain the method, which goes back to Beke [28], in
terms of differential modules. Let N ⊂M be a d-dimensional submodule. Then
ΛdN is a 1-dimensional submodule of the exterior power ΛdM . Of the latter
we suppose that the 1-dimensional submodules are known. A 1-dimensional
submodule P of ΛdM has the form ΛdN if and only if P is generated by a
decomposable vector, i.e., a vector of the form m1 ∧ · · · ∧md. Some multilinear
algebra is needed to characterize the decomposable vectors in ΛdM . We outline
this, more information can be found in [114], [122], [133].

Let A be a vector space of dimension n over some field F . One denotes
by A∗ the dual vector space. There are contraction operators i : ΛkA∗ →
HomF (ΛlA,Λl−kA) for k ≤ l and i : ΛkA∗ → HomF (ΛlA,Λk−lA∗) for l ≤ k.
For k = 1 and l > 1, the formula for the contraction operator i reads

i(L)(v1 ∧ · · · ∧ vl) =
l∑

j=1

(−1)j−1L(vj)v1 ∧ · · · v̂j · · · ∧ vl,

where L is an element of V ∗, v1, . . . , vl ∈ V and where v̂j means that this term
is removed. The formulas for the general case are similar. One shows that
an element a ∈ ΛdA (with 1 < d < n) is decomposable if and only if for every
b ∈ Λd+1A∗ the expression i(i(b)a)a is zero. These relation are called the Plücker
relations. Choose a basis e1, . . . , en for A and write a =

∑
i1<···<id ai1,...,idei1 ∧

· · · ∧ eid . Then for every b ∈ Λd+1A∗ the equation i(i(b)a)a = 0 is equivalent
with a set of quadratic equations for the coefficients ai1,...,id of a. For the
case d = 2 this simplifies to the element a ∧ a ∈ Λ4A is zero. The latter is
equivalent with

(
n
4

)
quadratic equations for the coefficients of a. We note that

for a decomposable a = a1 ∧ · · · ∧ ad ∈ ΛdA the vector space generated by
a1, . . . , ad ∈ A can also be found by applying i(b) to a for all b ∈ Λd−1A∗.

We apply this to ΛdM . As above, the 1-dimensional submodules of this space
form a direct sum N1(d)⊕· · ·⊕Ns(d) (where the d indicates that we are working
in ΛdM). We pick one of these spaces, say Ni(d), and give it a basis w1, . . . , wt.
The Plücker relations are applied to a general element f1w1 + · · · + ftwt with
all fi ∈ C(z). Solving these quadratic equations leads to all d-dimensional
submodules of M . The quadratic equations are over the field C(z). One can
replace them by quadratic equations over C in the following way. Consider a
regular point in C for M . For notational convenience we suppose that 0 is this
regular point. Replace the module M by a matrix differential equation d

dz +A,
with a matrix A which has no poles at 0. This matrix equation has a (unique)
fundamental matrix F with coefficients in C[[z]] such that F (0) = 1. Likewise
ΛdM has a fundamental matrix G with coefficients in C[[z]] and G(0) = 1,
obtained by taking the dth exterior power of F . Evaluating, the above elements
w1, . . . , wt and f1, . . . , ft at z = 0 translates the Plücker relations over the field
C(z) to equivalent Plücker relations over the field C.
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In order to make the above into an actual (and efficient) algorithm, one has
to give the translation in terms of matrix differential operators. Let e1, . . . , en
be a basis of the differential module M . Let A be the matrix of ∂ w.r.t. this
basis. Thus ∂ can be identified with the matrix operator d

dz + A on the space
C(z)n. Then ΛdM has basis {ei1 ∧ · · · ∧ eid | i1 < · · · < id}. The operator ∂ on
ΛdM is defined by ∂(w1 ∧ · · · ∧wd) =

∑
iw1 ∧ · · · ∧ (∂wi) ∧ · · · ∧wd. From this

one easily obtains the matrix differential operator for ΛdM . The algorithms of
M.A. Barkatou and E. Pflügel can now be put into action.

Remarks 4.13
(1) The original formulation of Beke’s algorithm uses differential equations (or
differential operators). This has several disadvantages. One has to use certain
complicated minors of the Wronskian matrix of a basis y1, . . . , yn of the solutions
of the degree n operator L ∈ C(z)[∂]. Let M = C(z)[∂]/C(z)[∂]L be the
differential module associated to L. Write e for the image of 1 in M . This is the
cyclic vector corresponding to L. A natural element of the exterior product ΛdM
is e∧∂e∧· · · ∧∂d−1e. However, this element is not always a cyclic vector. Thus
some work has to be done to produce a cyclic vector and a suitable differential
operator for ΛdM . This differential operator can be of high complexity etc. We
note also that Beke’s original algorithm did not take the Plücker relation into
account. Tsarev [283] gives essential improvements to Beke’s original algorithm
and puts the Plücker relation into action.

(2) One may insist on working with differential operators, and on producing
rational and exponential solutions as explained above. There is a way out of
the problem of the cyclic vector and its high complexity for the exterior power
by applying the method of [134]. There the matrix differential operator for
a construction of linear algebra, applied to a differential operator, is used to
produce the relevant information. Actually,one has to make a small variation
on their method described for symmetric powers and eigenrings.

(3) Other improvements to the Beke algorithm have been given by several au-
thors [56], [58], [60], [256]. In [116], Grigoriev also gives simplifications of the
Beke algorithm as well as a detailed complexity analysis. An algorithm for de-
termining the reducibility of a differential system is given in [115]. A method
to enumerate all factors of a differential operator is given in [284].

(4) As remarked earlier, van Hoeij [137] gives methods to factor differential op-
erators that are not based on Beke’s algorithm. In this paper, he uses algorithms
that find local factorizations (i.e., factors with coefficients in C((z))) and applies
an adapted version of Padé approximation to produce a global factorization. �

Example 4.14 We illustrate Beke’s algorithm to find all the right hand factors
of order 2 of L = ∂4 − ∂3 over the field Q(z).

The differential moduleM := Q(z)[∂]/Q(z)[∂]L has basis {∂ie| i = 0, . . . , 3}.
It is easily seen to have a basis e1, . . . , e4 such that ∂ei = 0 for i = 1, 2, 3 and
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∂e4 = e4. The differential module Λ2M has basis {ei ∧ ej|1 ≤ i < j ≤ 4}. We
are looking for the 1-dimensional submodules. Such a module is generated by
an element a =

∑
1≤i<j≤4 ai,jei ∧ ej with coefficients in Q[z] such that ∂a is a

multiple of a. Moreover, the Plücker relation a ∧ a = 0 translates into
a1,2a3,4 − a1,3a2,4 + a1,4a2,3 = 0. One writes

a =
∑

1≤i<j≤3

ai,jei ∧ ej + (
∑

i=1,2,3

biei) ∧ e4

and finds that ∂a =
∑

1≤i<j≤3 a
′
i,jei ∧ ej + (

∑
i=1,2,3((bi + b′i)ei) ∧ e4. Us-

ing degrees in z one finds that ∂a = λa implies that λ is a constant and in
fact λ can only be 0 or 1. This yields two vector spaces of solutions, namely∑

1≤i<j≤3 ai,jei ∧ ej with ai,j constants and (
∑3
i=1 biei)∧ e4 with b1, b2, b3 con-

stants. Both families satisfy the Plücker relation. This yields two families of
2-dimensional submodules N of M , namely:
(i) N is generated over Q(z) by a two-dimensional subspace of ⊕3

i=1Qei.
(ii) N is generated over Q(z) by e4 and a 1-dimensional subspace of ⊕3

i=1Qei.
Translating this back to monic right hand factors of L, one finds two families,
parametrized by P2(Q), namely:

∂2 − d2 + 2d3z

d1 + d2z + d3z2
∂ +

2d2

d1 + d2z + d3z2
and

∂2 − (
d2 + 2d3z + d1 + d2z + d3z

2

d1 + d2z + d3z2
)∂ +

d2 + 2d3z

d1 + d2z + d3z2

�

4.2.2 Eigenring and Factorizations

Another method, not based on Beke’s algorithm, is given in [270]. This method
uses the eigenring (c.f., Proposition 2.13). It does not always factor reducible
operators (see Exercise 2.14) but does often yield factors quickly. We will show
that the method does factor all reducible completely reducible operators (c.f.,
Definition 2.37).

We recall and continue the discussion of the eigenring in Sections 2.2 and 2.4.
Consider instead of a differential operator L of degree n, the associated differ-
ential module M over C(z). We assume for convenience that C is algebraically
closed. The eigenring E(M) of M consists of all C(z)-linear maps B : M →M ,
which commute with ∂. One of the constructions of linear algebra applied to
M is the differential module Hom(M,M) (isomorphic to M∗ ⊗M). Then the
eigenring of M is the C-algebra of the rational solutions of Hom(M,M). Clearly
1M ∈ E(M) and the dimension of E(M) is ≤ n2. This dimension is equal to n2

if and only if M is a direct sum of n copies of a 1-dimensional module.

Suppose that E(M) contains an element B which is not a multiple of the
identity. The elements 1, B,B2, . . . , Bn

2 ∈ E(M) are linearly dependent over C.
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One can easily calculate the monic polynomial I(T ) ∈ C[T ] of minimal degree
satisfying I(B) = 0. Let c ∈ C be a root of I(T ). Then B−c1M is not invertible
and is not 0. Hence the kernel of B − c1M is a non trivial submodule of M .

An interpretation of the eigenring E(M) is the following. Let V denote the
solution space of M provided with the action of the differential Galois group
G. Then every B ∈ E(M) induces a C-linear map B̃ : V → V commuting with
the action of G. The above polynomial I(T ) is the minimum polynomial of B̃.
Conversely, any C-linear map V → V , commuting with the action of G, is a B̃
for a unique B ∈ E(M).

For the actual calculation of E(M) one replaces M by a matrix differential
operator d

dz +A. The B that we are looking for are now the matrices commuting
with d

dz + A. In other terms, they are the rational solutions of the matrix
differential equation B′ = BA − AB. Suppose for convenience that A has no
poles at 0. Then one can give the solution space V of M the interpretation of
the kernel of d

dz + A operating on C[[z]]n. Every solution is determined by its
constant term. In this way, one finds the action of a B ∈ E(M) on V explicitly.
This method is useful for determining the algebra structure of E(M).

Direct decompositions of a given differential module M correspond to idem-
potent elements of E(M). They can be computed as follows. Let B1, . . . , Br be
a C-basis of E(M). Consider any C-linear combination e := λ1B1 + · · ·+ λrBr.
Then e2 = e yields a set of quadratic equations for λ1, . . . , λr with, a priori coef-
ficients in C(z). The above method of evaluation at z = 0 turns these equations
into quadratic equations over C.

Suppose that the differential module M is completely reducible. According to
Proposition 2.40 the eigenring E(M) is a direct product of the matrix algebras
Mni(C) for i = 1, . . . , s. Thus the above method will produce a complete
decomposition of M as direct sum of irreducible submodules.

We return now to the differential operator L ∈ D := C(z)[∂] of degree n. We
recall (c.f. 2.13) that the eigenring E(L) is also the eigenring of the differential
module M := D/DL. Moreover E(L) is described by

E(L) = {R ∈ D| degR < n and there exists S ∈ D with LR = SL}

One can make the above condition on R explicit by writing R = R0 + R1∂ +
· · · + Rn−1∂

n−1 and dividing LR on the right by L with a remainder. Thus
LR = FL + R̃0 + R̃1∂ + · · · + R̃n−1∂

n−1 Each R̃i is formally a linear homo-
geneous expression in R0, . . . , Rn−1 and their derivatives. Then R ∈ E(L) if
and only if R̃i = 0 for i = 1, . . . , n − 1. These equations are sometimes called
the eigenequations of L. We note that these equations, written as a differen-
tial equation for the matrix (R(j)

i )ni,j=1 is equivalent to the matrix differential
equation B′ = BA−AB which we have encountered above.

In [270] general methods are given for determining dimC E(L). For example,
using Exercise 2.4.2, one can find operators L1, . . . , Ln such that there is an
effective correspondence between the solutions of L1(Z1) = 0, . . . , Ln(Zn) = 0
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and the solutions of the eigenequations. One can then use the methods of
Section 4.1 to find solutions of this former system in C(z). Other techniques for
finding E(L) are discussed in [18] and [136].

Exercise 4.15 Let L be the differential operator

∂4 + (2 + 2z2)∂2 + 4z∂ + (4 + 2z2 + z4)

say over the differential field Q(z). Try to prove that E(L) is isomorphic to the
matrix algebra M2(Q). Hint: Use a computer. �

We will see in the next section that completely reducible operators arise
naturally. A test for complete reducibility of operators over C(z) (with C alge-
braically closed) is given in [270] and this is extended to algebraic extensions of
C(z) in [71].

We end this section with an exercise giving a version of the Eisenstein irre-
ducibility criterion that can be applied to differential operators.

Exercise 4.16 Factorization over C(z) versus factorization over C[z].

(1) Show that z∂2 + z2∂ − z = (∂ + z)(z∂ − 1). Note that each of the two
first degree factors has coefficients with g.c.d. 1, while z divides the coefficients
of the product. Therefore a naive version of Gauss’s lemma is false for linear
operators over the ring C[z].

(2) Let L = ∂2 + z∂ − 1. Show that L factors over C(z) but that L cannot be
written as the product of first degree operators with coefficients in C[z]. Hint:
Show that z−1 is the only exponential solution of Ly = 0.

Despite these examples, Kovacic [165] gives the following Eisenstein-like cri-
terion for the irreducibility of a differential operator:
Let R be a differential integral domain with quotient field F and let P be a
prime differential ideal in R. Assume that the local ring RP is principal. Let
L =

∑l
i=0 ci∂

i be a differential operator with coefficients in R such that ci ∈ P
for i = 1, . . . , l, c0 �∈ P and cl �∈ P 2. Then L is irreducible over F .

(3) Use the above criterion to show that if L = ∂2 + p, where p ∈ C[z] is
of odd degree, then L is irreducible over C(z). Hint: Let degz p = 2k + 1,
define δ = z−k∂ and rewrite z−2k−1L as operator in δ with coefficients in the
ring R = C[z−1]. The operator δ makes R into a differential domain with
differentiation given by r �→ z−k drdz . Show that the ideal P = z−1R is a prime
ideal and a differential ideal (with respect to this differentiation on R). Apply
now Kovacic’s criterion. �

4.3 Liouvillian Solutions

In this section k is a differential field with algebraically closed field of constants
C (of characteristic 0). Proposition 1.45 in Section 1.5 states that a linear
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differential equation Ly = 0 of order n over k which has a non-zero liouvillian
solution has also a liouvillian solution y �= 0 such that u := y′/y is algebraic over
k. In other words, the Riccati equation associated to Ly = 0 has a solution u
which is algebraic over k. Using some group theory we will prove that there is a
constant I(n), depending only on n, such that there is even an algebraic solution
of this Riccati equation with degree ≤ I(n) over k. This leads to the following
method of testing whether the equation Ly = 0 has liouvillian solutions. For
each d with 1 ≤ d ≤ I(n) the existence of an algebraic solution u of degree
d over k of the Riccati equation is tested by calculating (special) exponential
solutions of the “dth-symmetric power of L”. If no solutions are found then
Ly = 0 has no liouvillian solutions �= 0. In the opposite case we indicate how
one determines the minimum polynomial of u over k. Special algorithms to find
liouvillian solutions for second and third order operators will be discussed.

4.3.1 Group Theory

The group theory that we need is based on the following theorem of Jordan
([144], [145]; see also the exposition of Jordan’s ideas given by Dieudonné [84]).
It is interesting to note that Jordan proved this result in order to study algebraic
solutions of linear differential equations.

Theorem 4.17 Let C be an algebraically closed field of characteristic zero.
There exists an integer valued function n �→ J(n) such that every finite subgroup
of GLn(C) contains an abelian normal subgroup of index at most J(n).

Various authors have given bounds for J(n). Blichtfeldt [39] showed that J(n) <
n!(6n−1)π(n+1)+1 where π(x) denoted the number of primes less than or equal
to x (see [86] for a modern presentation). One also finds the following values
of J(n) in [39]: J(2) = 12, J(3) = 360, and J(4) = 25920. Schur [255] showed
that J(n) ≤ (

√
8n + 1)2n

2 − (
√

8n − 1)2n
2

(see [76] for a modern exposition).
Other proofs can be found in [85] and [304].

Proposition 4.18 C is an algebraically closed field of characteristic zero. A
subgroup G ⊂ GLn(C) acts on P(Cn) = Pn−1(C), i.e., the set of lines in Cn

through 0. Suppose that G has some finite orbit on P(Cn), then it also has an
orbit of length at most I(n) := maxr≤n{[nr ]J(r)} .

Proof. We may replace G by its Zariski closure in GLn(C) and suppose that
G is a linear algebraic group. Suppose that the line Cw ⊂ V := Cn has a finite
orbit {Cw1, . . . , Cws} under G. Then H = {h ∈ G| h(Cwi) = Cwi for all i}
is a normal subgroup of G of index ≤ s!. Let χ1, . . . , χt denote the distinct
characters χi : H → C∗ such that the vector space Vχi := {v ∈ V |h(v) =
χi(h)v for all h ∈ H} is not 0. Then V has ⊕ti=1Vχi as subspace. Since H
is normal in G, one has that G permutes the spaces Vχi and ⊕ti=1Vχi is a G-
invariant subspace. Consider the stabilizer H1 ⊂ G of Vχ1 . Then the index of
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H1 in G is ≤ t. Thus [G : H1] ≤ [nr ], where r is the dimension of Vχ1 . If r
happens to be 1, then the line Vχ1 has a G-orbit of length ≤ n.

Now suppose r > 1. The action of H1 on Vχ1 induces an action of the
finite group H1/H ⊂ PGLr(C) = PSLr(C) on the projective space P(Vχ1 ) =
Pr−1(C). Indeed, H acts on Vχ1 via its character χ1. Let H2 ⊂ SLr(C) be the
preimage ofH/H1. One applies Theorem 4.17 to the finite groupH2 and obtains
a normal abelian subgroup H3 ⊂ H2 of index ≤ J(r). The abelian subgroup H3

stabilizes some line L ⊂ Vχ1 . The H2-orbit of L has length ≤ [H2 : H3] ≤ J(r).
The H1-orbit of L coincides with the H2-orbit of L. Finally the G-orbit of L
has length ≤ [G : H1] times the length of the H1-orbit of L. Thus the length of
the G-orbit of L is ≤ [nr ]J(r). �

Proposition 4.19 Suppose that the linear differential equation Ly = 0 of de-
gree n over k has a non-zero liouvillian solution. Then there is a solution y �= 0
such that u := y′

y is algebraic over k of degree ≤ I(n).

Proof. Let K ⊃ k denote a Picard-Vessiot extension for the equation Ly = 0
over the field k. One considers the action of the differential Galois group G of
Ly = 0 over k, on the solution space V := {y ∈ K| L(y) = 0}. Suppose that
y ∈ V, y �= 0 is such that u := y′

y ∈ K is algebraic over k and has minimum
polynomial P (T ) ∈ k[T ] of degree d. Then for any σ ∈ G, the element σ(u) is
again a solution of P (T ) = 0. This implies that the connected component of
the identity Go of G acts trivial on u. In other words, u ∈ KGo

. By Galois
correspondence, KGo ⊃ k is a Galois extension with Galois group G/Go. From
ordinary Galois theory it follows that the G-orbit of u consists of all the zeros
of P (T ) and has length d. This implies that the G-orbit of the line Cy ⊂ V has
also length d.

On the other hand, a line Cy ⊂ V which has a finite G-orbit yields an
element u := y′

y ∈ K which has a finite G-orbit. Hence u is algebraic over
k. From the above it follows that its degree over k is equal to the length of
the G-orbit of Cy. Using this translation, an application of 4.18 finishes the
proof. �

Weaker versions of Propositions 4.18 and 4.19 originally appeared in [264].
Proposition 4.18 can also be deduced from results of Platonov and Malcev (see
Remark 11.12 and [302], Theorem 3.6, p.45 and Corollary 10.11, p.142). The
present versions of Propositions 4.18 and 4.19 appear in [61]. In this paper, [289],
and [290] other results concerning sharper bounds on the degrees of algebraic
solutions of the Riccati equation for certain classes of differential Galois groups
can be found.
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4.3.2 Liouvillian Solutions for a Differential Module

Let k be again a differential field of characteristic 0 having a field of constants
C �= k, which is algebraically closed. For a differential operator L ∈ k[∂] one
wants to determine the solutions u = y′

y of the associated Riccati equation
which are algebraic over k of a given degree d. This amounts to producing
the monic minimal polynomial of u over k. As far as we know, the existing
algorithms, which will be described in some detail, are written in the framework
of differential operators.

It is helpful to reformulate the problem for differential modules (or ma-
trix differential equations). The differential module M will be the dual of
the differential modules k[∂]/k[∂]L. The contravariant solution space of L is
V := {y ∈ K|Ly = 0}, where K is a Picard-Vessiot field for L over k. This
space can now be identified with the covariant solution space V := ker(∂,K⊗M)
of M . In the sequel we will use the canonical isomorphism K⊗C V → K ⊗kM .
As remarked before, rational solutions of L correspond to {m ∈ M |∂m = 0}
and exponential solutions of L (or equivalently rational solutions of the Riccati
equation of L) correspond to 1-dimensional submodules of M .

Lemma 4.20 Let k denote the algebraic closure of k and let � ⊂ k be any
subfield containing k.
The solutions in � of the Riccati equation of L are in one-to-one correspondence
with the one-dimensional �-submodules of the differential module �⊗kM over �.

Proof. One replaces k by � and M by �⊗kM and regards L as an element of
�[∂]. Now the statement translates into the observation made above, namely:
“The rational solutions of the Riccati equation of L are in one-to-one correspon-
dence with the 1-dimensional submodules.” �

Now we make a detailed investigation of this correspondence. Let u = y′
y ,

with y ∈ V, y �= 0, be an algebraic solution of the Riccati equation of L, having
degree d over k. According to the proof of 4.19, the line Cy ⊂ V has a G-orbit
of length d. As before, G ⊂ GL(V ) denotes the differential Galois group.

Using the canonical isomorphism K ⊗C V → K ⊗k M as an identification,
we have that Ky ⊂ K ⊗k M . We fix a basis e1, . . . , en of M and write y =∑n
i=1 fiei with all fi ∈ K. For convenience, we suppose that fn �= 0. One

normalizes y to ỹ := 1
fn
y =

∑n
i=1 giei with gn = 1. The line Cy ⊂ V has a

G-orbit {Cy1 = Cy, . . . , Cyd} of length d. The same holds for the 1-dimensional
subspace Ky = Kỹ. For any σ ∈ G one has σ(Kỹ) = Kỹ if and only if σỹ = ỹ.
Indeed, σỹ =

∑n
i=1 σ(gi)ei and σ(gn) = 1 = gn. Write {ỹ = ỹ1, . . . , ỹd} for the

G-orbit of ỹ. Clearly the coefficients of ỹ1 with respect to the basis e1, . . . , en
generate a field extension of k of degree d. The lemma implies that this field
extension is equal to k(u).

Intermezzo on symmetric powers
For the next step we will need some information on symmetric powers of vector
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spaces (see also [169], CH. XVI, §8 for information concerning the symmetric
powers ). Let F be any field and A a vector space over F of dimension n with
basis e1, . . . , en. The dth symmetric power of A, denoted by symd

FA = symdA,
is the quotient of the ordinary tensor product A⊗ · · · ⊗A (of d copies of A) by
the linear subspace generated by all elements a1 ⊗ · · · ⊗ an − aπ(1) ⊗ · · · ⊗ aπ(n)

with a1, . . . , an ∈ A and π ∈ Sn. We will not distinguish in notation between
the elements of symdA and their preimages in A ⊗ · · · ⊗ A. The space symdA
has basis {ei1 ⊗ · · · ⊗ eid | with 1 ≤ i1 ≤ i2 ≤ · · · ≤ id ≤ n}. A vector in
symdA will be called decomposable if it has the form a1 ⊗ · · · ⊗ ad for certain
elements a1, . . . , ad ∈ F ⊗ A, where F denotes the algebraic closure of F . Here
is an important subtle point which can be explained as follows. After choosing
a basis for A over F one may identify A with the homogeneous polynomials in
n variables X1, . . . , Xn over F , having degree 1. This leads to an identification
of symdA with the homogeneous polynomials of degree d in X1, . . . , Xn. An
irreducible homogeneous polynomial of degree d in F [X1, . . . , Xn] may factor as
a product of d linear homogeneous polynomials in F [X1, . . . , Xn]. Consider a
homogeneous H ∈ F [X1, . . . , Xn] of degree 3, which factors over F as a product
of three linear terms. We may suppose that the coefficient of X3

n in H is 1.
The factorization can be put in the form H = (Xn − a)(Xn − b)(Xn − c) where
a, b, c are homogeneous terms of degree 1 in F [X1, . . . , Xn−1]. The Galois group
Gal(F/F ) acts on this decomposition and permutes the a, b, c. Thus we have
a (continuous) homomorphism Gal(F/F ) → S3. Consider the extreme case,
where this homomorphism is surjective. The images ã, b̃, c̃ ∈ F under a suitable
substitution Xi �→ ci ∈ F, i = 1, . . . , n − 1, are the roots of the irreducible
polynomial (Xn− ã)(Xn− b̃)(Xn− c̃) ∈ F [Xn]. Then the linear factor (Xn− a)
lies in F (ã)[X1, . . . , Xn].

The subset of the decomposable vectors in symdA are the F -rational points
of an algebraic variety given by homogeneous equations. In terms of the chosen
basis e1, . . . , en, one writes a vector of symdA as a linear expression∑

i1≤···≤id
x(i1, . . . , id)ei1 ⊗ · · · ⊗ eid .

Let the indeterminates Xi1,...,id , with i1 ≤ · · · ≤ id, stand for the coordinate
functions on the vector space symdA w.r.t. the given basis. There is a ho-
mogeneous prime ideal P in the polynomial ring F [{Xi1,...,id}i1≤···≤id ] such
that the set of decomposable vectors is the zero set of P . A certain col-
lection of generators of P is known under the name Brill’s equations ([108],
pp. 120,140; [53], p. 181). The existence of these equations follows from
the observation that the morphism P(A) × · · · ×P(A) → P(symdA), given by
(Fa1, Fa2, . . . , Fad) �→ Fa1 ⊗ · · · ⊗ ad, between projective spaces has a Zariski
closed image. We will not need the precise form of Brill’s equations.

Now we return toG-orbit {ỹ1 = ỹ, . . . , ỹd} of ỹ. The elementm(d, u) := ỹ1⊗· · ·⊗
ỹd of symd

K(K⊗kM) = K⊗k symd
kM is invariant under G and belongs therefore

to symdM . Moreover, it is a decomposable vector, since it is a decomposable
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vector over the field extension K of k. The covariant solution space ker(∂,K⊗k
symdM) can clearly be identified with symd

CV . The one-dimensional subspace
Cy1 ⊗ · · · ⊗ yd is G-invariant. One observes that
Ky1⊗ · · ·⊗ yd = Kỹ1⊗ · · · ⊗ ỹd = Km(d, u). Thus Km(d, u) is invariant under
∂ and then the same holds for the 1-dimensional subspace km(d, u) of symdM .
We conclude that the algebraic solution u of the Riccati equation yields a 1-
dimensional submodule of symdM , generated by a decomposable vector.

A converse holds as well. Suppose that km(d) is a submodule of symdM
generated by a decomposable vector. Then m(d) gives rise to one or more
algebraic solutions of the Riccati equation of L, having degree ≤ d over k.
We want to indicate an algorithm with input a decomposable 1-dimensional
submodule km(d) of symdM and output one or more algebraic solutions of the
Riccati equation. For notational convenience we take d = 3. One has to compute
elements m1,m2,m3 ∈ k ⊗k M such that m1 ⊗m2 ⊗m3 = m. In the extreme
case, considered above, one computes an extension k(r) ⊃ k of degree 3 and an
m1 ∈ k(r) ⊗k M . The 1-dimensional space k(r)m1 ⊂ k(r) ⊗k M is invariant
under ∂. Thus ∂m1 = um1 for some u ∈ k(r). Then u is an algebraic solution
of the Riccati equation and k(u) = k(r) and the minimal polynomial of degree
3 of u over k is found. We note that an algorithm based on symmetric powers,
decomposable vectors and Brill’s equations for determining liouvillian solutions
of an operator is presented in [274] with improvements presented in [134].

4.3.3 Liouvillian Solutions for a Differential Operator

In this subsection, we will present a simple (yet not very efficient) algorithm
to decide if a linear differential operator L over C(z) has a nonzero liouvillian
solution and produce such a solution if it exists. This algorithm can be modified
by applying Tsarev’s refinements of the straightforward Beke algorithm for dif-
ferential operators. At the end of the section we will discuss other refinements.

We begin by reviewing some facts about symmetric powers Symd(L) of an
operator L. In Section 2.3, we showed that the solution space of this operator is
spanned by {y1 · · · yd | Lyi = 0 for all i}. Furthermore, we showed that Symd(L)
can be calculated in the following manner: Let L have order n and let e = 1
be a cyclic vector of k[∂]/k[∂]L with minimal annihilating operator L. One
differentiates ed, µ =

(
n+d−1
n−1

)
times. This yields a system of µ+ 1 equations:

∂jed =
∑

aj,IEI j = 0, . . . , µ (4.4)

where the sum is over all I = (i0, i1, . . . , in−1) with i0 + i1 + · · · + in−1 = d
and EI = ei0(∂e)i1 · · · (∂n−1e)in−1 . The smallest t such that the first t of the
forms on the right hand side of these equations are linearly dependent over
C(z) yields a relation ∂ted + bt−1∂

t−1ed + · · · + b0e
d = 0 and so Symd(L) =

∂t + bt−1∂
t−1 + · · · + b0. The following example will be used several times in

this Chapter.
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Example 4.21 Let L = ∂2 − 1
2z∂ − z and m = 2. We shall calculate the

equations (4.4) and Sym2(L). Following the above procedure, we have

⎛
⎜⎜⎝

e2

∂e2

∂2e2

∂3e2

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

1 0 0
0 2 0
2z 1

z 2
3 8z3−1/2

z2
3
z

⎞
⎟⎟⎠

⎛
⎝ e2

e∂e
(∂e)2

⎞
⎠ (4.5)

The above matrix B of coefficients has rank 3. A calculation shows that
(0,− 4z3−1

z2 ,− 3
2z , 1)B = 0. Therefore, Sym2(L) = ∂3 − 3

2z∂
2 − 4z3−1

z2 ∂. �

We will also need other auxiliary operators. These will be formed using

Definition 4.22 Let k be a differential field and L ∈ k[∂]. The derivative of L
denoted by Der(L), is defined to be the minimal monic annihilating operator of
∂ ∈ k[∂]/k[∂]L. �

As in Section 2.3, one can show that the solution space of Der(L) is {y′ | Ly = 0}.

Example 4.23 Let L = ∂2 − 1
2z∂ − z and let e = ∂ ∈ k[∂]/k[∂]L. To calculate

Der(L) we form the following system:

e = ∂

∂e =
1
2z
∂ + z

∂2e = (z − 1
4z2

)∂ +
3
2

Therefore Der(L) = ∂2 − 3
2z∂ + ( 1

z2 − z). We shall also need in Example 4.25
that Sym2(Der(L)) = ∂3 − 9

2z∂
2 − 4z3−10

z2 ∂ + 4s−10
z3 . �

Proposition 4.24 Let L be a linear differential operator of order n with coef-
ficients in k = C(z). One can decide, in a finite number of steps, if Ly = 0 has
a nonzero solution liouvillian over k and, if so, find the minimal polynomial of
an element u algebraic over k so that any y with y′/y = u, we have Ly = 0.

Proof. We shall present an algorithm having its roots in [199] and given ex-
plicitly in [264].

The algorithm Proposition 4.19 implies that if Ly = 0 has a nonzero liouvil-
lian solution then it has a solution y �= 0 such that u = y′/y is algebraic of order
at most I(n). The algorithm proceeds by searching for the minimal polynomial
of such a u. Let m be a positive integer less than or equal to I(n) and let

P (u) = um + bm−1u
m−1 + · · ·+ b0
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be a putative minimal polynomial of the logarithmic derivative u of a nonzero
solution of Ly = 0. Note that u satisfies the Riccati equation R(u) = 0 asso-
ciated with L. Since the (ordinary) Galois group of P (u) acts transitively on
the roots of P (u), all solutions of P (u) = 0 also satisfy the Riccati equation
and therefore each of these roots is the logarithmic derivative of a solution of
Ly = 0. Let ui = z′i/zi, i = 1, . . . ,m be the roots of P (u) = 0 where the zi are
solutions of Ly = 0. Since the coefficients of P (u) are the elementary symmetric
function of the ui, we have that, for each i = 1, . . . ,m− 1,

(
m

i

)
bm−i =

∑
σ∈Sm

z′σ(1) · · · z′σ(i)

zσ(1) · · · zσ(i)
(4.6)

=

∑
σ∈Sm

z′σ(1) · · · z′σ(i)zσ(i+1) · · · zσ(m)

z1 · · · zm
(4.7)

where Sm is the group of permutations on m elements. Note that bm−1 =
(z1 · · · zm)′/(z1 · · · zm) and so is the logarithmic derivative of a solution of the
mth symmetric power Symm(L) of L. Furthermore, for each i = 2, . . . ,m, the
element (z1 · · · zm)bm−i is a solution of Li := Symm−i(L) ⊗ Symi(Der(L)). In
particular, for each i = 2, . . . ,m, bm−i is a rational solution of Li(∂ + bm−1).
Note that this latter statement holds trivially for i = 1 as well.

Proposition 4.9 applied to the operator Symm(L) implies that one can find
v1, . . . , vs such that for any exponential solution y of Symm(L)y = 0 there
exists a j such that some y/yj ∈ C(z) for any solution of y′j = vjyj . Therefore
for some j, we have that

bm−i is a rational solution of Li(∂ + vj)

for i = 1, . . . ,m. Fix a value of j. Let zi,1, . . . , zi,ni be a basis of the rational
solutions of Li(∂ + vj). Let

bm−i = ci,1zi,1 + · · ·+ ci,nizi,ni (4.8)

where the cr,s are indeterminate constants. To see if there exist constants cr,s
such that the resulting polynomial is the minimal polynomial of a solution of the
Riccati equation one proceeds as follows. The set of these constants for which
the resulting P (u) is irreducible over C(z) forms a constructible set I. Let us
assume that I is nonempty. Assuming the cr,s take values in C = C, one has
that u′ = P1(u) where P1 is a polynomial of degree at most m− 1 in u that can
be calculated using the equality P (u) = 0. Similar expressions u(i) = Pi(u) can
be calculated for all derivatives of u. Replacing u(i) in R(u) with the Pi(u) and
then reducing modulo P (u) yields an expression that must vanish if P (u) = 0
is the minimal polynomial of a solution of the Riccati equation. This yields
algebraic conditions on the constants {cj,l} and defines a constructible set and
standard techniques (e.g., Gröbner bases) can be used to decide if any of these
are consistent. Repeating this for all j yields all possible minimal polynomials
of algebraic solutions of degree m of the Riccati equation. �
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Example 4.25 Consider the operator L = ∂2 − 1
2z ∂ − z. We shall show that

this operator has a solution y with y′/y algebraic of degree two over C(z). Let
P (u) = u2+b1u+b0 be the putative minimal polynomial of an algebraic solution
of the Riccati equation. In Example 4.21, we showed that Sym2(L) = ∂3− 3

2z∂
2−

4z3−1
z2 ∂. The only exponential solution of this equation is y = 1 so we must have

that b1 = 0. To find b0 we consider Sym2(Der(L)) = ∂3− 9
2z∂

2− 4z3−10
z2 ∂+ 4s−10

z3

(see Example 4.23). This has a one-dimensional space of rational solutions and
this is spanned by z. Therefore P (u) = u2 − cz for some constant c. The
associated Riccati equation is R(u) = u′ + u2 − 1

2u − z. From P (u) = 0, we
have that u′ = c

2zu, so c is determined by c
2zu + cz − 1

2zu − z = 0. Therefore
c = 1 and P (u) = u2 − z. This implies that L has a solution space with basis
{e
� √

z, e
� −√z}. �

We will not present the much more involved modifications needed to make
the above algorithm efficient. One problem that occurs is that the order of the
mth symmetric power of the differential operator L is less than the maximal
possible order. This can be avoided using the techniques in [134] and [135]. In
these papers, the authors show how to construct matrix differential equations
whose solution spaces are isomorphic to the symmetric powers of the solution
space of Ly = 0. Using this, they are then able to construct, independent of the
order of Symm(L), polynomials all of whose roots are logarithmic derivatives of
solutions of Ly = 0 when such polynomials exist.

The algorithm presented in Proposition 4.24 is based on [264], where an algo-
rithm to find all liouvillian solutions of a linear differential equation is presented.
Many of the ideas in [264] already appear in [199]. In [289] and [290], Ulmer
refines the group theoretic techniques to significantly improve the bounds in all
cases and also develops conditions to further narrow down the set of possible
degrees of algebraic logarithmic derivatives of solutions that can occur. The
modifications, needed for the algorithm that we presented, appear in [274] and
[275]. We also note that the case of inhomogeneous equations is discussed in
[78] and the situation where the coefficients of the equation lie in more general
fields (e.g., liouvillian extensions of C(z)) is discussed in [55] and [268].

The question of deciding if a linear differential equation has only algebraic
solutions (or even one nonzero algebraic solution) has a long history. In 1872,
Schwarz [257] gave a list of those parameters for which the hypergeometric equa-
tion has only algebraic solutions (for higher hypergeometric functions this was
done by Beukers and Heckman [33]). An algorithm (with some mistakes) to
find the minimal polynomial of an element u algebraic over C(z) with exp(

∫
u)

satisfying a given second order linear differential equation was found by Pepin
[218] in 1881. Using invariant theory, Fuchs [105], [106] was able to find the
minimal polynomial of an algebraic solution of a second order linear differential
equation assuming that the Galois group is the finite imprimitive group of order
24, 48 or 120 (this method is generalized in [272]). In [157], [158], Klein shows
that any second order linear differential equation with only algebraic solutions
comes from some hypergeometric equation via a rational change in the inde-
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pendent variable z := r(z). This approach was turned into an algorithm by
Baldassarri and Dwork [14]. Jordan [144] considered the problem of deciding if
a linear differential equation of order n has only algebraic solutions. As already
mentioned, he showed that a finite subgroup of GLn has an abelian normal
subgroup of index bounded by a computable function J(n) of n. This implies
that such an equation has a solution whose logarithmic derivative is algebraic
of degree at most J(n). Jordan’s approach was made algorithmic in [263] (see
also [48] and [217] for similar but incomplete algorithms due to Boulanger and
Painlevé). It should be noted that the algorithms of Boulanger, Klein, Painlevé,
and Pépin, are all incomplete in at least one regard. Each of these algorithms,
at one point or another, is confronted with the following problem: Given an
element u, algebraic over C(z), decide if exp(

∫
u) is also algebraic over C(z).

Boulanger refers to this as Abel’s Problem ([48], p. 93) and none of these authors
gives an algorithm to answer this question. In 1970, Risch [245] showed that
this problem could be solved if one could decide if a given divisor on a given
algebraic curve is of finite order. Risch showed how one could solve this lat-
ter problem by reducing the Jacobian variety of the curve modulo two distinct
primes and bounding the torsion of the resulting finite groups. For other work
concerning Abel’s Problem, see [14], [54] [77], [281], [298], [299]. The introduc-
tion to [199], the articles [112], [276] and the book [113] give historical accounts
of work concerning algebraic solutions of linear differential equations.

One can also ask if one can solve linear differential equations in terms of
other functions. The general problem of solving a linear differential equation in
terms of lower order linear differential equations is given in [265] and [267].

4.3.4 Second Order Equations

Kovacic’ influential paper [166] presented for the first time an efficient algorithm
to find all liouvillian solutions of a second order linear differential equation. In
this section we shall describe this algorithm in the context of the methods of
the last two sections, originating in [264]

The general method for finding liouvillian solutions simplifies considerably
for second order operators, due to the following observations.

Proposition 4.26 ([166], [59], [291]) Suppose that the field of constants C of
the differential field k is algebraically closed. Let L = ∂2 + a∂ + b ∈ k[∂] and let
K ⊃ k be its Picard-Vessiot extension.

1. The nth symmetric power Symn(L) of L has order
(
n+2−1

2−1

)
= n+ 1.

2. Fix n ≥ 2. Define operators Li, by the recursion L0 = 1, L1 = ∂ and
Li+1 = ∂Li + iaLi + i(n− i+ 1)bLi−1. Then Ln+1 = Symn(L).

3. Any solution of Symn(L)y = 0 in K is the product of n solutions of
Ly = 0.
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4. Suppose that L = ∂2 − r with r ∈ k. Let P (T ) := −T n +
∑n−1
i=0

ai

(n−i)!T
i

be an irreducible polynomial over k, u a solution of the Riccati equation
u′+u2 = r of L and P (u) = 0. Then the ai satisfy the recurrence relation

ai−1 = −a′i − an−1ai − (n− i)(i+ 1)rai+1 for i = n, . . . , 0

and an = −1, a−1 = 0. In particular, the coefficient an−1 determines the
polynomial P (T ). Moreover, an−1 is an exponential solution of Symn(L)
(or in other terms a solution in k of the Riccati equation of Symn(L).

Proof. 1. Let differential module M with cyclic vector e associated to L is
k[∂]/k[∂]L and e is the image of 1. The operator Symn(L) is the minimal
monic operator, annihilating the element e⊗ · · · ⊗ e ∈ symnM . For notational
convenience, we will write a tensor product as an ordinary product. In par-
ticular, the element e ⊗ · · · ⊗ e is written as en. The space M has basis e, ∂e
and ∂(∂e) = −be − a∂e. The collection {en−i(∂e)i| i = 0, . . . , n} is a basis
of symnM . A straightforward calculation shows that the elements ∂i(en) for
i = 0, . . . , n form a basis of symnM . Thus Symn(L) has order n+ 1.
2. By induction one shows that Li(en) = n(n − 1) · · · (n − i + 1)en−i(∂e)i for
i = 0, . . . , n+ 1.
3. The solution space of L is V = {f ∈ K| Lf = 0}. Let y1, y2 be a basis.
Any homogeneous polynomial H in two variables X1, X2 over C is a product of
linear homogeneous terms. Hence H �= 0 implies that H(y1, y2) is not zero. By
counting dimensions one finds that {H(y1, y2)| H homogeneous of degree n} is
the solution space of Symn(L).
4. The idea of the proof is to differentiate the polynomial relation P (u) = 0 in
the subfield k(u) of K and to use that u′ = −u2 + r. This yields the equality

n−1∑
i=0

a′i
(n− i)!u

i + (−nun−1 +
n−1∑
i=0

ai
(n− i)! iu

i−1)(−u2 + r) = 0.

The term un occurring in this expression is replaced by
∑n−1
i=0

ai

(n−i)!u
i. There

results a polynomial expression u of degree less than n. All its coefficients have
to be zero. These coefficients yield the recurrence relations of part 4.
The equation P (T ) = 0 has all its solutions u = u1, . . . , un in K. Each ui has the
form y′i

yi
for suitable solutions in K of Lyi = 0. Then an−1 = u1 + · · ·+ un = f ′

f

with f = y1 · · · yn a solutions of Symn(L) in K. �

Remarks 4.27 1. In [291], the authors show that the above recursion holds
without the assumption that P (T ) is irreducible. They use this fact to give fur-
ther improvements on Kovacic’s algorithm. We will only use the above propo-
sition in our presentation.
2. Kovacic’ method for solving (∂2− r)y = 0 is now almost obvious. For a suit-
able n ≥ 1 one tries to find exponential solutions of Symn(L) with the methods
explained earlier. If a solution is found then the polynomial P (T ) can be calcu-
lated and, by construction, any root of P (T ) = 0 is a liouvillian solution of the
required type. We still have to explain what the suitable n’s are. �
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Exercise 4.28 Let k = C(z) and let

Ly = y′′ +
3− 4z
16z2

y .

1. Show that Ly = 0 has no exponential solution over C(z).
2. Use Proposition 4.26 to show that

Sym2(L)y = y′′′ − (−3 + 4z)
4z2

y′ +
2z − 3
4z3

y

and that this equation has y = z
1
2 as an exponential solution. Therefore, Ly = 0

has a solution whose logarithmic derivative is algebraic of degree 2.
3. Use Proposition 4.26 to show that

P (u) = u2 − 1
2z
u+

1
16z2

− 1
4z

is the minimal polynomial of an algebraic solution of the associated Riccati
equation. �

The final information for Kovacic’ algorithm comes from the classification
of the algebraic subgroups of SL2(C). To be able to use this information one
transforms a linear differential operator ∂2+a∂+b into the form ∂2−r by means
of the shift ∂ �→ ∂ − a/2. The liouvillian solutions e

�
u, with u algebraic over

k, of the first operator are shifted by u �→ u+ a/2 to the liouvillian solutions of
the same type of the second operator. Thus we may and will restrict ourselves
to operators of the form ∂2 − r. The advantage is that the differential Galois
group of ∂2 − r lies in SL2(C) (see Exercise 1.35(5)).

The well known classification of algebraic subgroups of SL2(C) ([150], p.31;
[166], p.7, 27) is the following.

Theorem 4.29 Let G be an algebraic subgroup of SL2(C). Then, up to conju-
gation, one of the following cases occurs:

1. G is a subgroup of the Borel group

B :=
{(

a b
0 a−1

)
| a ∈ C∗, b ∈ C

}
.

2. G is not contained in a Borel group and is a subgroup of the infinite
dihedral group

D∞ =
{(

c 0
0 c−1

)
| c ∈ C∗

}
∪

{(
0 c
−c−1 0

)
| c ∈ C∗

}

3. G is one of the groups ASL2
4 (the tetrahedral group) , SSL2

4 (the octahedral
group) or ASL2

5 (the icosahedral group) . These groups are the preimages
in SL2(C) of the subgroups A4, S4, A5 ⊂ PSL2(C) = PGL2(C).
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4. G = SL2(C).

We now present a rough version of the Kovacic Algorithm.
Theorem 4.29 gives the following information:
Let L = ∂2−r have solution space V and differential Galois groupG ⊂ GL(V ) =
SL2(C). The smallest integer n ≥ 1 such that the Riccati equation of L has an
algebraic solution of degree n over k is equal to the smallest length of a G-orbit
of a line W ⊂ V in P(V ) = P1(C). From the above classification one can read
off this n. Namely, n = 1 for case 1.; n = 2 for case 2.; n = 4, 6, 12 for case
3. Indeed, one knows that the actions of A4, S4, A5 on P1(C) have orbits of
minimal length 4, 6, 12 respectively (see [166]). Finally, in case 4. there is no
finite G-orbit and there are no liouvillian solutions.

The algorithm computes whether there are algebraic solutions u of the Ric-
cati equation u′+ u2 = r for n = 1, 2, 4, 6, 12 (and in this order). If a solution u
is found then essentially one finds a complete description of the solution space,
the Picard-Vessiot field and the differential Galois group.
Note that Example 4.28 illustrates this procedure.

Remarks 4.30 1. The algorithm that Kovacic presents in [166] (also see [231])
is more detailed (and effective). He does not calculate the symmetric powers but
shows how one can determine directly an exponential solution of the prescribed
symmetric powers. This is done by calculating local solutions of the second
order equation at each singular point, that is, solutions in the fields C((z − c))
or C((z−1)). This allows one to determine directly the possible principal parts
at singular points of solutions of symmetric powers. Kovacic then develops
techniques to determine if these principal parts can be glued together to give
exponential solutions. The question of determining the local formal Galois group
(i.e., over C((z − c)) or C((z−1))) is considered in [231] where explicit simpler
algorithms are also given to determine the global Galois groups of second order
equations with one and two singular points.

2. Various improvements and modifications have been given for the Kovacic Al-
gorithm since its original publication. Duval and Loday-Richaud [87] have given
a more uniform treatment of the considerations concerning singular points and
have also applied the algorithm to decide which parameters in the hypergeomet-
ric equations (as well as several other classes of second order equations) lead to
liouvillian solutions. In [291], Ulmer and Weil show that except in the reducible
case, one can decide if there is a liouvillian solution (and find one) by looking
for solutions of appropriate symmetric powers that lie in C(z). This eliminates
some of the nonlinear considerations of Kovacic’s algorithm. If the equation has
coefficients in C0(x) where C0 is not algebraically closed, it is important to know
in advance how large an algebraic extension of C0 is required. In [126] and [305]
sharp results are given for Kovacic’s algorithm as well as a general framework
for higher order equations. In [290], sharp results are given concerning what
constant fields are needed for equations of all prime orders. An algorithm to
determine the Galois groups of second and third order equations and decide if
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they have liouvillian solutions (but not necessarily find these solutions) is given
in [271] and [272]. This will be discussed in the next section.

3. We note that Kovacic’s algorithm finds a solution of the form exp(
∫
u) where

u is algebraic over C(z) when the equation has liouvillian solutions. When the
equation has only algebraic solutions, the algorithm does not find the minimal
polynomials of such solutions, even when the Galois group is tetrahedral, octa-
hedral or icosahedral. For these groups this task was begun in [105] and [106]
and completed and generalized to third order equations in [271] and [272].

4. Applications of Kovacic’s Algorithm to questions concerning the integrability
of Hamiltonian systems are given in [212] (see also the references given in this
book). �

4.3.5 Third Order Equations

It is possible to extend Kovacic’ algorithm to third order operators. We will
suppose that the field of constants C, of the differential field k, is algebraically
closed. By normalizing a third order operator to the form L = ∂3+a∂+b ∈ k[∂],
one essentially looses no information. The solution space of L will be called V
and the differential Galois group G of L is contained in SL(V ) = SL3(C). The
nice properties of second order operators, given by Proposition 4.26, need not
hold for L. It is possible that a symmetric power Symn(L) of L has an or-
der strictly less than the dimension of the corresponding differential module
symn(k[∂]/k[∂]L). Another possibility is that Symn(L) has the maximal pos-
sible dimension, but an exponential solution of Symn(L) is not decomposable.
A third problem is that a decomposable exponential solution of a Symn(L) of
maximal dimension does not automatically yield the minimal polynomial of the
corresponding algebraic solution u of degree n over k of the Riccati equation
of L. The list of (conjugacy classes of) algebraic subgroups of SL3(C) is quite
long. A summary is the following.

L is reducible. This means that V contains a G-invariant subspace of dimension
1 or 2. In the first case L has an exponential solution. In the second case, one
replaces L by the dual operator L∗ := −∂3 − ∂ · a+ b with solution space V ∗,
the dual of V . Now L∗ has an exponential solution.

L is irreducible and imprimitive. In general, one calls a differential operator
imprimitive if the action of the differential Galois group G on the solution space
is irreducible and there is a direct sum decomposition V = ⊕si=1Vi which is
respected by the action of G. Thus for every g ∈ G there is a permutation
π ∈ Ss such that g(Vi) = Vπ(i) for all i. Moreover, since L is irreducible, G acts
transitively on the set of subspaces {Vi}. L is called primitive if L is irreducible
and not imprimitive.

Here dimV = 3 and imprimitivity of L means that V = Ce1 + Ce2 + Ce3
and G permutes the set of lines {Cei}. The line Ce1 ⊗ e2 ⊗ e3 ∈ sym3V is
G-invariant. Thus Sym3(L) has an exponential solution which is decomposable.
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L is primitive. The possibilities for G, up to conjugation, are:
(1) SL3(C).
(2) PSL2(C). This group is the image of SL2(C) in SL3(C) for its natural action
on sym2C2 ∼= C3.
(3) PSL2(C) × C3 where C3 = {λI| λ ∈ C, λ3 = 1} is the center of SL3(C).
(4) A list of eight finite primitive subgroups of SL3(C):

• A5 with its familiar interpretation as the group of the symmetries (of
determinant 1) of the icosahedron. This group and its companion A5×C3

have minimal length 6 for an orbit on P(C3).

• The Valentiner group ASL3
6 of order 108. This is the preimage of A6 for the

map SL3(C)→ PSL3(C). The minimal length of an A6-orbit in P(C3) is
36.

• The group HSL3
216 of order 648, which is the preimage of the Hessian group

H216 ⊂ PSL3(C) of order 216. The minimal length of an H216-orbit is 9.

• The subgroup HSL3
72 of index 3 in HSL3

216 , has again minimal length 9 for an
orbit in P(C3).

• The subgroup F SL3
36 of index 2 of HSL3

72 has a minimal length 6 of an orbit
in P(C3).

• The group G168
∼= PSL2(F7) of order 168 and its companion G168 × C3

have minimal length 21 for an orbit in P(C3).

Thus it is interesting to calculate decomposable exponential solutions of
Symn(L) for n = 1, 3, 6, 9, 21, 36. Exponential solutions which are not decom-
posable, in particular for n = 2, 3, 4, also give useful information on the group
G. Algorithms for third order equations using the above ideas can be be found
in [271], [272], [273], [291] and especially [134]. In the latter paper a complete
algorithm for order three equations is presented (as of the writing of this book,
there seems to be no complete implementation). It uses the above classification
of algebraic subgroups and especially for the finite primitive groups invariants
and semi-invariants. For order four differential equations similar results were
obtained in [127]. Samples of these results are:

(Translated from [134]).
Suppose that Symn(L) has no decomposable exponential solutions for n = 1, 2
but that there is an rational solution for n = 4. Then G = G168 and an irre-
ducible polynomial P (T ) ∈ k[T ] of degree 21 is produced such that any solution
u of P (u) = 0 is a solution of the Riccati equation of L.

(Taken from [271] ).
Suppose that L = ∂3 + a∂ + b is irreducible. Then Ly = 0 has a liouvillian
solution if and only if
1. Sym4(L) has order strictly less than 15 or factors, and
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2. one of the following holds:
(a) Sym2(L) has order 6 and is irreducible, or
(b) Sym3(L) has a factor of order 4.

4.4 Finite Differential Galois groups

Until now, we have been concerned with algorithmic aspects of the direct prob-
lem for differential equations. Inverse problems are discussed in Chapter 11
and in Section 7 of that chapter a construction is given for a linear differential
equation having a prescribed connected differential Galois group. Here we will
discuss the same algorithmic problem but now for finite groups. The problem
can be stated as follows:
Let G be a finite group and ρ : G→ GL(V ) be a faithful representation (i.e., ρ
is injective) with V an n-dimensional vector space over an algebraically closed
field C of characteristic 0. The general algorithmic problem is to produce a
differential operator L ∈ C(z)[∂] of degree n such that the representation ρ is
isomorphic to the action of the differential Galois group of L on its solution
space. This is the main theme of [232]. Instead of asking for a differential oper-
ator L, one may ask for a differential module (or a matrix differential operator)
with the required properties. This however, has not been implemented.

The construction of an algorithm (and its implementation) for the required
operator L is quite different from what we have seen until now. In particular the
Chapters 5, 6 will be used and some more theory is presented. Further we will
narrow down on producing second and third order scalar Fuchsian equations
with three singular points 0, 1,∞. Since we will use some analytic theory, the
field C is supposed to be a subfield of C. Consider P∗ = P1

C \ {0, 1,∞} with
base point 1/2 for the fundamental group π1. This group has the presentation
π1 =< a0, a1, a∞| a0a1a∞ = 1 >. A homomorphism h : π1 → GLn(C) is
given by the images A0, A1, A∞ ∈ GLn(C) of the a0, a1, a∞, having the relation
A0A1A∞ = 1. The image of the homomorphism is a subgroup G of GLn(C).
We are interested in the situation where G is a given finite group.
The solution of the (strong) Riemann-Hilbert for finite groups (see Chapter 6)
guarantees a Fuchsian matrix differential equation with singularities at 0, 1,∞,
with h as monodromy representation and G as differential Galois group (com-
pare Chapter 5, Sections 2,3). In many cases, one can also prove the existence
of the scalar Fuchsian differential equation with the same data. This is what we
are looking for. First we provide information about the form of such a scalar
differential equation.

4.4.1 Generalities on Scalar Fuchsian Equations

Consider the scalar Fuchsian equation

L(y) := y(n) + a1y
(n−1) + · · ·+ an−1y

(1) + any = 0,
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with singular points p1, . . . , ps ∈ C and possibly ∞. For each singular point,
there is a set of local exponents. Let us consider for convenience the situation
that z = 0 is a regular singular point. In general, the local solutions at z = 0
of the equation lie in the field C((z))({za}a∈C, l), where the symbols za and
l have the interpretation: the functions ea log(z) and the function log(z) on a
suitable sector at z = 0. We consider the situation that l is not present in the
set of local solutions. (This is certainly the case when the monodromy group is
finite). Then there is a basis of local solutions

y1 = zλ1(1 + ∗z + ∗z2 + · · · ), . . . , yn = zλn(1 + ∗z + ∗z2 + · · · ),

with distinct λ1, · · · , λn ∈ C. The λi are called the local exponents of the
equation at z = 0. Let λ ∈ C, then L(zλ) = I(λ) · zλ(1 + ∗z + ∗z2 + · · · ),
where I(λ) is a polynomial in λ, seen as variable. The polynomial I is called
the indicial polynomial at z = 0. The exponents at z = 0 are the zeros of
the indicial polynomial. We recall that the equation L can be put in matrix
form and locally at z = 0, this matrix equation is equivalent to the equation
dv
dz = D

z v, where D is a diagonal matrix with diagonal entries λ1, . . . , λn (Again
under the assumption that l is not involved in the local solutions). Further,
the local monodromy matrix of the equation at z = 0 is conjugated to e2πiD.
For other regular singular points one has similar definitions involving the local
parameter t = z − c or t = 1

z .

We suppose that for each singular point p the set Ep of exponents consists of
n elements. (This is again equivalent to assuming that l does not enter in the
local solutions at p).
Let y1, . . . , yn be a basis of solutions (somewhere defined or in a Picard-Vessiot
field) of the equation L. Recall that the Wronskian wr is the determinant of
the matrix

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

y1 y2 . . yn

y
(1)
1 y

(1)
2 . . y

(1)
n

y
(2)
1 y

(2)
2 . . y

(2)
n

. . . . .

. . . . .

y
(n−1)
1 y

(n−1)
2 . . y

(n−1)
n

⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.

The Wronskian is nonzero and is determined up to a multiplicative constant.
Further wr is a non zero solution of f ′ = −a1f . It is easily seen that the order
µi of wr at pi is the −(n− 1)n/2 +

∑
Epi (i.e.,−(n− 1)n/2 plus the sum of the

exponents of L at pi). The order µ∞ of wr at∞ is (n−1)n/2+
∑
E∞. Further

−a1dz has simple poles and the residues are µi at pi and µ∞ at ∞. The sum
of the residues −a1dz is zero. This implies the well known Fuchs relation:

∑
i

∑
Epi +

∑
E∞ =

(s− 1)(n− 1)n
2

.
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We note, in passing, that the Fuchs relation remains valid if at one or more
regular singular points p the indicial polynomial has multiple roots. In this
situation Ep is interpreted as the set of the roots of the indicial polynomial,
counted with multiplicity. The proof is easily adapted to this situation (see
also [224]).

Suppose further that the differential Galois group of the equation lies in
SLn(C). Then w′ = −a1w has a non trivial solution in C(z). The residues of
aidz are integers and thus for all p ∈ {p1, . . . , pk,∞} one has that

∑
Ep is an

integer.

We specialize now to the situation of a Fuchsian scalar equation L of order two
with singular points {0, 1,∞}. The form of L is

y(2) + (
a0

z
+

a1

z − 1
)y(1) + (

b0
z2

+
b1

(z − 1)2
+

b2
z(z − 1)

)y = 0, and one has

t(t− 1) + a0t+ b0 =
∏
α∈E0

(t− α),

t(t− 1) + a1t+ b1 =
∏
α∈E1

(t− α),

t(t+ 1)− (a0 + a1)t+ (b0 + b1 + b2) =
∏

α∈E∞

(t− α).

The three polynomials in t are the indicial polynomials at 0, 1,∞. One observes
that L is determined by E0, E1, E∞. Further

∑
j=0,1,∞

∑
Ej = 1. The differ-

ential Galois group is a subgroup of SL2(C) if and only if
∑
Ej is an integer for

j = 0, 1,∞.

For a third order Fuchsian differential equations (with singular points 0, 1,∞)
we will use the normalized form

L = ∂3 + (
a0

z
+

a1

z − 1
)∂2 + (

b0
z2

+
b1

(z − 1)2
+

b2
z(z − 1)

)∂

+
c0
z3

+
c1

(z − 1)3
+
c2(z − 1/2)
z2(z − 1)2

+
µ

z2(z − 1)2

The indicial polynomials at 0, 1,∞ are:

t(t− 1)(t− 2) + a0t(t− 1) + b0t+ c0 =
∏
α∈E0

(t− α),

t(t− 1)(t− 2) + a1t(t− 1) + b1t+ c1 =
∏
α∈E1

(t− α),

t(t+ 1)(t+ 2)− (a0 + a1)t(t+ 1) + (b0 + b1 + b2)t− (c0 + c1 + c2) =

=
∏

α∈E∞

(t− α).
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Thus a0, a1, b0, b1, b2, c0, c1, c2 are determined from the exponent sets E0, E1, E∞.
We will call µ the accessory parameter. Thus L is determined by the exponents
and the value of the accessory parameter. The dual (or adjoint) L∗ of L has the
data −a0,−a1, b0+2a0, b1+2a1, b2,−c0−2a0−2b0,−c1−2a1−2b1,−c2−2b2,−µ.
The indicial equations for L∗ at 0, 1,∞ are obtained from the indicial equations
for L by the substitutions t �→ −t+ 2,−t+ 2,−t− 2.
The substitution z �→ 1 − z applied to L, with exponents sets E0, E1, E∞ and
accessory parameter µ, produces a Fuchsian equation M with exponents sets
E1, E0, E∞ and accessory parameter −µ.

4.4.2 Restrictions on the Exponents

Let matrices A0, A1, A∞, generating the finite group G, with A0A1A∞ = 1, be
given. We suppose that G is an irreducible subgroup of GLn(C). From the
definition of the exponents we conclude that the set e2πiEj is the set of the
eigenvalues of Aj , for j = 0, 1,∞. In other words, the exponents are known
modulo integers. This leaves too many possibilities for the exponents. Some
algebraic geometry is needed to obtain lower bounds for the exponents. We will
just indicate what the statement is. Define the number m = m(A0, A1, A∞) by
the rather complicated formula

−n+
1
e0

e0−1∑
s=1

s (
1
e0

e0−1∑
j=0

tr(Aj0)ζ
sj
0 )

+
1
e1

e1−1∑
s=1

s (
1
e1

e1−1∑
j=0

tr(Aj1)ζ
sj
1 )

+
1
e∞

e∞−1∑
s=1

s (
1
e∞

e∞−1∑
j=0

tr(Aj∞)ζsj∞ ),

where e0, e1, e∞ are the orders of the matrices A0, A1, A∞, ζ0 = e2πi/e0 , ζ1 =
e2πi/e1 , ζ∞ = e2πi/e∞ and tr(B) means the trace of a matrix B.

The number m turns out to be an integer ≥ 0. If m > 0, then the following
lower bounds for the exponents are valid: the exponents in E0 and E1 are > −1
and the exponents in E∞ are > 1. We will use all this as a black box (the next
subsection gives a hint for it and full details are in [232]). The importance is
that the lower bound (in case m > 0) together with the Fuchs relation gives a
finite set of possibilities for the exponents E0, E1, E∞.

4.4.3 Representations of Finite Groups

For a better understanding of the examples, we will separate the finite group
G and its embedding in some GLn(C). We recall some facts from the repre-
sentation theory of finite groups. A representation of the finite group G is a



4.4. FINITE DIFFERENTIAL GALOIS GROUPS 141

homomorphism ρ : G → GLn(C). The character χ of ρ is the function on G
given by χ(g) = tr(ρ(g)). There is a bijection between the representations of a
group and the set of characters of representations.
A representation ρ and its character are called irreducible if the only invariant
subspaces for ρ(G) are {0} and Cn. Every representation is direct sum of ir-
reducible ones and every character is the sum of irreducible characters. Every
character is constant on a conjugacy class of G. Moreover the irreducible char-
acters form a basis of the vector space of the functions on G which are constant
on each conjugacy class. In particular, there are as many irreducible characters
of a group as there are conjugacy classes. The character table of a group is a ta-
ble giving the values of the irreducible characters as functions on the conjugacy
classes of the group. For “small” finite groups, the character tables are known.

The data that we are given can also be described by:
(a) The finite group G.
(b) Three generators g0, g1, g∞ of the group with g0g1g∞ = 1.
(c) A faithful (i.e., “injective”) representation ρ with character χ. We will sup-
pose that ρ and χ are irreducible.
The formula in Section 4.4.2 can be explained a bit as follows. The data de-
termine a finite Galois extension K of C(z) with Galois group G. In geometric
terms, this corresponds to a Galois covering of curves X → P1 with group
G. The vector space of the holomorphic differentials on X has dimension g,
which is the genus of the curve. On this vector space the group G acts. In other
words, the holomorphic differentials on C form a representation of G. The num-
ber m(A0, A1, A∞) of Section 4.4.2 is the number of times that the irreducible
character ρ is present in this representation.

In the construction of examples of (irreducible) Fuchsian differential equations
of order n for a given group G, we will thus use the following data:
(a) A choice of generators g0, g1, g∞ forG with g0g1g∞ = 1. One calls (g0, g1, g∞)
an admissible triple. The orders (e0, e1, e∞) will be called the branch type. A
more precise definition of branch type [e0, e1, e∞] could be given as follows.
Consider the set S of all admissible triples (g0, g1, g∞) with ei being the order
of gi for i = 0, 1,∞. Two admissible triples (g0, g1, g∞) and (h0, h1, h∞) will
be called equivalent if there is an automorphism A of G such that hi = A(gi)
for i = 0, 1,∞. The branch type [e0, e1, e∞] can be defined as the set of the
equivalence classes of S. In some cases a branch type [e0, e1, e∞] contains only
one equivalence class of admissible triples. In general it contains finitely many
equivalence classes.
(b) An irreducible faithful representation of G.

In the examples we will restrict ourselves to a few groups and to irreducible
representations in SLn(C) with n = 2, 3.
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4.4.4 A Calculation of the Accessory Parameter

Suppose that we are trying to find a Fuchsian order three equation L with known
exponents. Then one has still to calculate the accessory parameter µ. We will
not explain the procedure in the general case to obtain µ. There is a “lucky
situation” where two exponents belonging to the same singular point differ by
an integer. Let us make the assumption that for some j ∈ {0, 1,∞} the set
Ej contains two elements with difference m ∈ Z, m > 0. We note that this
situation occurs if and only if Aj has multiple eigenvalues.

Lemma 4.31 Assume that the differential Galois group of L is finite then µ
satisfies an explicitly known polynomial equation over Q of degree m.

Proof. For notational convenience we suppose j = 0 and by assumption λ, λ+
m ∈ E0 with m a positive integer. The assumption that the differential Galois
group of L is finite implies that there are three Puiseux series at z = 0, solutions
of L = 0. One of these has the form zλg with g = 1 + c1z + c2z

2 + · · · ∈ C[[z]].
There is a formula

L(zt) = P0(t)zt−3 + P1(t)zt−2 + P2(t)zt−1 + P3(t)zt + . . . ,

where the Pi are polynomials in t and µ. In fact P0 does not contain µ and the
other Pi have degree 1 in µ. An evaluation of the equation L(zλ(1+c1z+c2z2 +
· · · )) = 0 produces a set of linear equations for the coefficients ci. In order to
have a solution, a determinant must be zero. This determinant is easily seen to
be a polynomial in µ of degree m. �

Explicit formulas:
P0(t) = t(t− 1)(t− 2) + a0t(t− 1) + b0t+ c0
P1(t) = −a1t(t− 1)− b2t− c2/2 + µ
P2(t) = −a1t(t− 1) + (b1 − b2)t+ 2µ
P3(t) = −a1t(t− 1) + (2b1 − b2)t+ c2/2 + 3µ
The polynomials of lemma for m = 1, 2 and 3 are the following.
If λ, λ+ 1 are exponents at 0, then P1(λ) = 0.
If λ, λ+ 2 are exponents at 0, then P1(λ)P1(λ+ 1)− P0(λ+ 1)P2(λ) = 0
If λ and λ+ 3 are exponents at 0 then the determinant of the matrix⎛
⎝ P1(λ) P0(λ+ 1) 0

P2(λ) P1(λ+ 1) P0(λ+ 2)
P3(λ) P2(λ+ 1) P1(λ+ 2)

⎞
⎠ is zero.

4.4.5 Examples

The Tetrahedral Group ASL2
4

This group has 24 elements. Its center has order two and the group modulo
its center is equal to A4. The group has 7 conjugacy classes conj1, . . . , conj7.
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They correspond to elements of order 1, 2, 3, 3, 4, 6, 6. There is only one faithful
(unimodular) character of degree 2, denoted by χ4. The two values 0 ≤ λ < 1
such that the e2πiλ are the eigenvalues for the representation corresponding to
χ4 are given for each conjugacy class: (0,0

1 ,
1,1
2 ,

1,2
3 ,

1,2
3 ,

1,3
4 ,

1,5
6 ,

1,5
6 ). One can

make a list of (conjugacy classes of) admissible triples. For each triple one can
calculate that the integer m of section 4.4.2 is equal to 1. This information leads
to unique data for the exponents and the equations.

branch type genera char exp 0 exp 1 exp ∞ Schwarz triple

3,3,4 2,0 χ4 -2/3,-1/3 -2/3,-1/3 5/4,7/4 1/2,1/3,1/3

3,3,6 3,1 χ4 -2/3,-1/3 -2/3,-1/3 7/6,11/6 2/3,1/3,1/3

3,4,6 4,0 χ4 -2/3,-1/3 -3/4,-1/4 7/6,11/6 1/2,1/3,1/3

4,6,6 6,0 χ4 -3/4,-1/4 -5/6,-1/6 7/6,11/6 1/2,1/3,1/3

6,6,6 7,1 χ4 -5/6,-1/6 -5/6,-1/6 7/6,11/6 1/2,1/3,1/3

6,6,6 7,1 χ4 -5/6,-1/6 -5/6,-1/6 7/6,11/6 2/3,1/3,1/3

“Schwarz triple” compares the data with “the list of Schwarz”, which is
a classification of the second order differential equations with singular points
0, 1,∞ and finite irreducible differential Galois group. This list has 15 items.
Our lists are somewhat longer, due to Schwarz’ choice of equivalence among
equations!
The first item under “genera” is the genus of the curve X → P1 corresponding
to the finite Galois extension K ⊃ C(z), where K is the Picard-Vessiot field of
the equation. The second item is the genus of the curve X/Z, where Z is the
center of the differential Galois group.

The Octahedral Group SSL2
4

This group has 48 elements. Its center has two elements and the group modulo
its center is isomorphic to S4. This group has 8 conjugacy classes conj1, .., conj8.
They correspond to elements of order 1, 2, 3, 4, 4, 6, 8, 8. There are two faithful
(unimodular) irreducible representations of degree 2. Their characters are de-
noted by χ4 and χ5 and the eigenvalues of these characters are given for each
conjugacy class:

χ4 : (
0, 0
1
,
1, 1
2
,
1, 2
3
,
1, 3
4
,
1, 3
4
,
1, 5
6
,
1, 7
8
,
3, 5
8

)

χ5 : (
0, 0
1
,
1, 1
2
,
1, 2
3
,
1, 3
4
,
1, 3
4
,
1, 5
6
,
3, 5
8
,
1, 7
8

)

Thus there is an automorphism of SSL2
4 which permutes the classes conj7, conj8.

For the admissible triple, representing the unique element of the branch type we
make the choice that the number of times that conj7 occurs is greater than or
equal to the number of times that conj8 is present. In all cases the number m of
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Section 4.4.2 is equal to 1. This information suffices to calculate all exponents
and equations.

branch t. genera char exp 0 exp 1 exp ∞ Schwarz triple

3,4,8 8,0 χ4 -2/3,-1/3 -3/4,-1/4 9/8,15/8 1/2,1/3,1/4

χ5 -2/3,-1/3 -3/4,-1/4 11/8,13/8 1/2,1/3,1/4

3,8,8 11,3 χ4 -2/3,-1/3 -5/8,-3/8 9/8,15/8 2/3,1/4,1/4

χ5 -2/3,-1/3 -7/8,-1/8 11/8,13/8 2/3,1/4,1/4

4,6,8 13,0 χ4 -3/4,-1/4 -5/6,-1/6 11/8,13/8 1/2,1/3,1/4

χ5 -3/4,-1/4 -5/6,-1/6 9/8,15/8 1/2,1/3,1/4

6,8,8 15,3 χ4 -5/6,-1/6 -5/8,-3/8 11/8,13/8 2/3,1/4,1/4

χ5 -5/6,-1/6 -7/8,-1/8 9/8,15/8 2/3,1/4,1/4

The Icosahedral Group ASL2
5

The group has 120 elements and is modulo its center isomorphic to A5. There
are 9 conjugacy classes conj1, . . . , conj9 corresponding to elements of orders
1, 2, 3, 4, 5, 5, 6, 10, 10. There are two faithful irreducible (unimodular) represen-
tations of degree 2. As before, their characters χ2 and χ3 are given on the
conjugacy classes by the two eigenvalues:

χ2 : (
0, 0
1
,
1, 1
2
,
1, 2
3
,
1, 3
4
,
2, 3
5
,
1, 4
5
,
1, 5
6
,
3, 7
10

,
1, 9
10

)

χ3 : (
0, 0
1
,
1, 1
2
,
1, 2
3
,
1, 3
4
,
1, 4
5
,
2, 3
5
,
1, 5
6
,
1, 9
10

,
3, 7
10

)

Thus there is an automorphism of ASL2
5 which permutes the two pairs of conju-

gacy classes conj5, conj6 and conj8, conj9. For the admissible triple representing
the unique element of the branch type there are several choices. One can deduce
from the table which choice has been made.
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branch genera char exp 0 exp 1 exp ∞ Schwarz
type triple

3,3,10 15,5 χ2 -2/3,-1/3 -2/3,-1/3 11/10,19/10 2/3,1/3,1/5

χ3 -2/3,-1/3 -2/3,-1/3 13/10,17/10 2/5,1/3,1/3

3,4,5 14,0 χ2 -2/3,-1/3 -3/4,-1/4 7/5,8/5 1/2,1/3,1/5

χ3 -2/3,-1/3 -3/4,-1/4 6/5,9/5 1/2,2/5,1/3

3,4,10 20,0 χ2 -2/3,-1/3 -3/4,-1/4 11/10,19/10 1/2,1/3,1/5

χ3 -2/3,-1/3 -3/4,-1/4 13/10,17/10 1/2,2/5,1/3

3,5,5 17,9 χ2 -2/3,-1/3 -3/5,-2/5 6/5,9/5 3/5,1/3,1/5

χ3 -2/3,-1/3 -4/5,-1/5 7/5,8/5 3/5,1/3,1/5

3,5,6 19,5 χ2 -2/3,-1/3 -3/5,-2/5 7/6,11/6 2/3,1/3,1/5

χ3 -2/3,-1/3 -4/5,-1/5 7/6,11/6 2/5,1/3,1/3

3,5,10 23,9 χ2 -2/3,-1/3 -3/5,-2/5 11/10,19/10 2/3,1/5,1/5

χ3 -2/3,-1/3 -4/5,-1/5 13/10,17/10 3/5,2/5,1/3

3,10,10 29,9 χ2 -2/3,-1/3 -9/10,-1/10 13/10,17/10 3/5,1/3,1/5

χ3 -2/3,-1/3 -7/10,-3/10 11/10,19/10 3/5,1/3,1/5

4,5,5 22,4 χ2 -3/4,-1/4 -3/5,-2/5 6/5,9/5 1/2,2/5,1/5

χ3 -3/4,-1/4 -4/5,-4/5 7/5,8/5 1/2,2/5,1/5

4,5,6 24,0 χ2 -3/4,-1/4 -3/5,-2/5 7/6,11/6 1/2,1/3,1/5

χ3 -3/4,-1/4 -4/5,-1/5 7/6,11/6 1/2,2/5,1/3

4,5,10 28,4 χ2 -3/4,-1/4 -3/5,-2/5 13/10,17/10 1/2,2/5,1/5

χ3 -3/4,-1/4 -4/5,-1/5 11/10,19/10 1/2,2/5,1/5

4,6,10 30,0 χ2 -3/4,-1/4 -5/6,-1/6 11/10,19/10 1/2,1/3,1/5

χ3 -3/4,-1/4 -5/6,-1/6 13/10,17/10 1/2,2/5,1/3

χ3 -3/4,-1/4 -7/10,-3/10 11/10,19/10 1/2,2/5,1/5

5,5,6 27,9 χ2 -3/5,-2/5 -3/5,-2/5 7/6,11/6 2/3,1/5,1/5

χ3 -4/5,-1/5 -4/5,-1/5 7/6,11/6 3/5,2/5,1/3

5,5,10 31,13 χ2 -3/5,-2/5 -3/5,-2/5 11/10,19/10 4/5,1/5,1/5

χ3 -4/5,-1/5 -4/5,-1/5 13/10,17/10 2/5,2/5,2/5

5,6,10 33,9 χ2 -3/5,-2/5 -5/6,-1/6 13/10,17/10 3/5,1/3,1/5

χ3 -4/5,-1/5 -5/6,-1/6 11/10,19/10 3/5,1/3,1/5

6,6,10 35,5 χ2 -5/6,-1/6 -5/6,-1/6 11/10,19/10 2/3,1/3,1/5

χ3 -5/6,-1/6 -5/6,-1/6 13/10,17/10 2/5,1/3,1/3

6,10,10 39,9 χ2 -5/6,-1/6 -9/10,-1/10 11/10,19/10 2/3,1/5,1/5

χ3 -5/6,-1/6 -7/10,-3/10 13/10,17/10 3/5,2/5,1/3

10,10,10 43,13 χ2 -9/10,1/10 -9/10,-1/10 11/10,19/10 4/5,1/5,1/5

χ3 -7/10,3/10 -7/10,-3/10 13/10,17/10 2/5,2/5,2/5

The Data for G168

The group G168 is the simple group PSL2(F7) and has 168 elements. There
are six conjugacy classes conj1, . . . , conj6, they correspond to elements of order
{1, 2, 3, 4, 7, 7}. There are two irreducible characters of degree three, called
χ2, χ3. Both are faithful and unimodular. The three values 0 ≤ λ < 1 such that
e2πiλ are the eigenvalues for the representation are given for each conjugacy
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class as follows:

χ2 : (
0, 0, 0

1
,
0, 1, 1

2
,
0, 1, 2

3
,
0, 1, 3

4
,
3, 5, 6

7
,
1, 2, 4

7
)

χ3 : (
0, 0, 0

1
,
0, 1, 1

2
,
0, 1, 2

3
,
0, 1, 3

4
,
1, 2, 4

7
,
3, 5, 6

7
)

The character χ3 is the dual of χ2. We introduce some terminology. The
conjugacy triple i, j, k of an admissible triple (g0, g1, g∞) is defined by: the
conjugacy classes of g0, g1, g∞ are conji, conjj , conjk.

(1) Branch type [2, 3, 7] consists of one element, represented by the conjugacy
triple 2,3,5. The genus of the curve X is 3. For χ3 one calculates that m = 1.
For this character, the lower bounds for the exponents add up to 3, so they are
the actual exponents. From the exponent difference 1 at z = 0 one obtains all
the data for L: −1/2, 0, 1/2|| − 2/3,−1/3, 0||8/7, 9/7, 11/7||µ = 12293/24696.
This equation was in fact found by Hurwitz [Hu]. Our theoretical considerations
provide an “overkill” since the corresponding coveringX → P1 is well known. It
is the Klein curve in P2 given by the homogeneous equation x0x

3
1+x1x

3
2+x3x

3
0 =

0, having automorphism groupG168, or in another terminology, it is the modular
curve X(7) with automorphism group PSL2(F7).

Exercise 4.32 We continue now with order three equations for the groupG168.
The reader is asked to verify the following calculations.
(2). Branch type [2, 4, 7] with conjugacy triple 2,4,5. Prove that m = 0 for χ2

and m = 1 for χ3. For χ3 the lower bounds for the exponents add up to 3 and
are the actual values; at z = 0 there is an exponent difference 1. This leads to
the data −1/2, 0, 1/2|| − 3/4,−1/4, 0||8/7, 9/7, 11/7||µ= 5273/10976.

(3). Branch type [2, 7, 7] and conjugacy triple 2,5,5. Prove that m = 0 for χ2

and m = 2 for χ3. For χ3 the lower bounds for the exponents add up to 2; there
is an integer exponent difference at z = 0. From m = 2 one can conclude that
one may add +1 to any of the nine exponents (whenever this does not come
in conflict with the definition of exponents). We will not prove this statement.
Verify now the following list of differential equations for G168. The data for the
exponents and µ are:
−1/2, 1, 1/2|| − 6/7,−5/7,−3/7||8/7, 9/7, 11/7||µ= 1045/686
−1/2, 0, 3/2|| − 6/7,−5/7,−3/7||8/7, 9/7, 11/7||µ= 2433/1372± 3

√
21/392

−1/2, 0, 1/2|| 1/7,−5/7,−3/7||8/7, 9/7, 11/7||µ= 1317/2744
−1/2, 0, 1/2|| − 6/7, 2/7,−3/7||8/7, 9/7, 11/7||µ= 1205/2744
−1/2, 0, 1/2|| − 6/7,−5/7, 4/7||8/7, 9/7, 11/7||µ= 1149/2744
−1/2, 0, 1/2|| − 6/7,−5/7,−3/7||15/7, 9/7, 11/7||µ= 3375/2744
−1/2, 0, 1/2|| − 6/7,−5/7,−3/7||8/7, 16/7, 11/7||µ= 3263/2744
−1/2, 0, 1/2|| − 6/7,−5/7,−3/7||8/7, 9/7, 18/7||µ= 3207/2744
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Chapter 5

Monodromy, the
Riemann-Hilbert Problem
and the Differential Galois
Group

5.1 Monodromy of a Differential Equation

Let U be an open connected subset of the complex sphere P1 = C∪{∞} and let
Y ′ = AY be a differential equation on U , with A an n×n-matrix with coefficients
which are meromorphic functions on U . We assume that the equation is regular
at every point p ∈ U . Thus, for any point p ∈ U , the equation has n independent
solutions y1, . . . , yn consisting of vectors with coordinates in C({z − p}). It is
known ([132], Ch. 9; [224], p. 5) that these solutions converge in a disk of radius
ρ where ρ is the distance from p to the complement of U . These solutions span
an n-dimensional vector space denoted by Vp. If we let Fp be a matrix whose
columns are the n independent solutions y1, . . . , yn then Fp is a fundamental
matrix with entries in C({z− p}). One can normalize Fp such that Fp(p) is the
identity matrix. The question we are interested in is:

Does there exist on all of U , a solution space for the equation
having dimension n?

The main tool for answering this question is analytical continuation which
in turn relies on the notion of the fundamental group ([7], Ch. 8; [132], Ch.
9). These can be described as follows. Let q ∈ U and let λ be a path from
p to q lying in U (one defines a path from p to q in U as a continuous map
λ : [0, 1] → U with λ(0) = p and λ(1) = q). For each each point λ(t) on this

149
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path, there is an open set Oλ(t) ⊂ U and fundamental solution matrix Fλ(t)

whose entries converge in Oλ(t). By compactness of [0, 1], we can cover the path
with a finite number of these open sets, {Oλ(ti)}, t0 = 0 < t1 < · · · < tm = 1.
The maps induced by sending the columns of Fλ(i) to the columns of Fλ(i+1)

induce C-linear bijections Vλ(ti) → Vλ(ti+1). The resulting C-linear bijection
Vp → Vq can be seen to depend only on the homotopy class of λ (we note that
two paths λ0 and λ1 in U from p to q are homotopic if there exists a continuous
H : [0, 1]× [0, 1]→ U such that H(t, 0) = λ0(t), H(t, 1) = λ1(t) and H(0, s) = p,
H(1, s) = q). The C-linear bijection Vp → Vq is called the analytic continuation
along λ.

For the special case that λ(0) = λ(1) = p we find an isomorphism which is
denoted by M(λ) : Vp → Vp. The collection of all closed paths, starting and
ending in p, divided out by homotopy, is called the fundamental group and
denoted by π1(U, p) . The group structure on π1(U, p) is given by “composing”
paths. The resulting group homomorphism M : π1(U, p) → GL(Vp) is called
the monodromy map. The image of M in GL(Vp) is called the monodromy
group. The open connected set U is called simply connected if π1(U, p) = {1}.
If U is simply connected then one sees that analytical continuation yields n
independent solutions of the differential equation on U . Any open disk, C and
also P1 are simply connected.

The fundamental group of U := {z ∈ C| 0 < |z| < a} (for a ∈ (0,∞]) is
generated by the circle around 0, say through b ∈ R with 0 < b < a and in
positive direction. Let us write λ for this generator. There are no relations
and thus the fundamental group is isomorphic with the group Z. The element
M(λ) ∈ GL(Vb) is called the local monodromy. As a first example, consider the
differential equation y′ = c

z y. The solution space Vb has basis zc (for the usual
determination of this function). Further M(λ)zc = e2πiczc and e2πic ∈ GL1 is
the local monodromy.

5.1.1 Local Theory of Regular Singular Equations

In this subsection we continue the study of regular singular equations, now over
the field K = Kconv = C({z}) of the convergent Laurent series. We give the
following definition: a matrix differential operator, here also refered to as a
“matrix differential equation”, d

dz − A over Kconv is called regular singular if
the equation is equivalent over Kconv to d

dz −B such that the entries of B have
poles at z = 0 of order at most 1. Otherwise stated, the entries of zB are
analytic functions in a neighbourhood of z = 0. Recall (Section 1.2) that two
equations d

dz −A and d
dz −B are equivalent if there is a F ∈ GLn(C({z})) with

F−1( ddz −A)F = ( ddz −B).

One can express this notion of regular singular for matrix equations also in
terms of δ := z d

dz . A matrix differential equation over Kconv is regular singular
if it is equivalent (over Kconv) to an equation δ − A such that the entries of A
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are holomorphic functions in a neighbourhood of z = 0 (i.e., lie in C{z}).
A differential module M over Kconv is called regular singular if M contains

a lattice over C{z} which is invariant under δ (compare Definition 3.9 for the
formal case). As in the formal case, M is regular singular if and only if an (or
every) associated matrix differential equation is regular singular.

The following theorem gives a complete overview of the regular singular
equations at z = 0. We will return to this theme in Chapter 10, Section 10.2.

Theorem 5.1 Let δ −A be regular singular at z = 0.

1. δ − A is equivalent over the field Kconv = C({z}) of convergent Laurent
series to δ − C, where C is a constant matrix. More precisely, there is
a unique constant matrix C such that all its eigenvalues λ satisfy 0 ≤
Re(λ) < 1 and δ −A equivalent to δ − C.

2. The local monodromies of the equations δ − A and δ − C with C as in
1. are conjugate (even without the assumption on the real parts of the
eigenvalues). The local monodromy of δ − C has matrix e2πiC .

3. δ − A is equivalent to a regular singular δ − Ã, if and only if the local
monodromies are conjugate.

Proof. In Proposition 3.12, it is shown that δ−A is equivalent over K̂ = C((z))
to δ − C with C as in statement 1. Lemma 3.42 states that this equivalence
can be taken over Kconv. This implies that, with respect to any bases of the
solution spaces, the local monodromies of the two equations are conjugate. At
the point 1 ∈ C, the matrix eC log(z) is a fundamental solution matrix for δ−C.
Since analytical continuation around the generator of the fundamental group
maps log(z) to log(z) + 2πi, the conclusion of 2. follows.

If δ − A is equivalent to a regular singular δ − Ã, then clearly their local mon-
odromies are conjugate. To prove the reverse implication, assume that, with
respect to suitable bases of the solution spaces, the local monodromy of δ −C1

is the same as the local monodromy of δ − C2, where C1, C2 are constant ma-
trices. This implies that e2πiC1 = e2πiC2 . At the point 1 the matrix eCj log(z)

is the fundamental matrix for δ − Cj for j = 1, 2. Let B = e−C1 log(z)eC2 log(z).
Analytic continuation around the generator of the fundamental group leaves B
fixed, so the entries of this matrix are holomorphic functions in a punctured
neighbourhood of the origin. Furthermore one sees that the absolute value of
any such entry is bounded by |z|N for a suitable N ∈ Z in such a neighbour-
hood. Therefore the entries of B have at worst poles at z = 0 and so lie in
Kconv. Therefore δ − C1 is equivalent to δ − C2. over Kconv. Part 3. follows
from this observation. �

Corollary 5.2 Let δ − A be regular singular at z = 0. The differential Galois
group G of this equation over the differential field C({z}) is isomorphic to the
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Zariski closure in GLn(C) of the group generated by the monodromy matrix.
Moreover the differential Galois group of δ −A over C((z)) coincides with G.

Proof. Theorem 5.1 implies that the equation δ−A is equivalent, over Kconv,
to an equation δ − C, where C is a constant matrix. We may assume that C
is in Jordan normal form and so the associated Picard-Vessiot extension is of
the form F = Kconv(za1 , . . . , zar , ε log z), where a1, . . . , ar are the eigenvalues
of C and with ε = 0 if C is diagonizable and ε = 1 otherwise. Any element f
of F is meromorphic on any sector at z = 0 of opening less than 2π. If analytic
continuation around z = 0 leaves such an element fixed, it must be analytic in
a punctured neighbourhood of z = 0. Furthermore, |f | is bounded by |z|N for a
suitable N in such a neighbourhood and therefore must be meromorphic at the
origin as well. Therefore, f ∈ Kconv. The Galois correspondence implies that
the Zariski closure of the monodromy matrix must be the Galois group.

Let UnivR be the universal differential ring constructed in Section 3.2 and let
UnivF be its field of fractions. One can embed F into UnivF. The action of
the formal monodromy on F coincides with the action of analytic continuation.
Therefore, we may assume that the monodromy matrix is in the Galois group
of δ − A over C((z)). Since this latter Galois group may be identified with a
subgroup of the Galois group of δ − A over K, we have that the two groups
coincide. �

Exercise 5.3 Local Galois groups at a regular singular point
The aim of this exercise is to show that the Galois group over K of a regular
singular equation at z = 0 is of the form Gn

m×Gε
a×Cd where n is a nonnegative

integer, ε = 0, 1 and Cd is a cyclic group of order d. To do this it will be enough
to show that a linear algebraic group H ⊂ GLm(k), k algebraically closed of
characteristic zero is of this type if and only if it is the Zariski closure of a cyclic
group.

1. Let H ⊂ GLm be the Zariski closure of a cyclic group generated by g. Using
the Jordan decomposition of g, we may write g = gsgu where gs is diagonalizable,
gu is unipotent (i.e. gu − id is nilpotent) and gsgu = gugs. It is furthermore
known that gu, gs ∈ H ([141], Ch. 15).
(a) Show that H is abelian and that H � Hs × Hu where Hs is the Zariski
closure of the group generated by gs and Hu is the Zariski closure of the group
generated by gu.
(b) The smallest algebraic group containing a unipotent matrix (not equal to
the identity) is isomorphic to Ga ([141], Ch. 15) so Hu = Ga or {1}.
(c) Show that Hs is diagonalizable and use Lemma A.45 to deduce that Hs is
isomorphic to a group of the form Gn

m × Cd.

2. Let H be isomorphic to Gn
m ×Gε

a × Cd. Show that H has a Zariski dense
cyclic subgroup. Hint: If p1, . . . , pn are distinct primes, the group generated by
(p1, . . . , pn) lies in no proper algebraic subgroup of Gn

m.
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3. Construct examples showing that any group of the above type is the Galois
group over K of a regular singular equation. �

The ideas in the proof of Theorem 5.1 can be used to characterize regular
singular points in terms of growth of analytic solutions near a singular point.
An open sector S(a, b, ρ) is the set of the complex numbers z �= 0 satisfying
arg(z) ∈ (a, b) and |z| < ρ(arg(z)), where ρ : (a, b) → R>0 is some continuous
function. We say that a function g(z) analytic in an open sector S = S(a, b, ρ)
is of moderate growth on S if there exists an integer N and real number c > 0
such that |g(z)| < c|z|N on S.

We say that a differential equation δ − A, A ∈ GLn(K) has solutions of
moderate growth at z = 0 if on any open sector S = S(a, b, ρ) with |a− b| < 2π
and sufficiently small ρ there is a fundamental solution matrix YS whose entries
are of moderate growth on S. Note that if A is constant then it has solutions
of moderate growth.

Theorem 5.4 Let δ − A be a differential equation with A ∈ GLn(K). A nec-
essary and sufficient condition that δ − A have all of its solutions of moderate
growth at z = 0 is that δ −A be regular singular at z = 0.

Proof. If δ−A is regular singular at z = 0, then it is equivalent over K to an
equation with constant matrix and so has solutions of regular growth at z = 0.
Conversely, assume that δ − A has solutions of moderate growth at z = 0. Let
e2πiC be the monodromy matrix. We will show that δ−A is equivalent to δ−C.
Let Y be a fundamental solution matrix of δ−A in some open sector containing
1 and let B = Y e−C log(z). Analytic continuation around z = 0 will leave B
invariant and so its entries will be analytic in punctured neighbourhood of z = 0.
The moderate growth condition implies that the entries of B will furthermore
be meromorphic at z = 0 and so B ∈ GLn(K). Finally, A = B′B−1 + BCB−1

implies that δ −A is equivalent to δ − C over K. �

As a corollary of this result, we can deduce what is classically known as
Fuchs’ Criterion.

Corollary 5.5 Let L = δn + an−1δ
n−1 + · · ·+ a0 with ai ∈ K. The coefficients

ai are holomorphic at 0 if and only if for any sector S = S(a, b, ρ) with |a −
b| < 2π and ρ sufficiently small, L(y) = 0 has a fundamental set of solutions
holomorphic and of moderate growth on S. In particular, if AL denotes the
companion matrix of L, the ai are holomorphic at z = 0 if and only if δ − AL
is regular singular at z = 0.

Proof. By Proposition 3.16, the operator L is regular singular if and only if
M := K[δ]/K[δ]L is regular singular. Further δ − AL is the matrix equation
associated to M . Thus the corollary follows from 5.4. �
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Exercise 5.6 Show that L = δn + an−1δ
n−1 + · · ·+ a0 with ai holomorphic at

z = 0 if and only if L = zn(d/dz)n + zn−1bn−1(d/dz)n−1 + · · ·+ zibi(d/dz)i +
· · ·+ b0 where the bi are holomorphic at 0 �

5.1.2 Regular Singular Equations on P1

A differential equation d
dz − A, where the matrix A has entries in the field

C(z) has an obvious interpretation as an equation on the complex sphere P1 =
C ∪ {∞}. A point p ∈ P1 is singular for d

dz − A if the equation cannot be
made regular at p with a local meromorphic transformation. A singular point is
called regular singular if some local transformation at p produces an equivalent
equation with a matrix having poles of at most order 1. The equation d

dz −A is
called regular singular if every singular point is in fact regular singular. In the
sequel we will work with regular singular equations and S will denote its (finite)
set of singular points.

An example of a regular singular equation is d
dz −

∑k
i=1

Ai

z−ai
, where the Ai are

constant matrices and a1, . . . , ak are distinct complex numbers.

Exercise 5.7 Calculate that∞ is a regular singular point for the equation d
dz−∑n

i=1
Ai

z−ai
. Prove that

∑
Ai = 0 implies that∞ is a regular (i.e., not a singular)

point for this equation. Calculate in the “generic” case the local monodromy
matrices of the equation. Why is this condition “generic” necessary? �

Let S = {s1, . . . , sk,∞}, then the equation d
dz −

∑k
i=1

Ai

z−si
is called a Fuch-

sian differential equation for S if each of the points in S is singular. In general,
a regular singular differential equation d

dz − A with the above S as its set of
singular points cannot be transformed into the form d

dz −
∑k
i=1

Ai

z−si
. One can

find transformations of d
dz −A which work well for each of the singular points,

but in general there is no global transformation which works for all singular
points at the same time and does not introduce poles outside the set S.

We consider the open set U = P1 \ S and choose a point p ∈ U . Let S =
{s1, . . . , sk} and consider closed paths λ1, . . . , λk, beginning and ending at p,
and each λi forms a small “loop” around si. If the choice of the loops is correct
(i.e. each loop contains a unique and distinct si and all are oriented in the same
direction) then the fundamental group π1(U, p) is generated by the λ1, . . . , λk
and the only relation between the generators is λ1 ◦ · · · ◦ λk = 1. In particular,
the fundamental group is isomorphic to the free noncommutative group on k−1
generators. The monodromy map of the equation is the homomorphism M :
π1(U, p) → GL(Vp) and the monodromy group is the image in GL(Vp) of this
map.

Theorem 5.8 The differential Galois group of the regular singular equation
d
dz −A over C(z), is the Zariski closure of the monodromy group ⊂ GL(Vp).
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Proof. For any point q ∈ U one considers, as before, the space Vq of the local
solutions of d

dz − A at q. The coordinates of the vectors in Vq generate over
the field C(z) a subring Rq ⊂ C({z − q}), which is (by Picard-Vessiot theory)
a Picard-Vessiot ring for d

dz − A. For a path λ from p to q, the analytical
continuation induces a C-bijection from Vp to Vq and also a C(z)-algebra iso-
morphism Rp → Rq. This isomorphism commutes with differentiation. For
any closed path λ through p, one finds a differential automorphism of Rp which
corresponds with M(λ) ∈ GL(Vp). In particular, M(λ) is an element of the
differential Galois group of d

dz −A over C(z). The monodromy group is then a
subgroup of the differential Galois group.

The field of fractions of Rp is a Picard-Vessiot field, on which the monodromy
group acts. From the Galois correspondence in the differential case, the state-
ment of the theorem follows from the assertion:

Let f belong to the field of fractions of Rp. If f is invariant under the mon-
odromy group, then f ∈ C(z).

The meromorphic function f is, a priori, defined in a neighbourhood of p.
But it has an analytical continuation to every point q of P1 \ S. Moreover, by
assumption this analytical continuation does not depend on the choice of the
path from p to q. We conclude that f is a meromorphic function on P1\S. Since
the differential equation is, at worst, regular singular at each si and infinity, it
has solutions of moderate growth at each singular point. The function f is a
rational expression in the coordinates of the solutions at each singular point
and so has also moderate growth at each point in S. Thus f is a meromorphic
function on all of P1 and therefore belongs to C(z). �

Exercise 5.9 Prove that the differential Galois group G of δ − C, with C
a constant matrix, over the field C(z) is equal to the Zariski closure of the
subgroup of GLn(C) generated by e2πiC . Therefore the only possible Galois
groups over C(z) are those given in Exercise 5.3. Give examples where G is
isomorphic to Gn

m, Gn
m ×Ga and Gn

m ×Ga ×Cd, where Cd is the cyclic group
of order d. �

Example 5.10 The hypergeometric differential equation.
In Chapter 6 (c.f., Remarks 6.23.4, Example 6.31 and Lemma 6.11) we will show
that any order two regular singular differential equation on P1 with singular
locus in {0, 1,∞} is equivalent to a scalar differential equation of the form:

y′′ +
Az +B

z(z − 1)
y′ +

Cz2 +Dz + E

z2(z − 1)2
y = 0.

Classical transformations ([224], Ch. 21) can be used to further transform this
equation to the scalar hypergeometric differential equation:

y′′ +
(a+ b+ 1)z − c

z(z − 1)
y′ +

ab

z(z − 1)
y = 0.
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One can write this in matrix form and calculate at the points 0, 1,∞ the locally
equivalent equations of Theorem 5.1:

zv′ =
(

0 0
−ab c

)
v at 0 (eigenvalues 0, c)

(z − 1)v′ =
(

0 0
ab a+ b − c+ 1

)
v at 1 (eigenvalues 0, a+ b− c+ 1).

tv′ =
(

0 1
−ab −a− b

)
v at ∞, with t = z−1 and ′ = d

dt (eigenvalues −a,−b).

This calculation is only valid if the eigenvalues for the three matrices do not
differ by a non zero integer. This is equivalent to assuming that none of the
numbers c, b, a, a+ b− c is an integer. In the contrary case, one has to do some
more calculations. The hypergeometric series

F (a, b, c; z) =
∑
n≥0

(a)n(b)n
n!(c)n

zn,

where the symbol (x)n means x(x + 1) · · · (x + n − 1) for n > 0 and (x)0 = 1,
is well defined for c �= 0,−1,−2, . . . . We will exclude those values for c. One
easily computes that F (a, b, c; z) converges for |z| < 1 and that it is a solution of
the hypergeometric differential equation. Using the hypergeometric series one
can “in principle” compute the monodromy group and the differential Galois
group of the equation (the calculation of the monodromy group was originally
carried out by Riemann ([244]; see also [296] and [224]). One takes p = 1/2.
The fundamental group is generated by the two circles (in positive direction)
through the point 1/2 and around 0 and 1. At the point 1/2 we take a basis of
the solution space: u1 = F (a, b, c; z) and u2 = z1−cF (a−c+1, b−c+1, 2−c; z).
The circle around 0 gives a monodromy matrix

(
1 0
0 e−2πic

)
. The circle

around 1 produces a rather complicated monodromy matrix
(
B1,1 B1,2

B2,1 B2,2

)
with:

B1,1 = 1− 2ieπi(c−a−b)
sin(πa) sin(πb)

sin(πc)
.

B1,2 = −2πieπi(c−a−b)
Γ(2− c)Γ(1 − c)

Γ(1− a)Γ(1− b)Γ(1 + a− c)Γ(1 + b− c) .

B2,1 = −2πieπi(c−a−b)
Γ(c)Γ(c− 1)

Γ(c− a)Γ(c− b)Γ(a)Γ(b)
.

B2,2 = 1 + 2ieπi(c−a−b)
sin(π(c− a)) sin(π(c − b))

sin(πc)
.

We refer for the calculation of the Bi,j to ([96], [224], [296]). �
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Exercise 5.11 Consider the case a = b = 1/2 and c = 1. Calculate that
the two monodromy matrices are

(
1 2
0 1

)
and

(
1 0
−2 1

)
. (We note that, since c = 1

and a + b − c + 1 = 1, one cannot quite use the preceeding formulas. A new
calculation in this special case is needed). Determine the monodromy group
and the differential Galois group of the hypergeometric differential equation for
the parameter values a = b = 1/2 and c = 1. �

Other formulas for generators of the monodromy group can be found in [159].
A systematic study of the monodromy groups for the generalized hypergeometric
equations nFn−1 can be found in [33]. The basic observation, which makes
computation possible and explains the explicit formulas in [159, 33], is that
the monodromy of an irreducible generalized hypergeometric equation is rigid.
The latter means that the monodromy group is, up to conjugation, determined
by the local monodromies at the three singular points. Rigid equations and
rigid monodromy groups are rather special and rare. In [156] a theory of rigid
equations is developed. This theory leads to an algorithm which produces in
principle all rigid equations.

5.2 A Solution of the Inverse Problem

The inverse problem for ordinary Galois theory asks what the possible Galois
groups are for a given field. The most important problem is to find all possible
finite groups which are Galois groups of a Galois extension of Q. The inverse
problem for a differential field K, with algebraically closed field of constants C,
is the analogous question:

Which linear algebraic groups over C are the differential Galois
groups of linear differential equations over K ?

As we will show the answer for C(z) is:

Theorem 5.12 For any linear algebraic group G over C, there is a differential
equation d

dz −A over C(z) with differential Galois group G.

This answer was first given by Carol and Marvin Tretkoff [282]. The simple
proof is based upon two ingredients:

1. Every linear algebraic group G ⊂ GLn(C) has a Zariski dense, finitely
generated subgroup H .

2. Let a finite set S ⊂ P1 be given and a homomorphism M : π1(U, p) →
GLn(C), where U = P1 \ S and p ∈ U . Then there is a regular singular
differential equation d

dz − A over C(z) with singular locus S, such that
the monodromy map M : π1(U, p)→ GL(Vp) is, with respect to a suitable
basis of Vp, equal to the homomorphism M .
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Proof. Assuming the two ingredients above, the proof goes as follows. Take
elements g1, . . . , gk ∈ G such that the subgroup generated by the g1, . . . , gk is
Zariski dense in G. Consider the singular set S = {1, 2, 3, . . . , k,∞} and let
U = P1 \ S. Then the fundamental group π1(U, 0) is the free group generated
by λ1, . . . , λk, where λi is a loop starting and ending in 0, around the point i.
The homomorphismM → G ⊂ GLn(C) is defined byM(λi) = gi for i = 1, . . . k.
The regular singular differential equation d

dz − A with monodromy map equal
to M , has differential Galois group G, according to Theorem 5.8. �

We now turn to the two ingredients of the proof. We will prove the first in
this section and give an outline of the proof of the second in the next section.
A fuller treatment of this second ingredient is give in the next chapter.

Lemma 5.13 Every linear algebraic group G has a Zariski dense, finitely gen-
erated subgroup.

Proof. Let Go denote the connected component of the identity. Since Go is a
normal subgroup of finite index, it suffices to prove the lemma for Go. In other
words, we may suppose that G ⊂ GLn(C) is connected and G �= {id}. We will
now use induction with respect to the dimension of G.

First of all we want to show that G has an element g of infinite order and
therefore contains a connected subgroup < g >o of positive dimension.

Consider the morphism f : G → Cn of algebraic varieties over C, defined
by f(g) = (fn−1(g), . . . , f0(g)) where Xn + fn−1(g)Xn−1 + · · · + f0(g) is the
characteristic polynomial of g.
Assume first that f is constant. Then every element of G has characteristic
polynomial (X − 1)n, the characteristic polynomial of the identity. The only
matrix of finite order having this characteristic polynomial is the identity so G
must contain elements of infinite order.
Now assume that f is not constant. By Chevalley’s theorem, the image I of
f is a constructible subset of Cn. Moreover this is image I is irreducible since
G is connected. If all elements of G were of finite order, then the roots of the
associated characteristic polynomials would be roots of unity. This would imply
that the image I is countable, a contradiction.

In the above proof we have used that C is not countable. The following proof is
valid for any algebraically closed field C of characteristic 0. One observes that
an element of G which has finite order is semi-simple (i.e., diagonalizable). If
every element of G has finite order, then every element of G is semi-simple. A
connected linear algebraic group of positive dimension all of whose elements are
diagonalizable is isomorphic to a torus, i.e., a product of copies of Gm ([141],
Ex. 21.4.2). Such groups obviously contain elements of infinite order.

We now finish the proof of the theorem. If the dimension of G is 1, then there
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exists an element g ∈ G of infinite order. The subgroup generated by g is clearly
Zariski dense in G.

Suppose now that the dimension of G is greater than 1. Let H ⊂ G be a
maximal proper connected subgroup. If H happens to be a normal subgroup
then G/H is known to be a linear algebraic group. By induction we can take
elements a1 . . . , an ∈ G such that their images in G/H generate a Zariski dense
subgroup of G/H . Take elements b1, . . . , bm ∈ H which generate a Zariski dense
subgroup of H . Then the collection {a1, . . . , an, b1, . . . , bm} generates a Zariski
dense subgroup of G.

If H is not a normal subgroup then there is a g ∈ G with gHg−1 �= H . Consider
a finite set of elements a1, . . . , an ∈ H which generate a Zariski dense subgroup
of H . Let L denote the subgroup of G generated by a1, . . . , an, g. The Zariski
closure L of L contains both H and gHg−1. So does L

o
and L

o �= H . The
maximality of H implies that L

o
= G and therefore also L = G. �

Remark 5.14 There has been much work on the inverse problem in differen-
tial Galois theory. Ramis has described how his characterization of the local
Galois group can be used to solve the inverse problem over C({z}) and C(z)
([240], [241]). This is presented in the Chapters 8, 10 and 11. In [209], it is
shown that any connected linear algebraic group is a differential Galois group
over a differential field k of characteristic zero with algebraically closed field of
constants C and whose transcendence degree over C is finite and nonzero (see
also [210]). This completed a program begun by Kovacic who proved a similar
result for solvable connected groups ([163], [164]). A more complete history of
the problem can be found in [209]. A description and recasting of the results of
[209] and [240] can be found in [229]. We shall describe the above results more
fully in Chapter 11. A method for effectively constructing linear differential
equations with given finite group is presented in [232] (see Chapter 4). �

5.3 The Riemann-Hilbert Problem

Let S ⊂ P1 be finite. Suppose for convenience that S = {s1, . . . , sk,∞}. Put
U = P1 \ S, choose a point p ∈ U and let M : π1(U, p) → GLn(C) be a
homomorphism. The Riemann-Hilbert problem (= Hilbert’s 21st problem) asks
whether there is a Fuchsian differential equation d

dz −
∑k
i=1

Ai

z−si
, with constant

matrices Ai, such that the monodromy map M : π1(U, p) → GL(Vp) coincides
with the given M for a suitable basis of Vp. For many special cases, one knows
that this problem has a positive answer (see [9, 26]):

1. Let λ1, . . . , λk be generators of π1(U, p), each enclosing just one of the si
(c.f., Section 5.1.2). If one of the M(λi) is diagonalizable, then the answer
is positive (Plemelj [223]).
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2. If all the M(λi) are sufficiently close to the identity matrix, then the
solution is positive (Lappo-Danilevskii [170]).

3. When n = 2, the answer is positive (Dekkers [79]).

4. If the representation M is irreducible, the answer is positive (Kostov [162]
and Bolibruch [9, 42]).

The first counter example to the Riemann-Hilbert problem was given by
A.A. Bolibruch ([9],[41]) This counter example is for n = 3 and S consisting
of 4 points. In addition, Bolibruch [41] has characterized when the solution is
positive for n = 3.

We will present proofs of the statements 2., 3. and 4. in Chapter 6 but in this
section we shall consider a weaker version of this problem. The weaker version
only asks for a regular singular differential equation with singular locus S and
M equal to the monodromy map M. Here the answer is always positive. The
modern version of the proof uses machinery that we will develop in Chapter 6
but for now we will indicate the main ideas of the proof.

Theorem 5.15 For any homomorphism M : π1(U, p) → GLn(C), there is a
regular singular differential equation with singular locus S and with monodromy
map equal to M .

Proof. We start with the simplest case: S = {0,∞}. Then U = C∗ and we
choose p = 1. The fundamental group is isomorphic to Z. A generator for
this group is the circle in positive orientation through 1 and around 0. The
homomorphism M is then given by a single matrix B ∈ GLn(C), the image
of the generator. Choose a constant matrix A with e2πiA = B. Then the
differential equation δ −A is a solution to the problem.

Suppose now #S > 2. We now introduce the concept of a local system L on
U . This is a sheaf of C-vector spaces on U such that L is locally isomorphic to
the constant sheaf Cn. Take any point q ∈ U and a path λ from p to q. Using
that L is locally isomorphic to the constant sheaf Cn, one finds by following the
path λ a C-linear bijection Lp → Lq. This is completely similar to analytical
continuation and can be seen to depend only on the homotopy class of the path.
If p = q, this results in a group homomorphism ΦL : π1(U, p)→ GL(Lp). Using
some algebraic topology (for instance the universal covering of U) one shows
that for any homomorphism Φ : π1(U, p) → GL(Cn) there is a local system L
such that ΦL is equivalent to Φ. In particular, there is a local system L such
that ΦL = M .

The next step is to consider the sheaf H := L ⊗C OU , where OU denotes the
sheaf of analytic functions on U . On this sheaf one introduces a differentiation ′

by (l⊗f)′ = l⊗f ′. Now we are already getting close to the solution of the weak
Riemann-Hilbert problem. Namely, it is known that the sheaf H is isomorphic
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with the sheaf OnU . In particular, H(U) is a free O(U)-module and has some
basis e1, . . . , en over O(U). The differentiation with respect to this basis has a
matrix A with entries in O(U). Then we obtain the differential equation d

dz +A
on U , which has M as monodromy map. We note that L is, by construction,
the sheaf of the solutions of d

dz +A on U .

We want a bit more, namely that the entries of A are in C(z). To do this
we will extend the sheaf H to a sheaf on all of S. This is accomplished by
glueing to H with its differentiation, for each point s ∈ S, another sheaf with
differentiation which lives above a small neighbourhood of s. To make this
explicit, we suppose that s = 0. The restriction of H with its differentiation
on the pointed disk D∗ := {z ∈ C| 0 < |z| < ε} ⊂ U can be seen to have
a basis f1, . . . , fn over O(V ), such that the matrix of the differentiation with
respect to this basis is z−1C, where C is a constant matrix. On the complete
disk D := {z ∈ C| |z| < ε} we consider the sheaf OnD with differentiation given
by the matrix z−1C. The restriction of the latter differential equation to D∗ is
isomorphic to the restriction of H to D∗. Thus one can glue the two sheaves,
respecting the differentiations. After doing all the glueing at the points of S we
obtain a differential equation d

dz − B, where the entries of B are meromorphic
functions on all of P1 and thus belong to C(z). By construction, S is the singular
set of the equation and the monodromy map of d

dz − B is the prescribed one.
Furthermore, at any singular point s the equation is equivalent to an equation
having at most a pole of order 1. �

Remarks 5.16 In Chapter 6 we will describe a more sophisticated formulation
of a regular, or a regular singular differential equation on any open subset U of
P1 (including the case U = P1). We give a preview of this formulation here.

As above, an analytic vector bundle M of rank n on U is a sheaf of OU -modules
which is locally isomorphic to the sheaf OnU . One considers also ΩanU , the sheaf
of the holomorphic differential forms on U . This is an analytic vector bundle
on U of rank 1. A regular connection on M is a morphism of sheaves ∇ : M →
ΩanU ⊗M , which is C-linear and satisfies the rule: ∇(fm) = df ⊗m + f∇(m)
for any sections f of OU and m of M above any open subset of U .

Let S ⊂ U be a finite (or discrete) subset of U . Then ΩanU (S) denotes the sheaf
of the meromorphic differential forms on U , which have poles of order at most
1 at the set S. A regular singular connection on M , with singular locus in S,
is a morphism of sheaves ∇ : M → ΩanU (S)⊗M , having the same properties as
above.

In the case of a finite subset S of U = P1, one calls a regular singular connection
on M Fuchsian if moreover the vector bundle M is trivial, i.e., isomorphic to
the direct sum of n copies of the structure sheaf OU . For the case U = P1,
there is a 1-1 correspondence between analytic and algebraic vector bundles (by
the so called GAGA theorem). That means that the analytic point of view for
connections coincides with the algebraic point of view.
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In the sketch of the proof of Theorem 5.15, we have in fact made the follow-
ing steps. First a construction of a regular connection ∇ on an analytic vector
bundle M above U := P1 \ S, which has the prescribed monodromy. Then
for each point s ∈ S, we have glued to the connection (M,∇) a regular sin-
gular connection (Ms,∇s) living on a neighbourhood of s. By this glueing
one obtains a regular singular analytic connection (N,∇) on P1 having the
prescribed monodromy. Finally, this analytic connection is identified with an
algebraic one. Taking the rational sections of the latter (or the meromorphic
sections of N) one obtains the regular singular differential equation d

dz −A with
A ∈ M(n × n,C(z)), which has the prescribed singular locus and monodromy.
Suppose for notational convenience that S = {s1, . . . , sk,∞}. Then (N,∇) is
Fuchsian (i.e., N is a trivial vector bundle) if and only if d

dz − A has the form
d
dz −

∑k
i=1

Ai

z−si
with constant matrices A1, . . . , Ak. �



Chapter 6

Differential Equations on
the Complex Sphere and
the Riemann-Hilbert
Problem

Let a differential fieldK with a derivation f �→ f ′ be given. A differential module
over K has been defined as a K-vector space M of finite dimension together
with a map ∂ : M →M satisfying the rules: ∂(m1 +m2) = ∂(m1)+ ∂(m2) and
∂(fm) = f ′m+ f∂(m). In this definition one refers to the chosen derivation of
K. We want to introduce the more general concept of connection, which avoids
this choice. The advantage is that one can perform constructions, especially
for the Riemann-Hilbert problem, without reference to local parameters. To
be more explicit, consider the field K = C(z) of the rational functions on the
complex sphere P = C ∪ {∞}. The derivations that we have used are d

dt and
tN d

dt where t is a local parameter on the complex sphere (say t is z − a or
1/z or an even more complicated expression). The definition of connection
(in its various forms) requires other concepts such as (universal) differentials,
analytic and algebraic vector bundles, and local systems. We will introduce
those concepts and discuss the properties that interest us here.

6.1 Differentials and Connections

All the rings that we will consider are supposed to be commutative, to have a
unit element and to contain the field Q. Let k ⊂ A be two rings.

163
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Definition 6.1 A differential (or derivation, or differential module) for A/k
is a k-linear map D : A → M , where M is an A-module, such that D(ab) =
aD(b) + bD(a). �

We note that D : A → M , as above, is often called a differential module.
This is however in conflict with the terminology introduced in Chapter 1. The
same observation holds for the following terminology. There exists a universal
differential (or universal differential module, or universal derivation), denoted by
d = dA/k : A→ ΩA/k. This object is supposed to have the property: for every
derivation D : A→ M , there exists a unique A-linear map l : ΩA/k → M such
that D = l ◦ dA/k. This property is easily seen to determine dA/k : A → ΩA/k
up to canonical isomorphism. The construction of the universal differential is
similar to other general constructions such as the tensor product and we refer
to ([169], Ch. XIX §3) for the details.

Examples 6.2
1. Let k be a field and A = k(z) a transcendental field extension. Then the
universal differential d : A → ΩA/k can easily be seen to be: ΩA/k the one
dimensional vector space over A with basis dz and d is given by d(f) = df

dzdz.

2. More generally let k ⊂ A be a field extension such that A is an algebraic
extension of a purely transcendental extension k(z1, . . . , zn) ⊃ k. Then ΩA/k
is a vector space over A with basis dz1, . . . , dzn. The universal differential d
is given by d(f) =

∑n
j=1

∂f
∂zj

dzj . The derivations ∂
∂zj

are defined as follows.

On the field k(z1, . . . , zn) the derivations ∂
∂zj

are defined as usual. Since the
extension k(z1, . . . , zn) ⊂ A is algebraic and separable, each derivation ∂

∂zj

uniquely extends to a derivation A→ A.

It is clear that what we have defined above is a differential. Now we will show
that d : A → Adz1 ⊕ · · · ⊕ Adzn is the universal differential. Let a derivation
D : A→M be given. We have to show that there exists a unique A-linear map
l : ΩA/k →M such that D = l ◦ d. Clearly l must satisfy l(dzj) = D(zj) for all
j = 1, . . . , n and thus l is unique. Consider now the derivation E := D − l ◦ d.
We have to show that E = 0. By construction E(zj) = 0 for all j. Thus E is
also 0 on k(z1, . . . , zn). Since any derivation of k(z1, . . . , zn) extends uniquely
to A, we find that E = 0.

3. We consider now the case, k is a field and A = k((z)). One would like to define
the universal differential as d : A→ Adz with d(f) = df

dzdz. This is a perfectly
natural differential module. Unfortunately, it does not have the universality
property. The reason for this is that A/k is a transcendental extension of infinite
transcendence degree. In particular there exists a non zero derivation D : A→
A, which is 0 on the subfield k(z). Still we prefer the differential module above
which we will denote by d : A → ΩfA/k. It can be characterized among all
differential modules by the more subtle property:
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For every differential D : A → M , such that D(k[[z]]) ⊂ M lies
in a finitely generated k[[z]]-submodule of M , there exists a unique
A-linear map l : ΩfA/k →M with D = l ◦ d.

For completeness, we will give a proof of this. The l, that we need to produce,
must satisfy l(dz) = D(z). Let l be the A-linear map defined by this condition
and consider the derivation E := D− l◦d. Then E(z) = 0 and also E(k[[z]]) lies
in a finitely generated k[[z]]-submodule N of M . Consider an element h ∈ k[[z]]
and write it as h = h0 + h1z + · · · + hn−1z

n−1 + zng with g ∈ k[[z]]. Then
E(h) = znE(g). As a consequence E(h) ∈ ∩n≥1z

nN . From local algebra ([169],
Ch.X§5) one knows that this intersection is 0. Thus E is 0 on k[[z]] and as a
consequence also zero on A. One observes from the above that the differential
does not depend on the choice of the local parameter z.

4. The next example is k = C and A = C({z}). The differential d : A→ Adz,
with d(f) = df

dzdz, is again natural. It will be denoted by d : A → ΩfA/k. This
differential is not universal, but can be characterized by the more subtle property
stated above. One concludes again that the differential does not depend on the
choice of the local parameter z in the field A.

5. Let k = C and A be the ring of the holomorphic functions on the open unit
disk (or any open subset of C). The obvious differential d : A → Adz, given
by d(f) = df

dzdz, will be denoted by ΩfA/k. Again it does not have the universal
property, but satisfies a more subtle property analogous to 3. In particular, this
differential does not depend on the choice of the variable z. �

In the sequel we will simply write d : A → Ω for the differential which is
suitable for our choice of the rings k ⊂ A. We note that HomA(Ω, A), the set
of the A-linear maps from Ω to A, can be identified with derivations A → A
which are trivial on k. This identification is given by l �→ l ◦ d. In the case
that Ω = ΩA/k (the universal derivation) one finds an identification with all
derivations A → A which are trivial on k. In the examples 6.2.3 - 6.2.5, one
finds all derivations of the type h d

dz (with h ∈ A).

Definition 6.3 A connection for A/k is a map ∇ : M → Ω⊗AM , where:

1. M is a (finitely generated) module over A.

2. ∇ is k-linear and satisfies∇(fm) = df⊗m+f∇(m) for f ∈ A and m ∈M .

�

Let l ∈ Hom(Ω, A) and D = l ◦ d. One then defines ∇D : M →M as

∇ : M → Ω⊗M l⊗1M→ A⊗M = M.

Thus ∇D : M →M is a differential module with respect to the differential ring
A with derivation f �→ D(f).
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Examples 6.4
1. k is a field and A = k(z). A connection ∇ : M → Ω ⊗ M gives rise to
the differential module ∂ : M → M with ∂ = ∇ d

dz
of k(z)/k with respect to

the derivation d
dz . On the other hand, a given differential module ∂ : M → M

(w.r.t. d
dz ) can be made into a connection ∇ by the formula ∇(m) := dz⊗∂(m).

We conclude that there is only a notational difference between connections for
k(z)/k and differential modules over k(z)/k.

2. Let k be a field and A = k((z)). As before Ω will be Adz and d : A → Ω is
the map d(f) = df

dzdz. Let M be a vector space over A of dimension n. A k[[z]]-
lattice Λ ⊂ M is a k[[z]]-submodule of M of the form k[[z]]e1 + · · · + k[[z]]en,
where e1, . . . en is a basis of M . Let (M,∇) be a connection for A/k. The
connection is called regular if there is a lattice Λ such that d(Λ) ⊂ dz ⊗Λ. The
connection is called regular singular if there is a lattice Λ such that d(Λ) ⊂
dz ⊗ z−1Λ.

Suppose now (for convenience) that k is algebraically closed. Let (M,∇) be a
connection for k(z)/k. For each point p of k ∪ {∞} we consider the completion
k̂(z)p of k(z) with respect to this point. This completion is either k((z − a)) or

k((z−1)). The connection (M,∇) induces a connection for k̂(z)p/k on M̂p :=

k̂(z)p⊗M . One calls (M,∇) regular singular if each of the M̂p is regular singular.

3. k is a field and A = k(z1, . . . , zn). A connection ∇ : M → Ω ⊗M gives,
for every j = 1, . . . , n, to a differential module ∇ ∂

∂zj

: M → M with respect

to the derivation ∂
∂zj

. In other words a connection is a linear system of partial
differential equations (one equation for each variable). See further Appendix D.

4. In parts 3.-5. of Examples 6.2 a connection together with a choice of the
derivation is again the same thing as a differential module with respect to this
derivation. �

6.2 Vector Bundles and Connections

We consider a connected Riemann surface X . The sheaf of holomorphic func-
tions on X will be called OX . A vector bundle M of rank m on X can be
defined as a sheaf of OX -modules on X , such that M is locally isomorphic with
the sheaf of OX -modules OmX . The vector bundle M is called free (or trivial) if
M is globally (i.e., on all of X) isomorphic to OmX . With vector bundles one can
perform the operations of linear algebra: direct sums, tensor products, Hom’s,
kernels et cetera. Vector bundles of rank one are also called line bundles. We
will write H0(X,M), or sometimes H0(M), for the vector space of the global
sections of M on X . It is known that any vector bundle on a non-compact
Riemann surface is free, see [100]. For compact Riemann surfaces the situation
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is quite different. Below, we will describe the vector bundles on the Riemann
sphere.

The line bundle ΩX of the holomorphic differentials will be important for us.
This sheaf can be defined as follows. For open U ⊂ X and an isomorphism
t : U → {c ∈ C| |c| < 1}, the restriction of ΩX to U is OXdt. Furthermore,
there is a canonical morphism of sheaves d : OX → ΩX , which is defined on the
above U by d(f) = df

dtdt. (see also Examples 6.2.5 and Examples 6.4).

In the literature the term “vector bundle of rank m” refers sometimes to a
closely related but somewhat different object. For the sake of completeness we
will explain this. For the other object we will use the term geometric vector
bundle of rank m on a Riemann surface X . This is a complex analytic variety V
together with a morphism of analytic varieties π : V → X . The additional data
are: for each x ∈ X , the fibre π−1(x) has the structure of an m-dimensional
complex vector space. Further, X has an open covering {Ui} and for each
i an isomorphism fi : π−1(Ui) → Cm × Ui of analytic varieties such that:
pr2 ◦ fi is the restriction of π to π−1(Ui) and for each point x ∈ Ui the map
π−1(x)→ Cm×{x} → Cm, induced by fi, is an isomorphism of complex linear
vector spaces.

The link between the two concepts can be given as follows. Let π : V → X be
a geometric vector bundle. Define the sheaf M on X by letting M(U) consist
of the maps s : U → π−1U satisfying π ◦ s is the identity on U . The additional
structure on V → X induces a structure of OX(U)-module on M(U). The
“local triviality” of V → X has as consequence that M is locally isomorphic to
the sheaf OmX . On the other hand one can start with a vector bundle M on X
and construct the corresponding geometric vector bundle V → X .

Definition 6.5 A regular connection on a Riemann surfaceX is a vector bundle
M on X together with a morphism of sheaves of groups ∇ : M → ΩX ⊗M ,
which satisfies for every open U and for any f ∈ OX(U), m ∈ M(U) the
“Leibniz rule” ∇(fm) = df ⊗m+ f∇(m). �

For an open U , which admits an isomorphism t : U → {c ∈ C| |c| < 1}
one can identify ΩX(U) with OX(U)dt and M(U) with OmX (U). Then ∇(U) :
M(U)→ OX(U)dt⊗M(U) is a connection in the sense of the definition given
in section 1. One can rephrase this by saying that a regular connection on X is
the “sheafification” of the earlier notion of connection for rings and modules.

Examples 6.6 Examples, related objects and results.
1. Regular connections on a non compact Riemann surface.
According to ([100], Theorem 30.4)) every vector bundle M on a connected,
non compact Riemann surface is free. Let X be an open connected subset of P
and suppose for notational convenience that ∞ �∈ X . We can translate now the
notion of regular connection (M,∇) on X in more elementary terms. The vector
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bundle M will be identified with OmX ; the sheaf of holomorphic differentials is
identified with OXdz; further ∇ is determined by ∇ on M(X) and by ∇ d

dz

on M(X). In this way we find a matrix differential operator d
dz + A, where

the coordinates of A are holomorphic functions on X . This matrix differential
operator is “equivalent” with (M,∇).

2. Local systems on X.
X will be a topological space which is connected and locally pathwise connected.
A (complex) local system (of dimension n) on X is a sheaf L of complex vector
spaces which is locally isomorphic to the constant sheaf Cn. This means that X
has a covering by open sets U such that the restriction of L to U is isomorphic
to the constant sheaf Cn on U . For the space [0, 1] any local system is trivial,
which means that it is the constant sheaf Cn. This can be seen by showing that
n linearly independent sections above a neighbourhood of 0 can be extended to
the whole space. Let λ : [0, 1]→ X be a path in X , i.e., a continuous function.
Let L be a local system onX . Then λ∗L is a local system on [0, 1]. The triviality
of this local system yields an isomorphism (λ∗L)0 → (λ∗L)1. The two stalks
(λ∗L)0 and (λ∗L)1 are canonically identified with Lλ(0) and Lλ(1). Thus we find
an isomorphism Lλ(0) → Lλ(1) induced by λ. Let b be a base point for X and
let π1 denote the fundamental group of X with respect to this base point. Fix
again a local system L on X and let V denote the stalk Lb. Then for any closed
path λ through b we find an isomorphism of V . In this way we have associated
to L a representation ρL : π1 → GL(V ) of the fundamental group.

We make this somewhat more systematic. Let LocalSystems(X) denote the
category of the local systems on X and let Reprπ1

denote the category of the
finite dimensional complex representations of π1. Then we have defined a functor
LocalSystems(X)→ Reprπ1

, which has many nice properties. We claim that:

The functor LocalSystems(X)→ Reprπ1
is an equivalence of categories.

We will only sketch the (straightforward) proof. Let u : U → X denote the
universal covering. On U every local system is trivial, i.e., isomorphic to a
constant sheaf Cn. This follows from U being simply connected (one defines n
independent sections above any path connecting a base point to an arbitrary
point, shows that this is independent of the path and so defines n independent
global sections). Take a local system L on X and let V = Lb. Then the
local system u∗L is isomorphic to the constant sheaf V on U . The fundamental
group π1 is identified with the group of automorphisms of the universal covering
u : U → X . In particular, for any λ ∈ π1 one has λ ◦u = u and λ∗ ◦u∗L = u∗L.
This gives again the representation π1 → GL(V ).

One can also define a functor in the other direction. Let ρ : π1 → GL(V ) be a
representation. This can be seen as an action on V considered as constant local
system on U . In particular for any π1-invariant open set B ⊂ U we have an
action of π1 on V (B). Define the local system L on X by specifying L(A), for
any open A ⊂ X , in the following way: L(A) = V (u−1A)π1 (i.e., the elements
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of V (u−1A) invariant under the action of π1). It can be verified that the two
functors produce an equivalence between the two categories.

3. Regular connections, local systems and monodromy.
We suppose that X is a connected noncompact Riemann surface. Let Reg(X)
denote the category of the regular connections on X . For an object (M,∇)
of Reg(X) one considers the sheaf L given by L(A) = {m ∈ M(A)| ∇(m) =
0} for any open subset A. The set L(A) is certainly a vector space. Since
the connection is “locally trivial” it follows that L is locally isomorphic to the
constant sheaf Cn. Thus we found a functor from the category Reg(X) to the
category LocalSystems(X). We claim that

The functor Reg(X)→ LocalSystems(X) is an equivalence.

The essential step is to produce a suitable functor in the other direction. Let
a local system L be given. Then the sheaf N := L ⊗C OX is a sheaf of OX -
modules. Locally, i.e., above some open A ⊂ X , the sheaf L is isomorphic to the
constant sheaf Ce1 ⊕ · · · ⊕Cen. Thus the restriction of N to A is isomorphic
to OXe1 ⊕ · · · ⊕ OXen. This proves that N is a vector bundle. One defines ∇
on the restriction of N to A by the formula ∇(

∑
fjej) =

∑
dfj ⊗ ej ∈ ΩX ⊗N .

These local definitions glue obviously to a global ∇ on N . This defines a functor
in the other direction. From this construction it is clear that the two functors
are each other’s “inverses”.

We note that the composition Reg(X)→ LocalSystems(X)→ Reprπ1
is in fact

the functor which associates to each regular connection its monodromy repre-
sentation. From the above it follows that this composition is also an equivalence
of categories.

4. The vector bundles on the complex sphere P
These vector bundles have been classified (by G. Birkhoff [37], A. Grothendieck
[117] et al; see [215]). For a vector bundle M (or any sheaf) on P we will
write H0(M) or H0(P,M) for its set of global sections. For any integer n one
defines the line bundle OP(n) in the following way: Put U0 = P \ {∞} and
U∞ = P \ {0}. Then the restrictions of OP(n) to U0 and U∞ are free and
generated by e0 and e∞. The two generators satisfy (by definition) the relation
zne0 = e∞ on U0 ∩ U∞.

The main result is that every vector bundle M on the complex sphere is iso-
morphic to a direct sum OP(a1) ⊕ · · · ⊕ OP(am). One may assume that a1 ≥
a2 ≥ · · · ≥ am. Although this direct sum decomposition is not unique, one can
show that the integers aj are unique. One calls the sequence a1 ≥ · · · ≥ am the
type of the vector bundle. We formulate some elementary properties, which are
easily verified:

(a) OP(0) = OP and OP(n)⊗OP(m) = OP(n+m).
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(b) OP(n) has only 0 as global section if n < 0.

(c) For n ≥ 0 the global sections of OP(n) can be written as fe0, where f runs
in the space of polynomials of degree ≤ n.

The unicity of the aj above follows now from the calculation of the dimensions
of the complex vector spaces H0(OP(n) ⊗M). We note that the above M is
free if and only if all aj are zero. Other elementary properties are:

(d) ΩP is isomorphic to OP(−2).

(e) Let D =
∑
ni[si] be a divisor on P, i.e., a formal finite sum of points of

P with integers as coefficients. The degree of the divisor D is, by definition,∑
ni. One defines the sheaf L(D) on P by: For any open U in P, the group

L(D)(U) consists of the meromorphic functions f on U such that the divisor of
f on U is ≥ the restriction of −D to U . The sheaf L(D) is easily seen to be a
line bundle and is in fact isomorphic to OP(n), where n =

∑
ni (i.e., the degree

of the divisor D).

(f) Let M be any vector bundle on P and D a divisor. Then M(D) is defined
as L(D) ⊗M . In particular, ΩP(D) is a sheaf of differential forms on P with
prescribed zeros and poles by D. This sheaf is isomorphic to OP(−2 + degD).
In the special case that the divisor is S = [s1] + · · · + [sm] (i.e., a number of
distinct points with “multiplicity 1”), the sheaf ΩP(S) consists of the differential
forms which have poles of order at most one at the points s1, . . . , sm. The sheaf
is isomorphic to OP(−2+m) and for m ≥ 3 the dimension of its vector space of
global sections is m−1. Suppose that the points s1, . . . , sm are all different from
∞. Then H0(Ω(S)) consists of the elements

∑m
j=1

aj

z−sj
dz with a1, . . . , aj ∈ C

and
∑
aj = 0.

5. The GAGA principle for vector bundles on P.
One can see P as the Riemann surface associated to the projective line P 1 :=
P1

C over C. Also in the algebraic context one can define line bundles, vector
bundles, connections et cetera. The “GAGA” principle gives an equivalence
between (“algebraic”) vector bundles (or more generally coherent sheaves) on
P 1 and (“analytic”) vector bundles (or analytic coherent sheaves) on P. We
will describe some of the details and refer to [258] for proofs (see also [124] for
more information concerning the notions of line bundles, vector bundles, etc. in
the algebraic context).

We begin by describing the algebraic structure on projective line P 1, see [124].
The open sets of P 1, for the Zariski topology, are the empty set and the cofinite
sets. The sheaf of regular functions on P 1 will be denoted by O. Thus for a
finite set S we have that O(P 1 \S) consists of the rational functions which have
their poles in S. Let M be a vector bundle on P 1 of rank m. Then for any
finite non empty set S the restriction of M to P 1 \ S is a free bundle (because
O(P 1\S) is a principal ideal domain and since H0(M |P 1\S) is projective it must
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be free). In particular, M(P 1 \ S) is a free module of rank m over O(P 1 \ S).
We want to associate to M a vector bundle Man on P.

One defines Man by Man(P) = M(P 1) and for an open set U ⊂ P, which has
empty intersection with a finite set S �= ∅, one defines Man(U) as
OP(U)⊗O(P 1\S)M(P 1 \ S). It is not difficult to show that the latter definition
is independent of the choice of S �= ∅. Further it can be shown that Man is a
vector bundle on P. The construction M �→ Man extends to coherent sheaves
on P 1 and is “functorial”.

In the other direction, we want to associate to a vector bundle N on P a vector
bundle Nalg on P 1. One defines Nalg as follows. Nalg(P 1) = N(P) and for any
non empty finite set S one defines Nalg(P 1 \S) = ∪k≥1H

0(N(k ·S)). (We note
that k · S is considered as a divisor on P). If one accepts the description of the
vector bundles on P, then it is easily seen that Nalg is indeed a vector bundle
on P 1. The construction N �→ Nalg extends to (analytic) coherent sheaves and
is “functorial”.

The two functors an and alg provide an equivalence between the vector bundles
(or, more generally, analytic coherent sheaves) on P and the vector bundles (or
coherent sheaves) on P 1.

The GAGA principle holds for projective complex varieties and in particular for
the correspondence between non-singular, irreducible, projective curves over C
and compact Riemann surfaces. �

Exercise 6.7 The sheaves OP(n)alg and O(n).
In order to describe the analytic line bundle OP(n) in terms of meromorphic
functions we identify OP(n) with the line bundle L(n.[∞]) corresponding to the
divisor n.[∞] on P. Let S = {p1, . . . , pm} be a finite set not containing ∞ and
let fS =

∏m
i=1(z − pi). Show that for U = P 1 \ S, OP(n)alg(U) consists of all

rational functions of the form g/fkS where k ≥ 0 and deg g ≤ n+ km. Describe
OP(n)alg(U) where U = P 1 \S and S contains the point at infinity. We denote
the sheaf OP(n)alg by O(n). .

We note that the algebraic line bundle O(n) on P1 is usually defined as
follows. Put U0 = P1 \ {∞} and U∞ = P1 \ {0}. The restrictions of O(n) to U0

and U∞ are the free sheaves OU0e0 and OU∞e∞ since both rings O(U0) = C[z]
and O(U∞) = C[z−1] are unique factorization domains. The relation between
the two generators in the restriction of O(n) to U0 ∩U∞ is given by zne0 = e∞.
It is obvious from this description that O(n)an is equal to OP(n). �

We come now to the definition of a regular singular connection. Let X be a
connected Riemann surface, S a finite subset of X .

Definition 6.8 A regular singular connection on X with singular locus in S
is a pair (M,∇) with M a vector bundle on X and ∇ : M → Ω(S) ⊗ M
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a morphism of sheaves of groups that satisfies for every open U and for any
f ∈ OX(U), m ∈M(U) the “Leibniz rule” ∇(fm) = df ⊗m+ f∇(m).

Here S is seen as a divisor on X and Ω(S) is the sheaf of differential forms on X
having poles of at most order 1 at the points of S. The difference with the earlier
defined regular connections is clearly that we allow poles of order 1 at the points
of S. We can make this explicit in the local situation: X = {c ∈ C| |c| < 1},
S = {0} and M = OmX . Then on X the map ∇ d

dz
: OX(X)m → z−1OX(X)m

identifies with a matrix differential operator d
dz + A, where the coefficients of

A are meromorphic functions on X having a pole of order at most 1 at z = 0.
One observes that the notion of regular singular connection is rather close to
the definition of regular singular point of a matrix differential equation. One
could also introduce irregular connections by replacing S by a divisor

∑
nj [sj ]

with integers nj ≥ 1.

Examples 6.9 Some properties of regular singular connections.
1. The GAGA principle for regular singular connections on P.
For the sheaf of holomorphic differentials on P 1 we will use the notation Ω
and for the analogous (analytic) sheaf on P we will write Ωan. Let an “al-
gebraic” regular singular connection on P 1 with singular locus in S be given,
this is a ∇ : M → Ω(S) ⊗M , with M a vector bundle and ∇ with the obvi-
ous properties. We want to associate a regular singular connection (Man,∇)
on P with singular locus in S (see examples 6.6.3). The only thing to ver-
ify is that the new ∇ is unique and well defined. Let U be an open set of
P which has empty intersection with the finite set T �= ∅. We have to verify
that ∇ : Man(U) → Ωan(S)(U) ⊗Man(U) is unique and well defined. One
has Man(U) = OP(U)⊗O(P 1\T ) M(P 1 \ T ) and Ω(S)an(U)⊗OP(U) M

an(U) is
canonically isomorphic to Ω(S)an(U)⊗O(P 1\T )M(P 1 \T ). Consider an element
f⊗m with f ∈ OP(U) and m ∈M(P 1\T ). Then the only possible definition for
∇(f⊗m) is df⊗m+f∇(m). This expression lies in Ω(S)an(U)⊗OP(U)M

an(U)
since df ∈ Ωan(U) and ∇(m) ∈ Ω(S)(P 1 \ T )⊗M(P 1 \ T ).

On the other hand, let (N,∇) be a regular singular connection with singular
locus in S on P. We have to show that Nalg inherits a regular singular con-
nection with singular locus in S. Let T be a finite non empty subset of P.
One considers N(k · T ), where k · T is seen as a divisor. It is not difficult to
see that ∇ on N induces a ∇ : N(k · T ) → Ω(S)an ⊗ N((k + 1) · T ). By con-
struction Nalg(P 1 \ T ) = ∪k≥0H

0(N(k · T )). Thus we find an induced map
∇ : Nalg(P 1 \ T )→ Ω(S)(P 1 \ T )⊗Nalg(P 1 \ T ). This ends the verification of
the GAGA principle.

We introduce now three categories: RegSing(P, S), RegSing(P 1, S) and
RegSing(C(z), S). The first two categories have as objects the regular sin-
gular connections with singular locus in S for P (i.e., analytic) and for P 1

(i.e., algebraic). The third category has as objects the connections for C(z)/C
(i.e., ∇ : M → C(z)dz ⊗ M , see Examples 6.4) which have at most regular
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singularities in the points of S (See Examples 6.4.2). We omit the obvious
definition of morphism in the three categories. We have just shown that the
first two categories are equivalent. There is a functor from the second category
to the third one. This functor is given as follows. Let ∇ : M → Ω(S) ⊗M
be a connection on P 1 (regular singular with singular locus in S). The fibre
Mη of M at the “generic point” η of P1 is defined as the direct limit of all
M(U), where U runs over the collection of the co-finite subsets of P 1. One
finds a map ∇η : Mη → Ω(S)η ⊗Mη. The expression Mη is a finite dimen-
sional vector space over C(z) and Ω(S)η identifies with ΩC(z)/C. Thus ∇η is
a connection for C(z)/C. Moreover ∇η has at most regular singularities at
the points of S. We shall refer to (Mη,∇η) as the generic fibre of (M,∇).
We will show (Lemma 6.18) that the functor ∇ �→ ∇η from RegSing(P 1, S)
to RegSing(C(z), S) is surjective on objects. However this functor is not an
equivalence. In particular, non isomorphic ∇1,∇2 can have isomorphic generic
fibres. We will be more explicit about this in Lemma 6.18.

2. Regular singular connections on free vector bundles on P.
We consider X = P, S = {s1, . . . , sm} with m ≥ 2 and all si distinct from ∞.
We want to describe the regular singular connections (M,∇) with M a free vec-
tor bundle and with singular locus in S. FromM ∼= OnP it follows that the vector
space of the global sections ofM has dimension n. Let e1, . . . , en be a basis. The
global sections of Ω(S) ⊗M are then the expressions

∑n
j=1(

∑
k
ak,j

z−sk
dz) ⊗ ej ,

where for each j we have
∑
k ak,j = 0. The morphism ∇ is determined by the

images ∇(ej) of the global sections of M because M is also generated, locally at
every point, by the {ej}. Furthermore we may replace ∇(ej) by ∇ d

dz
(ej). This

leads to the differential operator in matrix form d
dz +

∑m
k=1

Ak

z−sk
, where the

Aj are constant square matrices of size n and satisfy
∑m
k=1 Ak = 0. A matrix

differential operator of this form will be called Fuchsian differential equation
with singular locus in S .

For S = {s1, . . . , sm−1,∞} one finds in a similar way an associated matrix
differential equation d

dz +
∑m−1

k=1
Ak

z−sk
(in this case there is no condition on the

sum of the matrices Ak). We note that the notion of a Fuchsian system with
singular locus in S is, since it is defined by means of a connection, invariant
under automorphisms of the complex sphere.

3. A construction with regular singular connections.
Let (M,∇) be a regular singular connection with singular locus in S. For a point
s ∈ S we will define a new vector bundleM(−s) ⊂M . Let t be a local parameter
at the point s. Then for U not containing s one defines M(−s)(U) = M(U).
If U is a small enough neighbourhood of s then M(−s)(U) = tM(U) ⊂ M(U).
One can also define a vector bundle M(s). This bundle can be made explicit
by M(s)(U) = M(U) if s �∈ U and M(s)(U) = t−1M(U) for a small enough
neighbourhood U of s. We claim that the vector bundles M(−s) and M(s)
inherit from M a regular singular connection. For an open U which does not
contain s, one has M(s)(U) = M(−s)(U) = M(U) and we define the ∇’s
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for M(s) and M(−s) to coincide with the one for M . For a small enough
neighbourhood U of s one defines the new ∇’s by ∇(t−1m) = − dtt ⊗ t−1m +
t−1∇(m) (for M(s) and m a section of M) and ∇(tm) = dt

t ⊗ tm + t∇(m)
(for M(−s)). This is well defined since dt

t is a section of Ω(S). The ∇’s on
M(−s) ⊂M ⊂M(s) are restrictions of each other.

More generally, one can consider any divisor D with support in S, i.e., D =∑
mj [sj ] for some integers mj . A regular singular connection on M induces a

“canonical” regular singular connection on M(D).

Exercise 6.10 Let (M,∇) be a regular singular connection and let D be a
divisor with support in S. Show that the induced regular singular connection
on M(D) has the same generic fibre as (M,∇) (see example 6.9.1). �

4. The historically earlier notion of Fuchsian linear operator L of degree n and
with singular locus in S is defined in a rather different way. For the case S =
{s1, . . . , sm−1,∞} this reads as follows. Let L = ∂n+a1∂

n−1+ · · ·+an−1∂+an,
where ∂ = d

dz and the aj ∈ C(z). One requires further that the only poles
of the rational functions aj are in S and that each singularity in S is “regular
singular”. The latter condition is that the associated matrix differential equation
can locally at the points of S be transformed into a matrix differential equation
with a pole of at most order 1. We will prove that:

Lemma 6.11 L is a Fuchsian scalar differential equation with singular locus
in S if and only if the aj have the form bj

(z−s1)j ···(z−sm−1)j with bj polynomials
of degrees ≤ j(m− 1)− j.

Proof. We first examine the order of each aj , say at z = si. For nota-
tional convenience we suppose that si = 0. We consider M = znL = zn∂n +
za1z

n−1∂n−1 + · · ·+ zn−1an−1z∂+ znan which can be written as δn+ c1δ
n−1 +

· · · + cn for certain cj ∈ C(z). From the last expression one easily finds the
Newton polygon at the point z = 0. The operator (or the corresponding matrix
differential equation) is regular singular at z = 0 if and only if the Newton
polygon has only slope 0. The last condition is equivalent to ord0(cj) ≥ 0 for all
j. From the obvious formula zm∂m = (δ −m)(δ −m+ 1) · · · (δ − 1)δ it follows
that the condition on the cj is equivalent to ord0(aj) ≥ −j for all j. A similar
calculation at z =∞ finishes the proof. �

We note that a scalar operator L, as in the statement, need not be singular
at all the points of S. At some of the points of S the equation may have
n independent local solutions. In that case the point is sometimes called an
apparent singularity. For example, the operator ∂2 − 2

z2−2 is Fuchsian with
singular locus in {

√
2,−
√

2,∞}. The point at infinity turns out to be regular.

The automorphisms φ of the complex sphere have the form φ(z) = az+b
cz+d with(

a b
c d

)
∈ PSL2(C). We extend this automorphism φ of C(z) to the automorphism,
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again denoted by φ, of C(z)[∂] by φ(∂) = 1
(cz+d)2 ∂. Suppose that (the monic)

L ∈ C(z)[∂] is a Fuchsian operator with singular locus in S. Then one can
show that φ(L) = fM with f ∈ C(z)∗ and M a monic Fuchsian operator with
singular locus in φ(S). Thus the notion of Fuchsian scalar operator is also
“invariant” under automorphisms of P. �

6.3 Fuchsian Equations

The comparison between scalar Fuchsian equations and Fuchsian equations in
matrix form is far from trivial. The next two sections deal with two results
which are also present in [9]. In a later section we will return to this theme.

6.3.1 From Scalar Fuchsian to Matrix Fuchsian

C will denote an algebraically closed field of characteristic 0. Let an nth order
monic Fuchsian operator L ∈ C(z)[∂] (where ∂ = d

dz ) with singular locus in S
be given. We want to show that there is a Fuchsian matrix equation of order
n with singular locus in S, having a cyclic vector e, such that the minimal
monic operator M ∈ C(z)[∂] with Me = 0 coincides with L. This statement
seems to be “classical”. However, the only proof that we know of is the one
of ([9], Theorem 7.2.1). We present here a proof which is algebraic and even
algorithmic.

If S consists of one point then we may, after an automorphism of P1, suppose
that S = {∞}. The Fuchsian operator L can only be ∂n and the statement is
trivial. If S consists of two elements then we may suppose that S = {0,∞}. Let
us use the operator δ = z∂. Then znL can be rewritten as operator in δ and it
has the form δn+ a1δ

n−1 + · · ·+ an with all ai ∈ C. Let V be an n-dimensional
vector space over C with basis e1, . . . , en. Define the linear map B on V by
B(ei) = ei+1 for i = 1, . . . , n − 1 and Ben = −anen − an−1en−1 − · · · − a1e1.
Then the matrix equation δ + B (or the matrix equation ∂ + B

z ) is Fuchsian
and the minimal monic operator M with Me1 = 0 is equal to L. For a singular
locus S with cardinality > 2 we may suppose that S is equal to 0, s1, . . . , sk,∞.

Theorem 6.12 Let L ∈ C(z)[∂] be a monic Fuchsian operator with singular
locus in S = {0, s1, . . . , sk,∞}. There are constant matrices B0, . . . , Bk

with B0 =

⎛
⎜⎜⎜⎜⎝
∗
1 ∗

. ∗
. ∗

1 ∗

⎞
⎟⎟⎟⎟⎠ and B1, . . . , Bk upper triangular,
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i.e., having the form

⎛
⎜⎜⎜⎜⎝
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

. . .
. .
∗

⎞
⎟⎟⎟⎟⎠ ,

such that the first basis vector e1 is cyclic for the Fuchsian matrix equation
∂+ B0

z +
∑k
i=1

Bi

z−si
and L is the monic operator of smallest degree with Le1 = 0.

Proof. Write D = (z − s1) · · · (z − sk) and F = zD. Consider the differential
operator ∆ = F d

dz . One can rewrite FnL as a differential operator in ∆. It
will have the form L̃ := ∆n + A1∆n−1 + · · · + An−1∆ + An, where the Ai are
polynomials with degrees ≤ k.i. Conversely, an operator of the form L̃ in ∆ can
be transformed into a Fuchsian operator in ∂ with singular locus in S. Likewise,
we multiply the matrix operator of the statement on the left hand side by F
and find a matrix operator of the form

∆ = F
d

dz
+

⎛
⎜⎜⎜⎜⎝

B11 zB2,1 . . zBn,1
D B2,2 . . .

D . . .
. . zBn,n−1

D Bn,n

⎞
⎟⎟⎟⎟⎠ .

We note that the polynomials Bi,i have degree ≤ k and the polynomials Bi,j
with i > j have degree ≤ k − 1. Let e1, e2, . . . , en denote the standard basis,
used in this presentation of the matrix differential operator ∆. For notational
convenience, we write en+1 = 0. For the computation of the minimal monic
element Ln ∈ C(z)[∆] with Lne1 = 0 we will use the notation:
Mi = (∆ − Bi,i − (i − 1)zD′). One defines a sequence of monic operators
Li ∈ C[z][∆] as follows: L0 = 1, L1 = M1 = (∆−B1,1), L2 = M2L1−FB2,1L0

and recursively by

Li = MiLi−1 − FBi,i−1Li−2 − FDBi,i−2Li−3−

· · · − FDi−3Bi,2L1 − FDi−2Bi,1L0.

One sees that the Li are constructed such that Lie1 = Diei+1. In particular,
e1 is a cyclic element for the matrix differential operator and Ln is the minimal
monic operator in C(z)[∆] with Lne1 = 0. Since Ln actually lies in C[z][∆]
and the coefficients of Ln w.r.t. ∆ satisfy the correct bound on the degrees, it
follows that Ln gives rise to a Fuchsian scalar operator with the singular locus
in S.

In order to prove that we can produce, by varying the coefficients of the matrices
B0, B1, . . . , Bk, any given element T := ∆n + A1∆n−1 + · · · + An−1∆ + An ∈
C[z][∆] with the degree of each Ai less than or equal to k.i, we have to analyse
the formula for Ln a bit further. We start by giving some explicit formulas:
L1 = M1 and L2 = M2M1 − FB2,1 and

L3 = M3M2M1 − (M3FB2,1 + FB3,2M1)− FDB3,1
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L4 = M4M3M2M1 − (M4M3FB2,1 +M4FB3,2M1 + FB4,3M2M1)

−(M4FDB3,1 + FDB4,2M1)− FD2B4,1 + FB4,3FB2,1.

By induction one derives the following formula for Ln:

Mn · · ·M2M1 −
n−1∑
i=1

Mn · · ·Mi+2FBi+1,iMi−1 · · ·M1

−
n−2∑
i=1

Mn · · ·Mi+3FDBi+2,iMi−1 · · ·M1

−
n−3∑
i=1

Mn · · ·Mi+4FD
2Bi+3,iMi−1 · · ·M1

− · · · · · · −MnFD
n−3Bn−1,1 − FDn−2Bn,1 + overflow terms.

The terms in this formula are polynomials of degrees n, n− 2, n− 3, . . . , 1, 0 in
∆. By an “overflow term ” we mean a product of, say n − l of the Mi’s and
involving two or more terms Bx,y with x− y ≤ l − 2.

We will solve the equation Ln = T stepwise by solving modulo F , modulo
FD, ..., modulo FDn−1. At the jth step we will determine the polynomials
Bj+i−1,i, 1 ≤ i ≤ n − j + 1. i.e., the polynomials on the jth diagonal. After
the last step, one actually has the equality Ln = T since the coefficients of
Ln − T are polynomials of degree ≤ k.n and the degree of FDn−1 is 1 + kn.
We note further that the left ideal I in C[z][∆] generated by the element a :=
zn0(z − s1)n1 · · · (z − sk)nk (for any n0, . . . , nk) is in fact a two sided ideal and
thus we can work modulo I in the usual manner. We note further that Mi

almost commutes with a in the sense that Mia = a(Mi +F a′
a ) and F a′

a ∈ C[z].

The first equation that we want to solve is Ln ≡ T modulo F . This is the
same as Mn · · ·M1 ≡ T modulo F and again the same as Mn · · ·M1 ≡ T mod-
ulo each of the two sided ideals (z), (z − s1), . . . , (z − sk) in C[z][∆]. This
is again equivalent to the polynomials

∏n
i=1(∆ − Bi,i(0)) and, for each s ∈

{s1, . . . , sk}, the
∏n
i=1(∆ − Bi,i(s) − sD′(s)) are prescribed as elements of

C[∆]. For each i, this means that there are only finitely many possibilities for
Bi,1,(0), Bi,i(s1), . . . , Bi,i(sk) and for each choice of these elements Bi,i can be
(uniquely) determined by interpolation. Therefore, there are finitely many possi-
bilities for the polynomials B1,1, . . . , Bn,n. In particular, for any s ∈ {s1, . . . , sk}
one is allowed to permute the numbers Bn,n(s) + (n − 1)sD′(s), . . . , B2,2(s) +
sD′(s), B1,1(s). After a suitable permutation for each s ∈ {s1, . . . , sk}, the
following “technical assumption” is satisfied: For i > j, the difference

Bi,i(s) + (i− 1)sD′(s)
sD′(s)

− Bj,j(s) + (j − 1)sD′(s)
sD′(s)
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is not a strictly positive integer. For example, we could permute the Bi,i so that
Re(Bi,i(s)) ≤ Re(Bj,j(s)) for i > j.

In the second step, we have to consider the equation Ln ≡ T modulo FD. This
can also be written as: produce polynomials Bi+1,i of degrees ≤ k− 1 such that
the linear combination

(F )−1(
n−1∑
i=1

Mn · · ·Mi+2FBi+1,iMi−1 · · ·M1)

is modulo D a prescribed element Cn−2∆n−2 +Cn−3∆n−3 + · · ·+C1∆ +C0 ∈
C[z][∆] with the degrees of the Ci bounded by k.i for all i. Again we can
split this problem into an equivalence modulo (z − s) for s ∈ {s1, . . . , sk}. A
sufficient condition for solving this problem (again using interpolation) is that
for any such s the polynomials F−1Mn · · ·Mi+2FMi−1 · · ·M1 modulo (z− s) in
C[∆] (for i = 1, . . . , n − 1) are linearly independent. This will follow from our
“technical assumption”, as we will verify.

Write M∗i for F−1MiF and write M∗i (s),Mi(s) ∈ C[∆] for M∗i and Mi modulo
(z − s). The zero of M∗i (s) is Bi,i(s) + (i − 1)sD′(s) − sD′(s) and the zero of
Mi(s) is Bi,i(s) + (i − 1)sD′(s). We calculate step by step the linear space V
generated by the n−1 polynomials of degree n−2. The collection of polynomials
contains M∗n(s) · · ·M∗4 (s)M∗3 (s) and M∗n(s) · · ·M∗4 (s)M1(s). Since M∗3 (s) and
M1(s) have no common zero, we conclude that V contains M∗n(s) · · ·M∗4 (s)P1,
where P1 is any polynomial of degree ≤ 1. Further M∗n(s) · · ·M∗5 (s)M2(s)M1(s)
belongs to the collection. SinceM2(s)M1(s) andM∗4 (s) have no common zero we
conclude that V contains all polynomials of the form M∗n(s) · · ·M∗5 (s)P2, where
P2 is any polynomial of degree ≤ 2. By induction one finds that V consists of
all polynomials of degree ≤ n− 2. Thus we can solve Ln ≡ T modulo FD in a
unique way (after the choice made in the first step). This ends the second step.
The further steps, i.e., solving Ln ≡ T modulo FDj for j = 2, . . . , n are carried
out in a similar way. In each step we find a unique solution. �

6.3.2 A Criterion for a Scalar Fuchsian Equation

In this section and Section 6.5, we shall consider regular singular connections
(M,∇) with singular locus S whose generic fibres (Mη,∇η) are irreducible
connections for C(z)/C. We shall refer to such connections as irreducible regular
singular connections . The connection (Mη,∇η) furthermore gives rise to a
differential module. In the next proposition, we give a criterion for this module
to have a cyclic vector with minimal monic annihilating operator that is Fuchsian
with singular locus S.

Proposition 6.13 Let ∇ :M→ Ω(S) ⊗M be an irreducible regular singular
connection of rank n on P1 with singular locus in S. Put k = #S − 2. Suppose
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that the type ofM is b, b−k, b−2k, . . . , b−(n−1)k. Then there is an equivalent
scalar Fuchsian equation of order n having singular locus S.

Proof. For any s ∈ S, M and M(−b[s]) have the same generic fibre. There-
fore, after replacing M by M(−b[s]) for some s ∈ S, we may assume b = 0.
If k = 0, then M is a free vector bundle. We may assume that S = {0,∞}.
As in Example 6.9.2, we see that this leads to a differential equation of the
form d

dz −
A
z where A ∈ Mn(C). Since the connection is irreducible, the asso-

ciated differential module M is also irreducible. This implies that A can have
no invariant subspaces and so n = 1. The operator d

dz −
a
z , a ∈ C is clearly

Fuchsian.

We now suppose that k > 0 and S = {0,∞, s1, . . . , sk}. As before, we write
L(D) for the line bundle of the functions f with divisor ≥ −D. We may identify
M with the subbundle of Oe1 ⊕ · · · ⊕Oen given as

Oe1 ⊕ L(−k[∞])e2 ⊕ L(−2k[∞])e3 ⊕ · · · ⊕ L(−(n− 1)k[∞])en.

Clearly e1 is a basis ofH0(M). We will show that the minimal monic differential
operator L ∈ C(z)[∂] satisfying Le1 = 0 has order n and is Fuchsian. Actually,
we will consider the differential operator ∆ = z(z − s1) · · · (z − sk) ddz and show
that the minimal monic operator N ∈ C(z)[∆] such that Ne1 = 0 has degree
n and its coefficients are polynomials with degrees bounded by k · i. (See the
proof of Theorem 6.12).

There is an obvious isomorphism Ω(S) → L(k · [∞]), which sends dz
z to

(z − s1) · · · (z − sk). Define ∆ : M → L(k · [∞]) ⊗M as the composition of
∇ :M→ Ω(S) ⊗M and the isomorphism Ω(S)⊗M→ L(k · [∞]) ⊗M. One
can extend ∆ to a map ∆ : L(ik · [∞])⊗M→ L((i+ 1)k · [∞])⊗M. One has
∆(fm) = z(z − s1) · · · (z − sk) dfdzm + f∆(m) for a function f and a section m
ofM.

We observe that ∆(e1) is a global section of L(k · [∞]) ⊗M and has therefore
the form ae1 + be2 with a a polynomial of degree ≤ k and b a constant. The
constant b is non zero, since the connection is irreducible. One changes the
original e1, e2, . . . by replacing e2 by ae1 + be2 and keeping the other ej ’s. After
this change ∆(e1) = e2. Similarly, ∆e2 is a global section of L(2k · [∞])⊗M and
has therefore the form ce1+de2+ee3 with c, d, e polynomials of degrees≤ 2k, k, 0.
The constant e is not zero since the connection is irreducible. One changes the
element e3 into ce1 + de2 + ee3 and keeps the other ej ’s. After this change, one
has ∆e2 = e3. Continuing in this way one finds a new elements e1, e2, . . . , en
such that M is the subbundle of Oe1 ⊕ · · · ⊕ Oen, given as before, and such
that ∆(ei) = ei+1 for i = 1, . . . , n − 1. The final ∆(en) is a global section of
L(nk · [∞])⊗M and can therefore be written as ane1 +an−1e2 + · · ·+a1en with
ai a polynomial of degree ≤ ki. Then N := ∆n − a1∆n−1 − · · · − an−1∆ − an
is the monic polynomial of minimal degree with Ne1 = 0. �
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We note that Proposition 6.13 and its converse, Proposition 6.14, are present
or deducible from Bolibruch’s work (Theorem 4.4.1 and Corollary 4.4.1 of [43],
see also Theorems 7.2.1 and 7.2.2 of [9]).

Proposition 6.14 Let L be a scalar Fuchsian equation with singular locus S.
Then there is an equivalent connection (M,∇) with singular locus S and of type
0,−k,−2k, . . . ,−(n− 1)k.

Proof. We may suppose S = {0, s1, . . . , sk,∞} and we may replace L by a
monic operator M ∈ C[z][∆], M = ∆n − a1∆n−1 − · · · − an−1∆ − an with ai
polynomials of degrees ≤ ki. For the vector bundleM one takes the subbundle
of Oe1 ⊕ · · · ⊕Oen given as

Oe1 ⊕ L(−k · [∞])e2 ⊕ L(−2k · [∞])e3 ⊕ · · · ⊕ L(−(n− 1) · [∞])en.

One defines ∆ :M→ L(k · [∞])⊗M by ∆(ei) = ei+1 for i = 1, . . . , n− 1 and
∆(en) = ane1 + an−1e2 + · · · + a1en. The definition of ∇ on M follows from
this and the type ofM is 0,−k, . . . ,−(n− 1)k as required. �

6.4 The Riemann-Hilbert Problem, Weak Form

We fix a finite subset S on the complex sphere P and a base point b �∈ S for
the fundamental group π1 of P \S. An object M of RegSing(C(z), S) (see part
1. of 6.9) is a connection ∇ : M → Ω ⊗M , where M is a finite dimensional
vector space over C(z), such that the singularities of the connection are regular
singular and lie in S. Let V denote the local solution space of (M,∇) at the point
b. The monodromy of the connection is a homomorphism π1 → GL(V ). Let
Reprπ1

denote the category of the finite dimensional complex representations of
π1. Then we have attached to (M,∇) an object of Reprπ1

. This extends in fact
to a functor M : RegSing(C(z), S) → Reprπ1

. A solution of the “weak form”
of the Riemann-Hilbert problem is given in the following (see Appendix B for
facts concerning Tannakian categories).

Theorem 6.15 The functorM : RegSing(C(z), S)→ Reprπ1
is an equivalence

of categories. This functor respects all “constructions of linear algebra” and is,
in particular, an equivalence of Tannakian categories.

Proof. It is easy to see thatM respects all constructions of linear algebra. We
will first show that for two objects M1,M2 the C-linear map Hom(M1,M2)→
Hom(M(M1),M(M2)) is an isomorphism. In proving this, it suffices to take
M1 = 1, i.e., the trivial connection of dimension 1. Then Hom(1,M2) consists
of the elements m2 ∈ M2 with ∇(m2) = 0. The elements of Hom(1,M(M2))
are the vectors v in the solution space of M2 at b, which are invariant under
the monodromy of M2. Such an element v extends to all of P \ S. Since the
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connection has regular singularities v is bounded at each point s in S by a power
of the absolute value of a local parameter at s. Thus v extends in a meromorphic
way to all of P and is therefore an element of M2 satisfying ∇(v) = 0. This
proves that the map under consideration is bijective.

The final and more difficult part of the proof consists of producing for a given
representation ρ : π1 → GLn(C) an object (M,∇) of RegSing(C(z), S) such
that its monodromy representation is isomorphic to ρ. From Example 6.6.3 the
existence of a regular connection (N,∇) on P\S with monodromy representation
ρ follows. The next step that one has to do, is to extend N and ∇ to a regular
singular connection on P. This is done by a local calculation.

Consider a point s ∈ S. For notational convenience we suppose that s = 0. Put
Y ∗ := {z ∈ C| 0 < |z| < ε}. Let V be the solution space of (N,∇) at the point
ε/2. The circle through ε/2 around 0 induces a monodromy map B ∈ GL(V ).
We choose now a linear map A : V → V such that e2πiA = B and define the
regular singular connection (Ns,∇s) on Y := {z ∈ C| |z| < ε} by the formulas:
Ns = OY ⊗V and ∇s(f ⊗ v) = df ⊗ v+ z−1⊗A(v). The restriction of (Ns,∇s)
to Y ∗ = Y \{0} has local monodromy e2πiA. From part (3) of 6.6 it follows that
the restriction of the connections (Ns,∇s) and (N,∇) to Y ∗ are isomorphic. We
choose an isomorphism and use this to glue the connections (N,∇) and (Ns,∇s)
to a regular singular connection on (P \ S) ∪ {s}. This can be done for every
point s ∈ S and we arrive at a regular singular connection (M,∇) on P with
singular locus in S and with the prescribed monodromy representation ρ. From
part 1. of Example 6.9 we know that (M,∇) comes from an algebraic regular
singular connection on P 1 with singular locus in S. The generic fibre of this
algebraic connection is the object of RegSing(C(z), S) which has the required
monodromy representation ρ. �

We note that the contents of the theorem is “analytic”. Moreover the proof of
the existence of a regular connection for (C(z), S) with prescribed monodromy
depends on the GAGA principle and is not constructive. Further one observes
that the regular singular connection for (P, S) is not unique, since we have
chosen matrices A with e2πiA = B and we have chosen local isomorphisms
for the glueing. The Riemann-Hilbert problem in “strong form” requires a
regular singular connection for (P, S) (or for (P 1, S)) such that the vector bundle
in question is free. Given a weak solution for the Riemann-Hilbert problem,
the investigation concerning the existence of a strong solution is then a purely
algebraic problem.

In [9], [41], and [44], Bolibruch has constructed counterexamples to the strong
Riemann-Hilbert problem. He also gave a positive solution for the strong prob-
lem in the case that the representation is irreducible [9], [42] (see also the work
of Kostov [162]). We will give an algebraic version of this proof in the next
section.
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6.5 Irreducible Connections

Let C denote an algebraically closed field of characteristic 0 and let (M,∇)
denote a regular singular connection for C(z)/C with singular locus in S ⊂ P 1,
where P 1 is the projective line over C. In this section we will show that,
under the assumption that (M,∇) is irreducible, there exists a regular singular
connection (M,∇) on P 1, such that:

(a) The generic fibre of (M,∇) is (M,∇).
(b) The singular locus of (M,∇) is contained in S.
(c) The vector bundle M is free.

Combining this result with Theorem 6.15 one obtains a solution of the Riemann-
Hilbert problem in the strong sense for irreducible representations of the funda-
mental group of P \ S. The proof that we give here relies on unpublished notes
of O. Gabber and is referred to in the Bourbaki talk of A. Beauville [26]. We
thank O. Gabber for making these notes available to us.

We have to do some preparations and to introduce some notations. The sheaf of
regular functions on P 1 is denoted by O. By O(n) we denote the line bundle of
degree n on P 1 (see Exercise 6.7). For any point p ∈ P 1, one considers the stalk
Op of O at p. This is a discrete valuation ring lying in C(z). Its completion is
denoted by Ôp and the field of fractions of Ôp will be denoted by Ĉ(z)p. This
field is the completion of C(z) with respect to the valuation ring Op. A lattice
in a finite dimensional vector space V over Ĉ(z)p is a free Ôp-submodule of V
with rank equal to the dimension of V . The following lemma describes a vector
bundle on P 1 in terms of a basis of its generic fibre and lattices at finitely many
points. We will use elementary properties of coherent sheaves and refer to [124]
for the relevant facts.

Lemma 6.16 Let M denote a vector space over C(z) with a basis e1, . . . en.
Let U be a non trivial open subset of P 1 and for each p �∈ U let Λp be a lattice
of Ĉ(z)p ⊗M . Then there exists a unique vector bundle M on P 1 such that:
(a) For every open V ⊂ P 1 one has M(V ) ⊂M .
(b) M(U) is equal to O(U)e1 + · · ·+O(U)en ⊂M .
(c) For every p �∈ U , the completion M̂p := Ôp ⊗Mp coincides with Λp.

Proof. For p ∈ P 1\U we put Sp := Ôpe1+ · · ·+Ôpen. Let for every p ∈ P 1\U
an integer Ap be given. Consider first the special case where each Λp = t

Ap
p Sp,

where tp denotes a local coordinate at p. Put N = Oe1 + · · · + Oen and let A
be the divisor

∑
Ap[p] (the sum extended over the p ∈ P 1 \ U). Then clearly

the vector bundle N(−A) = L(−A)⊗N solves the problem.

In the general case, there are integers Ap, Bp such that tAp
p Sp ⊂ Λp ⊂ t

Bp
p Sp
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holds. Let B be the divisor
∑
Bp[p]. Then N(−A) ⊂ N(−B) are both vector

bundles on P 1. Consider the surjective morphism of coherent sheavesN(−B)
q→

N(−B)/N(−A). The second sheaf has support in P 1 \ U and can be written
as a skyscraper sheaf ⊕ptBp

p Sp/t
Ap
p Sp (see Example C.2(7) and [124]). This

skyscraper sheaf has the coherent subsheaf T :=
∑
p Λp/t

Ap
p Sp. Define now M

as the preimage under q of T . From the exact sequence 0 → N(−A) →M →
T → 0 one easily deduces thatM has the required properties (see [124], Ch. II.5
for the relevant facts about coherent sheaves). An alternative way of describing
M is that the setM(V ), for any open V �= ∅, consists of the elements m ∈ M
such that for p ∈ U ∩ V one has m ∈ Ope1 + · · ·+ Open and for p ∈ V, p �∈ U
one has m ∈ Λp ⊂ Ĉ(z)p ⊗M . This shows the unicity ofM. �

LetM be a vector bundle on P 1. According to Grothendieck’s classification
(and the GAGA principle), M is equal to a direct sum O(a1) ⊕ · · · ⊕ O(an)
with integers a1 ≥ · · · ≥ an. This decomposition is not unique. However there
is a canonical filtration by subbundles F 1 ⊂ F 2 ⊂ . . . . One defines F 1 :=
O(a1)⊕ · · · ⊕O(as1), where s1 is the last integer with as1 = a1. The subbundle
is unique, since O(−a1) ⊗ F 1 is the subbundle of O(−a1) ⊗M generated by
the global sections H0(P 1, O(−a1) ⊗M). In case not all aj are equal to a1

one defines s2 to be the last integer with as2 = as1+1. The term F 2, defined
as the direct sum O(a1) ⊕ · · · ⊕ O(as2 ), is again uniquely defined since it is
the subbundle generated by the global sections of O(−as2) ⊗M. The other
possible F i ⊂ M are defined in a similar way. We will also need the notion
of the defect of the vector bundle M, which we define as

∑
(a1 − ai). In later

parts of the proof we want to change a given vector bundle by changing the
data of Lemma 6.16. The goal is to obtain a vector bundle with defect zero,
i.e., a1 = a2 = · · · = an. In the next lemma the effect of a small local change
on the type of the vector bundle is given.

Lemma 6.17 Let M , U , Λp, M be as in Lemma 6.16. Let the type of M be
given by the integers a1 ≥ · · · ≥ an and let F 1 ⊂ F 2 ⊂ . . . denote the canonical
filtration ofM. We consider a p0 ∈ P 1\U with local parameter t and a non zero
vector v ∈ V := Λp0/tΛp0 . Define a new lattice Λ̃p0 := Ôpt

−1ṽ + Λp0 , where
ṽ ∈ Λp0 has image v ∈ V . Let M̃ denote the vector bundle on P 1 given by
Lemma 6.16 using the same data as M with the exception that Λp0 is replaced
by Λ̃p0 .

The vector space V has an induced filtration F 1(V ) ⊂ F 2(V ) ⊂ . . . . Let i be
the first integer such that v ∈ F i(V ) and let j be the smallest integer such that
O(aj) is present in F i \ F i−1. Then the type of M̃ is obtained from the type of
M by replacing aj by aj + 1.

Proof. Choose a direct sum decomposition M = O(a1) ⊕ · · · ⊕ O(an). Then
F i−1 = O(a1) ⊕ · · · ⊕ O(aj−1) and F i = O(a1) ⊕ · · · ⊕ O(ak), where a1 ≥
· · · ≥ aj−1 > aj = · · · = ak (and ak > ak+1 if k < n). For ṽ we may choose
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an element in F ip0 which does not lie in F i−1
p0 . After changing the direct sum

decomposition of F i we can arrange that ṽ ∈ O(aj)p0 . Then M̃ is obtained from
M by performing only a change to the direct summand O(aj) of M. In this
change the line bundle O(aj) is replaced by L(p0) ⊗ O(aj). The latter bundle
is isomorphic to O(aj + 1). �

We focus now on a regular singular connection (M,∇) for C(z)/C with
singular locus in S. For every point p ∈ P 1 we choose a local parameter tp. The
induced connection on M̂p := Ĉ(z)p⊗M has the form ∇ : M̂p → Ĉ(z)pdtp⊗M̂p.

For p �∈ S, there exists a basis e1, . . . , en of M̂p over Ĉ(z)p with ∇(ej) = 0 for
all j. From this it follows that Λp := Ôpe1 + · · · + Ôpen is the unique lattice
such that ∇ : Λp → Ôpdtp⊗Λp. For p ∈ S there is a basis e1, . . . , en of M̂p over
Ĉ(z)p such that the vector space V = Ce1⊕· · ·⊕Cen satisfies ∇(V ) ⊂ dtp

tp
⊗V .

Then Λp := Ôp ⊗ V ⊂ M̂p is a lattice satisfying ∇(Λp) ⊂ dtp
tp
⊗ Λp. We observe

that there are many lattices in M̂p having the same property. We want now to
extend Lemma 6.16 and Lemma 6.17 to the case of connections.

Lemma 6.18 1. Let (M,∇) be a regular singular connection for C(z)/C with
singular locus in S. For every s ∈ S we choose a local parameter ts. For every
s ∈ S let Λs ⊂ M̂s be a lattice which satisfies ∇(Λs) ⊂ dts

ts
⊗ Λs. Then there

is a unique regular singular connection (M,∇) on P 1 with singular locus in S
such that:

(a) For every open V ⊂ P 1, one has M(V ) ⊂M .
(b) The generic fibre of (M,∇) is (M,∇).
(c) M̂s := Ôs ⊗Ms coincides with Λs for all s ∈ S.

2. Let (M,∇) be any connection with singular locus in S and generic fibre
isomorphic to (M,∇). After identification of the generic fibre of M with M ,
the M̂s are lattices Λs for M̂s satisfying ∇(Λs) ⊂ dts

ts
⊗Λs. Thus (M,∇) is the

unique connection of part 1.

Proof. We start with a basis e1, . . . , en for the C(z)-vector spaceM and choose
a non empty open U ⊂ P 1 \{∞} such that ∇(ej) ∈ dz⊗O(U)e1 + · · ·+O(U)en.
For a point p �∈ U and p �∈ S we define the lattice Λp to be the unique lattice
with ∇(Λp) ⊂ dtp ⊗ Λp (where tp is again a local parameter). Lemma 6.16
produces a unique M with these data. The verification that the obvious ∇ on
M has the property ∇ :M→ Ω(S)⊗M can be done locally for every point p.
In fact, it suffices to prove that ∇ maps M̂p into dtp ⊗ M̂p for p �∈ S and into
dtp
tp
⊗ M̂p for p ∈ S. The data which define M satisfy these properties. Part 2.

of the lemma is an obvious consequence of part 1. �
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Lemma 6.19 We will use the notations of Lemma 6.18 and Lemma 6.17.
Choose an s ∈ S. The map ∇ : Λs → dts

ts
⊗ Λs induces a C-linear map

δs : Λs/tsΛs → dts
ts
⊗ Λs/tsΛs → Λs/tsΛs, which does not depend on the choice

of ts. Let v ∈ Λs/tsΛs be an eigenvector for δs. Define Λ̃s and M̃ as in
Lemma 6.17. Then:

(a) ∇ maps Λ̃s into dts
ts
⊗ Λ̃s.

(b) The connection on M extends uniquely to M̃.
(c) Let Λ̃s have an Ôs-basis e1, . . . , en such that ∇(ei) = dts

ts
⊗

∑
ai,jej with

ai,j ∈ tNs Ôs for i �= j and some N ≥ 1. Suppose that the above v is equal to the
image of ek in Λs/tsΛs. Then Λ̃s has the Ôs-basis f1, f2, . . . , fn with fk = t−1ek
and fl = el for l �= k. Define the matrix (bi,j) by ∇(fi) = dts

ts
⊗

∑
bi,jfj. Then

bk,k = ak,k − 1 and bl,l = al,l for l �= k. Further bi,j ∈ tN−1Ôs for i �= j.

Proof. (a) Choose a representative ṽ ∈ Λs of v. Then ∇(ṽ) ∈ dts
ts
⊗(aṽ+ tsΛs)

for some a ∈ C. Thus ∇(t−1
s ) ∈ dts

ts
⊗ (−t−1

s ṽ + at−1
s ṽ + Λs). This shows that

Λ̃s = Ôst
−1
s ṽ+ Λs has the property ∇(Λ̃s) ⊂ dts

ts
⊗ Λ̃s. (b) follows from (a) and

Lemma 6.18. A straightforward calculation shows (c). �

Lemma 6.20 Let (Z,∇) be a regular singular connection for C((z))/C and let
N > 0 be an integer. There exists an C[[z]]-lattice Λ with basis e1, . . . , en such
that ∇(ei) = dz

z ⊗
∑
ai,jej with all ai,j ∈ C[[z]] and ai,j ∈ zNC[[z]] for i �= j.

Proof. Write δ for the map ∇z d
dz

: Z → Z. According to the formal classi-
fication of regular singular differential equations it follows that Z has a basis
f1, . . . , fn such that δ(fi) =

∑
ci,jfj for a matrix (ci,j) with coefficients in C. If

this matrix happens to be diagonizable, then one can choose a basis e1, . . . , en
such that ∇(ei) = dz

z ⊗ ciei with all ci ∈ C. In the general case the Jordan
normal form has one or several blocks of dimension > 1. It suffices to consider
the case of one Jordan block, i.e., δ(f1) = cf1, δ(f2) = cf2 + f1, . . . , δ(fn) =
cfn + fn−1. One defines e1 = f1, e2 = tNf2, e3 = t2Nf3, . . . . One calculates
that δ(e1) = ce1, δ(e2) = (c + N)e2 + tNe1, δ(e3) = (c + 2N)e3 + tNe2, . . . .
Thus the basis e1, . . . , en has the required properties. �

Proposition 6.21 Let (M,∇) be an irreducible regular singular connection on
P 1 with singular locus in S. Let a1 ≥ a2 ≥ · · · ≥ an denote the type of M.
Then aj−1 − aj ≤ (−2 + #S) for all j ≥ 1. In particular, the defect of M is
≤ n(n−1)

2 · (−2 + #S).

Proof. M is written as a direct sum of the line bundles O(a1)⊕ · · · ⊕O(an).
Suppose that aj−1 > aj and put F = O(a1)⊕ · · · ⊕O(aj−1). Then F is one of
the canonical subbundles ofM. One considers the morphism

L : F ⊂M ∇→ Ω(S)⊗M→ Ω(S)⊗M/F.
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The morphism L is non zero since (M,∇) is irreducible. Further L is an O-linear
map and can therefore be considered as a nonzero global section of the vector
bundle F ∗ ⊗Ω(S)⊗M/F . This vector bundle has a direct sum decomposition
isomorphic to

∑
k<j, l≥j O(−ak)⊗O(−2 + #S)⊗O(al). Since L �= 0, we must

have that some −ak−2+#S+al ≥ 0. This is equivalent to aj−1−aj ≤ −2+#S.
�

Theorem 6.22 Let (M,∇) be an irreducible regular singular connection over
C(z) with singular locus contained in S. There exists a regular singular connec-
tion (M,∇) on P 1, such that:

(a) The generic fibre of (M,∇) is (M,∇).
(b) The singular locus of (M,∇) is contained in S.
(c) The vector bundle M is free.

Proof. Suppose that we have found an (M,∇) which has defect 0 and satisfies
(a) and (b). The type of M is then a1 = · · · = an. Then M(−a1[s]) (for any
s ∈ S) is free and still satisfies (a) and (b).

Let N be an integer > n(n−1)
2 (−2 + #S). We start with a regular singular

connection (M,∇) with singular locus in S such that:

(i) Its generic fibre is (M,∇).
(ii) For some s ∈ S the Ôs-module M̂s has a basis e1, . . . , en such that ∇(ei) =
dts
ts
⊗

∑
ai,jej with all ai,j ∈ Ôs and ai,j ∈ tNs Ôs for i �= j.

The existence follows from 6.20 and 6.18. We note that Lemma 6.21 implies that
N will be greater than the defect of (M,∇). In the next steps we modify M.
Suppose that M has a defect > 0, then the canonical filtration F 1 ⊂ F 2 ⊂ . . .
ofM has at least two terms. Let i be defined by F i−1 �=M and F i =M. The
images of e1, . . . , en in V := M̂s/tsM̂s form a basis of eigenvectors for the map
δs (see Lemma 6.19 for the notation). Suppose that the image of ek does not lie
in F i−1(V ). We apply Lemma 6.19 and find a new regular singular connection
M(1) which has, according to Lemma 6.17, a strictly smaller defect. For M̂(1)s
the matrix of δs with respect to the f1, . . . , fn has again property (ii), but now
with N replaced by N−1. Thus we can repeat this step to produce connections
M(2) et cetera, until the defect of someM(i) is 0. �

Remarks 6.23 1. The proof of Theorem 6.22 fails for reducible regular
singular connections (M,∇) over C(z)/C, since there is no bound for the defect
of the corresponding vector bundles M. This prevents us from making an a
priori choice of the number N used in the proof.

2. The proof of Theorem 6.22 works also under the assumption that for some
singular point the differential module Ĉ(z)s ⊗ M is “semi-simple”. By this
we mean that there is a basis e1, . . . , en of Ĉ(z)s ⊗ M over Ĉ(z)s such that
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∇(ei) = dts
ts
⊗ aiei for certain elements ai ∈ Ôs. In this case, condition (ii) in

the proof holds for any N > 1 and in particular for any N greater than the
defect D of the vector bundle. The proof then proceeds to produce connections
of decreasing defect and halts after D steps. For the case C = C, the connection
Ĉ(z)s ⊗M is semi-simple if and only if the local monodromy map at the point
s is semi-simple. This gives a modern proof of the result of Plemelj [223].

3. Let the regular singular connection (M,∇) with singularities in S be given.
Take any point p �∈ S and consider S′ = S ∪ {p}. Since the local monodromy
at p is trivial, one can follow the above remark 2. and conclude that there is
a regular singular connection (M,∇) with singular locus in S′ such that M is
free.

4. The Riemann-Hilbert problem has a strong solution for a connection of
dimension two, as noted by Dekkers [79]. Indeed, we have only to consider a
reducible regular singular connection (M,∇). After replacing M by the tensor
product N ⊗M , where N is a 1-dimensional regular singular connection with
singular locus in S, we may suppose that M contains a vector e1 �= 0 with
∇(e1) = 0. A second vector e2 can be chosen such that∇(e2) = ω2⊗e2+ω3⊗e1,
where ω2 ∈ H0(P 1,Ω(S)) and with ω3 some meromorphic differential form.
It suffices to find an h ∈ C(z) such that f2 = e2 + he1 satisfies ∇(f2) =
ω2 ⊗ f2 + ω̃3 ⊗ e1 with ω̃3 ∈ H0(P 1,Ω(S)).

One calculates ω̃3 = −hω2 + dh+ ω3. For each point p ∈ P 1 we are given that
the connection is regular singular (or regular) and that implies the existence of
an hp ∈ Ĉ(z)p such that the corresponding ω̃3 lies in Ω̂(S)p. One may replace
this hp by its “principal part [hp]p” at the point p. Take now h ∈ C(z) which
has for each point p the principal part [hp]p. Then for this h the expression ω̃3

lies in H0(P 1,Ω(S)). �

6.6 Counting Fuchsian Equations

One might hope that an even stronger result holds, namely that an irreducible
regular singular connection M over C(z) with singular locus in S can be rep-
resented by a scalar Fuchsian equation with singular locus in S. By counting
dimensions of moduli spaces we will show that, in general, any monic scalar
“equation” L ∈ C(z)[∂] representing M , has singularities outside S. Those new
singular points for L are called apparent.

Definition 6.24 An apparent singularity p for any L = ∂n+a1∂
n−1+· · ·+an ∈

C(z)[∂], is a pole of some ai and such that L has n independent solutions in
C((z − p)). �

Exercise 6.25 1. Show that, at an apparent singularity of L, there must be n
distinct local exponents. Hint: To any basis f1, . . . , fn of the solution space of L
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at p, with ordpfi ≤ ordpfi+1 associate the n-tuple (ordpf1, . . . , ordpfn). Show
that there are only finitely many n-tuples that can arise in this way and that a
maximal one (in the lexicographic order) has distinct entries.

2. Let f1, . . . , fn ∈ C((z − p)) denote n independent solutions of L. Show
that the Wronskian of f1, . . . , fn, which is an element of C((z − p))∗, has order
m1 + · · · + mn − n(n−1)

2 . Hint: We may assume that each fi = xmi+ higher
order terms where the mi are the distinct exponents. Show that the term of
lowest order in wr(f1, . . . fn) is wr(xm1 , . . . , xmn). �

Definition 6.26 Let p be an apparent singularity of L ∈ C(z)[∂] and let α1 <
· · · < αn be the local exponents of L at the point p. One defines the weight of
the apparent singularity to be

weight(L, p) = α1 + · · ·+ αn −
n(n− 1)

2
.

In the sequel we will only consider apparent singularities such that 0 ≤ α1 <
· · · < αn. Under this assumption, weight(L, p) = 0 holds if and only if no ai has
a pole at p (in other words p is not a singularity at all).

Lemma 6.27 Let V be a vector space of dimension n over C and let C((t))⊗V
be equipped with the trivial connection ∇(f ⊗ v) = df ⊗ v for all f ∈ C((t))
and v ∈ V . Consider a cyclic vector e ∈ C[[t]] ⊗ V and the minimal monic
L ∈ C((t))[∂] with Le = 0. The weight of L is equal to the dimension over C of
(C[[t]] ⊗ V )/(C[[t]]e + C[[t]]∂e + · · · + C[[t]]∂n−1e). This number is also equal
to the order of the element e ∧ ∂e ∧ · · · ∧ ∂n−1e ∈ C[[t]]⊗ ΛnV ∼= C[[t]].

Proof. The element e can be written as
∑

m≥0 vmt
m with all vm ∈ V . One

then has ∂e =
∑

m≥0 vmmt
m−1. Since e is a cyclic vector, its coefficients vm

generate the vector space V . Let us call m a “jump” if vm does not belong to
the subspace of V generated by the vk with k < m. Let α1 < · · · < αn denote
the jumps.

A straightforward calculation (as in Exercise 6.25.1) shows that the order of
e∧ ∂e∧ · · · ∧ ∂n−1e ∈ C[[t]]⊗ΛnV ∼= C[[t]] is α1 + · · ·+αn − n(n−1)

2 . A similar
calculation shows that this number is also the dimension of the vector space
(C[[t]]⊗V )/(C[[t]]e+C[[t]]∂e+ · · ·+C[[t]]∂n−1e). It suffices to show that α1 <
· · · < αn are the local exponents of L. We note that Le =

∑
m≥0 vmL(tm) = 0.

Take any linear map φ : V → C. Then L(y) = 0 where y =
∑

m≥0 φ(vm)tm ∈
C[[t]]. By varying φ one obtains solutions y ∈ C[[t]] of L(y) = 0 with orders
α1 < · · · < αn. �

We consider now an irreducible regular singular connection M over C(z) whose
dimension is n and singular locus in S = {s0, s1, . . . , sk,∞}. There is a Fuchs
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system ∂ = d
dz +

∑k
j=0

Aj

z−sj
representing the connection. We denote the stan-

dard basis by e1, . . . , en. Let R := C[z, 1
F ] with F = (z − s0) · · · (z − sk). The

free R-module Re1 + · · ·+Ren ⊂M is invariant under the action of ∂.

Lemma 6.28 Let v ∈M, v �= 0 and let L be the minimal monic operator with
Lv = 0. Then L is Fuchsian if and only if v ∈ Re1 + · · ·+Ren and the elements
v, ∂v, . . . , ∂n−1v form a basis of the R-module Re1 + · · ·+Ren.

Proof. Suppose that v satisfies the properties of the lemma. Then ∂nv is an
R-linear combination of v, ∂v, . . . , ∂n−1v. Thus L has only singularities in S.
Since M is regular singular it follows (as in the proof of Lemma 6.11) that L is
a Fuchsian operator.

On the other hand, suppose that L is Fuchsian. Then N := Rv + R∂v + · · ·+
R∂n−1v is a R-submodule ofM , containing a basis of M over C(z) and invariant
under ∂. There is only one such object (as one concludes from Lemma 6.18)
and thus N = Re1 + · · ·+Ren. �

Proposition 6.29 Let 0 �= v ∈ Re1+· · ·+Ren ⊂M and L with Lv = 0 be as in
Lemma 6.28. Consider the operator ∆ = F ·∂. Define the polynomial P ∈ C[z],
which has no zeros in {s0, . . . , sk}, by the formula v ∧ ∆v ∧ · · · ∧ ∆n−1v =
(z − s0)n0 · · · (z − sk)nkP · e1 ∧ · · · ∧ en. Then the degree of P is equal to the
sum of the weights of the apparent singularities of L (outside S).

Proof. The dimension of the space (Re1+· · ·+Ren)/(Rv+R∂v+· · ·+R∂n−1v)
is equal to the degree of P . This dimension is the sum of the dimensions, taken
over the apparent singular points p, of

(C[[z − p]]e1 + · · ·+ C[[z − p]]en)/(C[[z − p]]v + · · ·+ C[[z − p]]∂n−1v).

Now the statement follows from Lemma 6.27. �

Proposition 6.30 We use the notations above. There is a choice for the vector
v such that for the monic operator L with Lv = 0 the sum of the weights of the
apparent singular points is ≤ n(n−1)

2 k + 1− n.

Proof. Choose numbers d0, . . . , dk ∈ {0, 1, . . . , n−1} such that d0 + · · ·+dk =
n − 1 and choose for each j = 0, . . . , k a subspace Vj ⊂ Ce1 + · · ·Cen of
codimension dj and invariant under Aj . For example, one may select d0 =
n − 1, d1 = . . . = dk = 0, V0 to be spanned by an eigenvector of A0 and
V1 = . . . = Vk = Ce1 + . . . + Cen. For v we take a non zero vector in the
intersection V0 ∩ V1 ∩ · · · ∩ Vk and consider the polynomial Q(z) defined by
v∧∆v∧· · ·∧∆n−1v = Q(z)e1∧· · ·∧en. The degree of this polynomial is easily
seen to be ≤ n(n−1)

2 k. We give now a local calculation at the point z = sj which
shows that the polynomial Q has a zero of order ≥ dj at sj . Let t denote a
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local parameter at sj . We may replace the operator ∆ by δ := t ddt +Aj +O(t),
where O(t) denotes terms divisible by t. Then δmv = Amj v + O(t). For m ≥
n− dj one has that Amj v is a linear combination of v,Ajv, . . . , A

n−dj−1
j v. Thus

v ∧ δv ∧ · · · ∧ δn−1v is divisible by tdj .

We conclude that Q is divisible by (z − s0)d0 · · · (z − sk)dk . We can now apply
Proposition 6.29 with a polynomial P of degree ≤ n(n−1)

2 k + 1− n. �

Example 6.31 The irreducible Fuchsian system ∂ = d
dz + A0

z + A1
z−1 , where

A0, A1 are constant 2× 2-matrices and S = {0, 1,∞}.
We will make the proof of Proposition 6.30 explicit and show that there exists
a scalar Fuchsian equation for this system without apparent singularities. Let
e1, e2 denote the standard basis. Let R denote the ring C[z, 1

z(z−1) ]. The free
R-module Re1 +Re2 is invariant under the action of ∂.

We take for v �= 0 a constant vector, i.e., in Ce1+Ce2, which is an eigenvector for
the matrix A0. Consider the determinant v∧∂v = v∧(A0v

z + A1v
z−1 ) = 1

z−1v∧A1v.
From the irreducibility of the equation it follows that v is not an eigenvector for
A1. Thus the determinant has the form c

z−1e1 ∧ e2 with c ∈ C∗ and v, ∂v form
a basis for Re1 +Re2. This proves the claim. �

We will count “moduli”, i.e., the number of parameters in certain families
of differential equations. In the classical literature one uses the term number of
accessory parameters for what is called “moduli” here. We start by considering
the family of Fuchsian operators L of degree n with regular singularities in the
set S = {s0, . . . , sk,∞}. Let ∆ denote the operator (z−s0) · · · (z−sk) ddz . Then
L can be rewritten as a monic operator in ∆, namely L = ∆n + C1∆n−1 +
· · · + Cn−1∆ + Cn. The coefficients are polynomials with degCj ≤ j · k (see
Lemma 6.11). This family has clearly n(n+1)

2 k + n parameters.

Our next goal is to count the number of parameters of the family F (of the
isomorphism classes) of the “generic” regular singular connections M over C(z)
of dimension n with singular locus in S = {s0, . . . , sk,∞}. Of course the terms
“family, generic, parameters” are somewhat vague. The term “generic” should
at least imply that M is irreducible and thus can be represented by a Fuchs
system ∂ +

∑ Aj

z−sj
. The matrices A0, . . . , Ak with coefficients in C are chosen

generically. In particular, for every point s ∈ S there is a basis e1, . . . , en of
M̂s := Ĉ(z)s ⊗M such that the action of δs = ∇ts d

dts
takes the form δsej =

λj(s)ej and λi(s) − λj(s) �∈ Z for i �= j. This property implies that for each
point s ∈ S there are only countably many lattices possible which give rise to
a vector bundle with a connection (see Lemma 6.18). Further the lattices can
be chosen such that the corresponding vector bundle with connection is free
(see Remarks 6.23). Thus we may as well count the number of parameters of
generic Fuchs systems of dimension n and with singular locus in S. Let V be a
vector space over C of dimension n. Then we have to choose k + 1 linear maps
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Aj : V → V , up to simultaneous conjugation with elements of GL(V ). This
leads to the formula kn2 + 1 for the number of parameters for F .

We can now draw the conclusion.

Corollary 6.32 A general Fuchsian system of rank n with k+2 singular points
cannot be represented by a scalar Fuchs equation if n2k + 1 > n(n+1)

2 k + n.
In other words, the only cases for which scalar Fuchsian equations (without
apparent singularities) exist are given by kn ≤ 2.

Remarks 6.33 Counting moduli and the number of apparent singularities.
1. Now we want to count the number of moduli for monic scalar operators L of
degree n with k + 2 regular singularities, i.e., S, and l apparent singular points
a1, . . . , al of weight 1 for which we do not fix the position. Let ∆ denote the
operator (z− s0) · · · (z− sk)(z− a1) · · · (z− al) ddz and represent L as L = ∆n +
C1∆n−1 + · · ·+Cn−1∆+Cn with the Cj ’s polynomials of degrees ≤ j(k+ l). At
each of the apparent singular points we fix the exponents to be 0, 1, . . . , n−2, n.
This produces l equations. The condition that there are no logarithmic terms
at any of the apparent singular point is given by n(n−1)

2 l equations (see [224],
Ch. 8 §18). Assuming that the equations are independent and that they define a
non empty algebraic variety, one finds that this algebraic variety has dimension
n(n+1)

2 k + n+ l. We note that it seems difficult to verify these assumption and
we have not done this in general.

2. Assuming that the algebraic variety in 1. has dimension n(n+1)
2 k + n+ l, we

will show that the bound n(n−1)
2 k + 1 − n of Proposition 6.30 is sharp for a

general regular singular connection M of dimension n over C(z) with singular
locus S = {s0, . . . , sk,∞}. Indeed, let A be the sharp bound. Take l = A in (a)
above and one finds the number of moduli n(n+1)

2 k+n+A. This must be equal to
n2k+1, the number of moduli for the family F above. Thus A = n(n−1)

2 k+1−n.

3. Now assume that the bound n(n−1)
2 k + 1 − n of Proposition 6.30 is sharp.

Then, as in 2., a comparison of dimensions of moduli spaces yields that the
formula in 3. for the number of moduli is correct.

4. The counting of parameters that we have done, if correct, clarifies an ob-
servation made by N. Katz on accessory parameters in the introduction of his
book ([156], p. 5-7). �



192 CHAPTER 6. EQUATIONS AND RIEMANN-HILBERT



Chapter 7

Exact Asymptotics

7.1 Introduction and Notation

Singularities of linear complex differential equations is a subject with a long his-
tory. New methods, often of an algebraic nature, have kept the subject young
and growing. In this chapter we treat the asymptotic theory of divergent solu-
tions and the more refined theory of multisummation of those solutions. The the-
ory of multisummation has been developed by many authors, such as W. Balser,
B.L.J. Braaksma, J. Écalle, W.B. Jurkat, D. Lutz, M. Loday-Richaud, B. Mal-
grange, J. Martinet, J.-P. Ramis, and Y. Sibuya. Excellent bibliographies can
be found in [176] and [179]. Our aim is to give a complete proof of the multi-
summation theorem, based on what is called “the Main Asymptotic Existence
Theorem” and some sheaf cohomology. In particular, the involved analytic
theory of Laplace and Borel transforms has been avoided. However, the link
between the cohomology groups and the Laplace and Borel method is made
transparent in examples. This way of presenting the theory is close to the paper
of Malgrange [194].

The problem can be presented as follows. Let C({z}) denote the field of the
convergent Laurent series (in the variable z) and C((z)) the field of all formal
Laurent series. The elements of C({z}) have an interpretation as meromorphic
functions on a disk {z ∈ C| |z| < r}, for small enough r > 0, and having at
most a pole at 0. Put δ := z d

dz . Let A be an n × n-matrix with entries in
C({z}). The differential equation that concerns us is (δ − A)v = w, where
v, w are vectors with coordinates in either C({z}) or C((z)), and where δ acts
coordinate wise on vectors. The differential equation is (irregular) singular at
z = 0 if some entry of A has a pole at 0 and such that this remains the case
after any C({z})-linear change of coordinates. For such a differential equation
one encounters the following situation:

There is a formal (or divergent) solution v̂ of (δ −A)v̂ = w with w convergent,

193
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i.e., v̂ has coordinates in C((z)) and w has coordinates in C({z}).

We have written here v̂ to indicate that the solution is in general formal and
not convergent. The standard example of this situation is the expression v̂ =∑

n≥0 n! zn, which is a solution of Euler’s equation (δ − (z−1 − 1))v̂ = −z−1.
The problem is to give v̂ a meaning. A naive way to deal with this situation is
to replace v̂ by a well chosen truncation of the Laurent series involved. Our goal
is to associate with v̂ a meromorphic function defined in a suitable domain and
having v̂ as its “asymptotic expansion”. We begin by giving a formal definition
of this notion and some refinements.

Let ρ be a continuous function on the open interval (a, b) with values in the
positive real numbers R>0, or in R>0 ∪ {+∞}. An open sector S(a, b, ρ) is the
set of the complex numbers z �= 0 satisfying arg(z) ∈ (a, b) and |z| < ρ(arg(z)).
The a, b are in fact elements of the circle S1 := R/2πZ. The positive (counter-
clockwise) orientation of the circle determines the sector. In some situations it
is better to introduce a function t with eit = z and to view a sector as a subset
of the t-plane given by the relations Re(t) ∈ (a, b) and e−Im(t) < ρ(Re(t)). We
will also have occasion to use closed sectors given by relations arg(z) ∈ [a, b]
and 0 < |z| ≤ c, with c ∈ R>0.

Definition 7.1 A holomorphic function f on S(a, b, ρ) is said to have the formal
Laurent series

∑
n≥n0

cnz
n as asymptotic expansion if for everyN ≥ 0 and every

closed sector W in S(a, b, ρ) there exists a constant C(N,W ) such that

|f(z)−
∑

n0≤n≤N−1

cnz
n| ≤ C(N,W )|z|N for all z ∈ W

One writes J(f) for the formal Laurent series
∑

n≥n0
cnz

n. Let A(S(a, b, ρ))
denote the set of holomorphic functions on this sector which have an asymptotic
expansion. For an open interval (a, b) on the circle S1, one defines A(a, b) as
the direct limit of the A(S(a, b, ρ)) for all ρ. �

In more detail, this means that the elements ofA(a, b) are equivalence classes
of pairs (f, S(a, b, ρ)) with f ∈ A(S(a, b, ρ)). The equivalence relation is given
by (f1, S(a, b, ρ1)) ∼ (f2, S(a, b, ρ2)) if there is a pair (f3, S(a, b, ρ3)) such that
S(a, b, ρ3) ⊂ S(a, b, ρ1) ∩ S(a, b, ρ2) and f3 = f1 = f2 holds on S(a, b, ρ3). For
any open U ⊂ S1, an element f of A(U) is defined by a covering by open
intervals U = ∪i(ai, bi) and a set of elements fi ∈ A(ai, bi) with the property
that the restrictions of any fi and fj to (ai, bi) ∩ (aj , bj) coincide. One easily
verifies that this definition makes A into a sheaf on S1. Let A0 denote the
subsheaf of A consisting of the elements with asymptotic expansion 0. We let
Ad, A0

d, . . . denote the stalks of the sheaves A, A0, . . . at a point d ∈ S1.

Exercises 7.2 1. Prove that A(S1) = C({z}).
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2. Show that A(S(a, b, ρ)) is a differential C-algebra, that is a C-algebra closed
under the operation of taking derivatives. Hint: (c.f., [194]) The proofs that
A(S(a, b, ρ)) is closed under multiplication and sum are straightforward. To
verify that this algebra is closed under differentiation, it suffices to show the
following: Let g be a function analytic in a sector W . If for any closed subsectors
W ′ ⊂W one has that there exists a constant C such that for all z ∈ W ′, |g(z)| ≤
C|z|n+1, then for any closed subsectors W ′ ⊂ W one has that there exists a
constant C′ such that for all z ∈ W ′, |g′(z)| ≤ C′|z|n. To prove this, let W ′ �
W ′′ be closed sectors and let δ be a positive integer so that for all z ∈ W ′ the
closed ball {w | |w−z| ≤ |z|δ} lies entirely in W ′′. The Cauchy Integral Formula
states that, for all z ∈ W ′

g′(z) =
1

2πi

∫
γ

g(ζ)
(ζ − z)2 dζ

where γ is the circle of radius |z|δ centered at z. One then has that for all
z ∈W ′

|g′(z)| ≤ maxγ |g|
|z|δ ≤ C′′|z|n+1 (1 + δ)n+1

|z|δ ≤ C′|z|n

Apply this to g = f −
∑n

k=0 akz
k. Note that the asymptotic expansion of f ′ is

the term-by-term derivative of the asymptotic expansion of f . �

The following result shows that every formal Laurent series is the asymptotic
expansion of some function.

Theorem 7.3 Borel-Ritt For every open interval (a, b) �= S1, the map J :
A(a, b)→ C((z)) is surjective.

Proof. We will prove this for the sector S given by | arg(z)| < π and 0 <
|z| < +∞. Let

√
z be the branch of the square root function that satisfies

| arg
√
z| < π/2 for z ∈ S. We first note that for any real number b, the function

β(z) = 1 − e−b/
√
z satisfies |β(z)| ≤ b√

|z| since Re(− b√
z
) < 0 for all z ∈ S.

Furthermore β(z) has asymptotic expansion 0 on S.

Let
∑
anz

n be a formal Laurent series. By subtracting a finite sum of terms
we may assume that this series has no negative terms. Let bn be a sequence such
that the series

∑
anbnR

n converges for all real R > 0. For example, we may let
b0 = 0 and bn = 0 if an = 0 and bn = 1/n!|an| if an �= 0. Let W be a closed
sector defined by arg(z) ∈ [a, b] and 0 < |z| ≤ R in S. Let βn(z) = 1− e−bn/

√
z

and f(z) =
∑
anβn(z)zn. Since |anβn(z)zn| ≤ |an|bn|z|n−1/2, the function f(z)
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is analytic on W . To see that f(z) ∈ A(S), note that, for z ∈ S

|f(z)−
n∑
i=0

aiz
i| ≤ |

n∑
i=0

aiβi(z)zi −
n−1∑
i=0

aiz
i|+ |

∞∑
i=n+1

aiβi(z)zi|

≤ C1|z|n + |z|n
∞∑
i=1

|ai|biRi−n−
1
2

≤ C|z|n

�

The Main Asymptotic Existence Theorem states the following:

Given is a formal solution v̂ of an equation (δ − A)v̂ = w (with A and w con-
vergent) and a direction d ∈ S1. Then there exists an interval (a, b) containing
d and a v ∈ (A(a, b))n such that J(v) = v̂ and (δ −A)v = w.

In the next section we will present an elementary proof of the Main Asymptotic
Existence Theorem. We will call a v, having the properties of this theorem,
an asymptotic lift of v̂. The difference of two asymptotic lifts is a solution
g ∈ A0(a, b) of (δ − A)g = 0. In general, non trivial solutions g exist. In order
to obtain a unique asymptotic lift v on certain sectors one has to refine the
asymptotic theory by introducing Gevrey functions and Gevrey series.

Definition 7.4 Let k be a positive real number and let S be an open sector. A
function f ∈ A(S), with asymptotic expansion J(f) =

∑
n≥n0

cnz
n, is said to

be a Gevrey function of order k if the following holds: For every closed subsector
W of S there are constants A > 0 and c > 0 such that for all N ≥ 1 and all
z ∈ W and |z| ≤ c one has

|f(z)−
∑

n0≤n≤N−1

cnz
n| ≤ ANΓ(1 +

N

k
)|z|N

�

We note that this is stronger than saying that f has asymptotic expansion J(f)
on S, since on any closed subsector one prescribes the form of the constants
C(N,W ). Further we note that one may replace in this definition the (maybe
mysterious) term Γ(1 + N

k ) by (N !)1/k. The set of all Gevrey functions on S of
order k is denoted by A 1

k
(S). One sees, as in Exercise 7.2, that this set is in

fact an algebra over C and is invariant under differentiation. Moreover, A1/k

can be seen as a subsheaf of A on S1. We denote by A0
1/k(S) the subset of

A1/k(S), consisting of the functions with asymptotic expansion 0. Again A0
1/k

can be seen as a subsheaf of A1/k on S1. The following useful lemma gives an
alternative description of the sections of the sheaf A0

1/k.
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Lemma 7.5 Let f be holomorphic on an open sector S. Then f belongs to
A0

1
k

(S) if and only if for every closed subsector W there are positive constants

A,B such that |f(z)| ≤ A exp( −B|z|−k) holds for z ∈W .

Proof. We will use Stirling’s formula:

Γ(1 + s) =
√

2π ss+1/2e−s(1 + o(s−1)) for s ∈ R and s→∞.

If f belongs to A0
1
k

(S) then there is a constant C depending on W such that,
for all n ≥ 1 and z ∈ W , one has |f(z)| ≤ CnΓ(1 + n

k )|z|n. In other words

log |f(z)| ≤ n

k
(−1 + log |Cz|k) + (

n

k
+ 1/2) log

n

k
+ a constant.

For a fixed |z| the right hand side has, as a function of the integer n, almost
minimal value if n is equal to the integer part of k

|Cz|k . Substituting this value
for n one finds that log |f(z)| ≤ −B|z|−k+ a constant. This implies the required
inequality.

For the other implication of the lemma, it suffices to show that for given k and
B there is a positive D such that

r−nexp(−Br−k)
Γ(1 + n

k )
≤ Dn holds for all r and n ≥ 1.

Using Stirling’s formula, the logarithm of the left hand side can be estimated
by

n

k
(1 + log r−k − log

n

k
)− 1/2 log

n

k
−Br−k + a constant.

For a fixed n and variable r the maximal value of this expression is obtained for
r−k = B−1 n

k . Substitution of this value gives

n

k
log B−1 − 1/2 log

n

k
+ a constant.

This expression is bounded by a constant multiple of n. �

The notion of Gevrey function of order k does not have the properties, that
we will require, for k ≤ 1/2. In the sequel we suppose that k > 1/2. In the event
of a smaller k one may replace z by a suitable root z

1
m in order to obtain a new

k′ = mk > 1/2. We note further that the k’s that interest us are slopes of the
Newton polygon of the differential equation δ−A. Those k’s are in fact rational
and, after taking a suitable root of z, one may restrict to positive integers k.

Exercise 7.6 Let f ∈ A1/k(S) with J(f) =
∑
n≥n0

cnz
n. Prove that for N ≥ 1

the cN satisfy the inequalities

|cN | ≤ ANΓ(1 +
N

k
), for a suitable constant A and all N ≥ 1
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Hint: Subtract the two inequalities |f(z)−
∑N−1
n=n0

cnz
n| ≤ ANΓ(1+ N

k )|z|N and
|f(z)−

∑N
n=n0

cnz
n| ≤ AN+1Γ(1 + N+1

k )|z|N+1. �

Exercise 7.6 leads to the notion of Gevrey series of order k.

Definition 7.7 f =
∑

n≥n0
cnz

n ∈ C((z)) is called a Gevrey series of order k
if there is a constant A > 0 such that for all n > 0 one has |cn| ≤ AnΓ(1 + n

k ).
The set of all such series is denoted by C((z)) 1

k
. The subset of the power series

satisfying the above condition on the coefficients is denoted by C[[z]] 1
k
. �

As in the definition of Gevrey functions of order k, one can replace the
condition |cn| ≤ AnΓ(1 + n

k ) with |cn| ≤ AnΓ(n!)
1
k .

Lemma 7.8 1. C[[z]] 1
k

is a differential ring with a unique maximal ideal,
namely the ideal (z).

2. C((z)) 1
k

is the field of fractions of C[[z]] 1
k
.

3. If k < l then C[[z]] 1
k
⊃ C[[z]] 1

l
.

Proof. 1. The set A = C[[z]] 1
k

is clearly closed under addition. To see that
it is closed under multiplication, let f =

∑
aiz

i and g =
∑
biz

i be elements of
this set and assume |aN | ≤ AN (N !)1/k and |bN | ≤ BN (N !)1/k for all N ≥ 1. We
then have fg =

∑
ciz

i where |cN | = |
∑N

i=0 aibN−i| ≤
∑N
i=0 A

iBN−i(i!)1/k(N−
i)1/k ≤ (AB)N (N + 1)(N !)1/k ≤ CN (N !)1/k for an appropriate C. The ring A
is closed under taking derivatives because if |aN | ≤ AN (N !)1/k, then |NaN | ≤
NAN (N !)1/k ≤ CN ((N − 1)!)1/k for an appropriate C.

To prove the statement concerning the ideal (z), it suffices to show that any
element f =

∑
aiz

i not in the ideal (z) is invertible in C[[z]] 1
k
. Since a0 �= 0

such an element is clearly invertible in C[[z]]. Let g =
∑
biz

i be the inverse of
f . We have that b0 = 1/a0 and for N ≥ 1, bN = −(1/a0)(a1bN−1 + . . .+ aNb0).
One then shows by induction that |bN | ≤ CN (N !)1/k for an appropriate C.
2. and 3. are clear. �

In a later section we will prove the following important properties of Gevrey
functions.

1. If |b − a| ≤ π
k the map J : A 1

k
(a, b) → C((z)) 1

k
is surjective but not

injective. (Consequently A0
1/k(a, b) �= 0).

2. If |b − a| > π
k the map J : A 1

k
(a, b) → C((z)) 1

k
is injective but not

surjective. (Consequently A0
1/k(a, b) = 0).

We note that the above statements are false for k ≤ 1/2, since A(S1) =
C({z}). This is the reason to suppose k > 1/2. However, the case k ≤ 1/2 can
be treated by allowing ramification, i.e., replacing z by a suitable z1/n.
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Definition 7.9 Let ŷ ∈ C((z)). Then ŷ is called k-summable in the direction
d if there is an f ∈ A 1

k
(d− α

2 , d+ α
2 ) with J(f) = ŷ and α > π

k . We note that f
is unique. One says that ŷ ∈ C((z))1/k is k-summable if there are only finitely
many directions d such that ŷ is not k-summable in the direction d. �

We can now formulate the results of the multisummation theory. A special
case is the k-summation theorem (c.f., [236], Thm 3.28, p. 80):

Suppose that the differential equation (δ−A) has only one positive slope k (and
k > 1/2) and consider a formal solution v̂ of (δ − A)v̂ = w (with A and w
convergent). Then (each coordinate of) v̂ is k-summable.

We draw some conclusions from this statement. The first one is that the (in
general) divergent solution v̂ is not very divergent. Indeed, its coordinates lie in
C((z))1/k. Let d be a direction for which v̂ is k-summable. Then the element
v ∈ (A1/k(d− α

2 , d+ α
2 ))n with image J(v) = v̂ ∈ C((z))n is unique. Moreover

g := (δ−A)v is a vector with coordinates again in A1/k(d− α
2 , d+

α
2 ), with α > π

k
and with J(g) = w. From the injectivity of J : A1/k(d− α

2 , d+ α
2 )→ C((z))1/k,

one concludes that g = w and that v satisfies the differential equation (δ−A)v =
w. Thus v is the unique asymptotic lift, produced by the k-summation theorem.
One calls v the k-sum of v̂ in the direction d.

One possible formulation of the multisummation theorem is:

Suppose that k1 < k2 < · · · < kr (with k1 > 1/2) are the positive slopes of the
equation (δ−A) and let v̂ be a formal solution of the equation (δ−A)v̂ = w (with
w convergent). There are finitely many “bad” directions, called the singular
directions of δ − A. If d is not a singular direction, then v̂ can be written as
a sum v̂1 + v̂2 + · · · + v̂r where each v̂i is ki-summable in the direction d and
moreover (δ −A)v̂i is convergent.

We draw again some conclusions. First of all v̂ ∈ (C((z))1/k1 )
n. Let d be a

direction which is not singular. Then each v̂i is ki-summable in the direction d
and wi := (δ−A)v̂i is convergent. There are unique elements vi with coordinates
in A1/ki

(d− αi

2 , d+ αi

2 ), with αi > π
ki

and image v̂i under J . Then (δ−A)vi has
coordinates in A1/ki

(d− αi

2 , d+ αi

2 ) and its asymptotic expansion is wi, which is
convergent. Since A0

1/ki
(d− αi

2 , d+ αi

2 ) = 0, it follows that (δ−A)vi = wi. Then
the sum v =

∑
i vi has coordinates in A(d− αr

2 , d+ αr

2 ) and satisfies J(v) = v̂.
Moreover (δ −A)v = w. One calls v the multisum of v̂ in the direction d. Note
though that v depends on the decomposition of v̂ as a sum v̂1 + v̂2 + · · ·+ v̂r.

The multisummation theory also carries the name exact asymptotics because
it refines the Main Asymptotic Existence Theorem by producing a uniquely
defined asymptotic lift for all but finitely many directions. Since the multisum
is uniquely defined, one expects an “explicit formula” for it. Indeed, the usual
way to prove the multisummation theorem is based on a sequence of Borel and
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Laplace transforms and analytic continuations, which gives in a certain sense
an “explicit formula” for the multisum . We will explain, in later sections, some
details of this and of the related Stokes phenomenon.

7.2 The Main Asymptotic Existence Theorem

We recall the statement of this theorem.

Theorem 7.10 Main Asymptotic Existence Theorem
Let v̂ be a formal solution of (δ−A)v̂ = w, where A is an n×n-matrix and w is
a vector of length n, both with coordinates in C({z}). Let d ∈ S1 be a direction.
Then there is an open interval (a, b) containing d and a v ∈ (A(a, b))n with
J(v) = v̂ and (δ −A)v = w.

Remarks 7.11 1. Complete proofs of this theorem, originally due to Hukuhara
and Turrittin, are given in [300] and [192]. Extensions of this theorem have been
developed by J.-P. Ramis and Y. Sibuya [242].

2. Theorem 7.10 is an almost immediate consequence of the first part of Theorem
7.12 below. Indeed, by the Borel-Ritt theorem, we can choose a ṽ ∈ (Ad)n with
J(ṽ) = v̂. Then g = w − (δ − A)ṽ ∈ (A0

d)
n and, by the first part of Theorem

7.12, one can solve the equation (δ−A)f = g with some f ∈ (A0
d)
n. Recall that

Ad, A0
d, . . . denote the stalks of the sheaves A, A0, . . . at a point d ∈ S1.

3. In this section we will give a complete and elementary proof of Theorem
7.10, inspired by ([192], Appendix 1). First we study in detail the special case
n = 1, i.e., inhomogeneous equations of order 1. The step from inhomogeneous
equations of order 1 to “quasi-split” equations is rather straightforward. Finally,
with a small calculation concerning norms on a linear space of analytic functions,
the general case is proved. �

Theorem 7.12 Let A be an n×n-matrix with entries in C({z}) and let d ∈ S1

be a direction. The operator (δ−A) acts surjectively on (A0
d)
n and on ((A0

1/k)d)
n

for any k > 0.

It suffices to consider in the sequel the direction 0. We will first be concerned
with the equation (δ − q)f = g, with q ∈ z−1C[z−1] and g ∈ A0

0. The goal is
to find a solution f ∈ A0

0. The general solution of the equation can be written,
symbolically, as e(q)(z)

∫
e(−q)(t)g(t)dtt + ae(q)(z) where e(q) = e

�
q(t) dt

t . The
problem is to find the correct value of the constant a ∈ C. Moreover, we will
need more precise information on this solution f . For this purpose we consider
closed sectors Σ = Σ(c, d) = {z ∈ C| 0 < |z| ≤ c and | arg(z)| ≤ d} for c, d > 0.
Let F = F(Σ) denote the set of complex valued functions f on Σ, such that:

1. f is continuous on Σ.
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2. f is holomorphic on the interior of Σ.

3. For every integer N ≥ 1, there exists a constant CN such that |f(z)| ≤
CN |z|N holds for all z ∈ Σ.

On F one considers a sequence of norms ‖ ‖N defined by ‖f‖N = supz∈Σ |
f(z)
zN |.

We note that every element of A0
0 can be represented by an element in F for

a suitable choice of c, d. On the other hand, any element of F determines an
element of A0

0. In other words, A0
0 is the direct limit of the spaces F(Σ).

Lemma 7.13 Let q = qlz
−l+ql−1z

−l+1+ · · ·+q1z−1 ∈ z−1C[z−1], with ql �= 0,
be given.

1. Suppose Re(ql) < 0. For small enough c, d > 0 there is a linear operator
K : F → F with F = F(Σ(c, d)), such that (δ − q)K is the identity on
F and K is a contraction for every ‖ ‖N with N ≥ 2, i.e., ‖K(g)‖N ≤
cN‖g‖N with cN < 1 and all g ∈ F .

2. Suppose Re(ql) = 0. Then statement 1. remains valid.

3. Suppose Re(ql) > 0 and let N > 0 be an integer. For small enough c, d > 0
there is a linear operator K : F → F such that (δ− q)K is the identity on
F and K is a contraction for ‖ ‖N .

Corollary 7.14 Let q be as in Lemma 7.13.

1. (δ − q) acts surjectively on A0
0.

2. (δ − q) acts surjectively on (A0
1/k)0.

Proof. 1. The existence of K in Lemma 7.13 proves that (δ − q) is surjective
on A0

0. We note that this result remains valid if q is a finite sum of terms qsz−s

with s ∈ R>0.

2. Lemma 7.5 easily yields that (A0
1/k)0 is the union of A0

0e(Bz−k), taken over
all B ∈ R>0. It suffices to show that (δ − q) is surjective on each of the spaces
A0

0e(Bz
−k). The observation e(Bz−k)−1(δ − q)e(Bz−k) = (δ − q − kBz−k),

reduces the latter to the first part of this corollary. �

The Proof of Lemma 7.13
(1) The function e(q), defined by e(q)(z) = e

�
q(t) dt

t , is a solution of the ho-
mogeneous equation (δ − q)e(q) = 0. The expression

∫
q(t)dtt is chosen to be

ql

−lz
−l + ql−1

−l+1z
−l+1 + · · · + q1

−1z
−1. For z = reiφ ∈ Σ, the logarithm of the

absolute value of e(q)(z) is equal to

r−l(
Re(ql)
−l cos(lφ) +

Im(ql)
−l sin(lφ) )+
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r−l+1(
Re(ql−1)
−l + 1

cos((l − 1)φ) +
Im(ql−1)
−l+ 1

sin((l − 1)φ) ) + · · ·

The coefficient of r−l is positive for φ = 0. One can take d > 0 small enough
such that the coefficient of r−l is positive for all |φ| ≤ d and 0 < c < 1 small
enough such that the function |e(q)(seiφ)| is for any fixed |φ| ≤ d a decreasing
function of s ∈ (0, c]. With these preparations we define the operator K by
K(g)(z) = e(q)(z)

∫ z
0
e(−q)(t)g(t)dtt . The integral makes sense, since e(−q)(t)

tends to zero for t ∈ Σ and t→ 0. Clearly (δ− q)Kg = g and we are left with a
computation of ‖K(g)‖N . One can writeK(g)(z) = e(q)(z)

∫ 1

0 e(−q)(sz)g(sz)
ds
s

and by the above choices one has |e(−q)(sz)| ≤ |e(−q)(z)| for all s ∈ [0, 1]. This
produces the estimate

∫ 1

0
‖g‖NsN |z|N ds

s = ‖g‖N

N |z|N . Thus K : F → F and K
is a contraction for ‖ ‖N with N ≥ 2.

2. Let ql = ip with p ∈ R, p �= 0. We consider the case p < 0. The situation
p > 0 is treated in a similar way. For log |e(−q)(seiφ)| one has the formula

s−l(
p

l
sin(lφ) )+

s−l+1(
Re(ql−1)
l− 1

cos((l − 1)φ) +
Im(ql−1)
l − 1

sin((l − 1)φ) ) + · · ·

We can now choose small enough c, d > 0 such that

(a) The function s �→ |e(−q)(seid)| is increasing for s ∈ [0, c].
(b) The function φ �→ |e(−q)(seiφ)| is for any any fixed s, with 0 < s ≤ c, a
decreasing function of φ ∈ [−d, d].For every point z ∈ Σ we take a path from 0 to

z = reiφ0 , consisting of two pieces. The first is the line segment {sreid|0 ≤ s ≤
1} and the second one is the circle segment {reiφ|φ0 ≤ φ ≤ d}. The operator
K is defined by letting K(g)(z) be the integral e(q)(z)

∫ z
0 e(−q)(t)g(t)

dt
t along

this path. It is clear that the integral is well defined and that (δ − q)K(g) = g.
We have now to make an estimate for ‖K(g)‖N . The first part of the path can
be estimated by

|e(q)(z)| |
∫ 1

0

e(−q)(sreid)g(sreid)ds
s
| ≤

|e(q)(z)| |e(−q)(reid)| ‖g‖NrN
∫ 1

0

sN
ds

s
≤ 1
N
|z|N‖g‖N .

The second part can be estimated by

|e(q)(z)| |
∫ d

φ0

e(−q)(reiφ)g(reiφ)idφ| ≤
∫ d

φ0

‖g‖NrNdφ ≤ 2d|z|N‖g‖N .

Thus ‖K(g)‖N ≤ ( 1
N +2d)‖g‖N and for N ≥ 2 and d small enough we find that

K is a contraction with respect to ‖ ‖N .
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3. First we take d small enough such that the coefficient of r−l in the expression
for log |e(q)(reiφ)| is strictly negative for |φ| ≤ d. Furthermore one can take
c > 0 small enough such that for any fixed φ with |φ| ≤ d, the function r �→
|e(q)(reiφ)| is increasing on [0, c].

The operator K is defined by letting K(g)(z) be the integral
e(q)(z)

∫ z
c
e(−q)(t)g(t)dtt along any path in Σ from c to z. It is clear that

(δ − q)K(g) = g. For z ∈ Σ with |z| ≤ c/2 and any integer M ≥ 1, one can
estimate |K(g)(z)| by

|e(q)(z)
∫ 2z

c

e(−q)(t)g(t)dt
t
|+ |e(q)(z)

∫ 2z

z

e(−q)(t)dt
t
|,

and this is bounded by |e(q)(z)e(q)(2z)−1| ‖g‖McM + |z|M‖g‖M 2M−1
M . Since

the limit of |e(q)(z)e(q)(2z)
−1|

|zM | for |z| → 0 is 0, one finds that there is some constant
CM with ‖K(g)‖M ≤ CM‖g‖M . In particular K(g) ∈ F . For the fixed integer
N ≥ 1 we have to be more precise and show that for small enough c, d > 0 there
is an estimate ‖K(g)‖N ≤ CN‖g‖N with CN < 1 (and for all g ∈ F).

Set f(z) = e(q)(z)
zN

∫ z
c e(−q)(t)g(t)

dt
t . We then want to show that |f(z)| ≤

C(c, d)‖g‖N for z ∈ Σ, where C(c, d) is a constant which is < 1 for small enough
c, d > 0.

Let z = reiφ. We split |f(z)| into two pieces. The first one is

| e(q)(re
iφ)

rN

∫ ceiφ

z e(−q)(t)g(t)dtt | and the second is | e(q)(re
iφ)

rN

∫ ceiφ

c e(−q)(t)g(t)dtt |.
For the estimate of the first integral we introduce the function E(t) := |e(q)(teiφ)|
and the first integral is bounded by h(r)‖g‖N , where h(r) := E(r)

rN

∫ c
r E(t)−1tN dt

t .
We want to show that for small enough c > 0, one has h(r) ≤ 1/2 for all r with
0 < r ≤ c.

For the boundary point r = c one has h(c) = 0. For the other boundary
point r = 0 we will show that the limit of h(r) for r → 0 is zero. Take any
α > 1 and consider 0 < r with αr ≤ c. Then h(r) = E(r)

rN

∫ αr
r E(t)−1tN dt

t +
E(r)
rN

∫ c
αr E(t)−1tN dt

t Since E(t) is an increasing function of t we can estimate

h(r) by 1
rN

∫ αr
r

tN dt
t + E(r)E(αr)−1

rN

∫ c
αr
tN dt

t and thus by αN−1
N + E(r)E(αr)−1

rN
cN

N .

The limit of E(r)E(αr)−1

rN for r → 0 is 0. Since α > 1 was arbitrary, this implies
that the limit of h(r) for r → 0 is 0. The maximum value of h(r) is therefore
obtained for r0 ∈ (0, c). The function h(r) satisfies the differential equation
rh′(r) = ( rE

′(r)
E(r) − N)h(r) − 1. The expression logE(t) is equal to clt

−l +
cl−1t

−l+1 + · · · with cl < 0 and cl depending on φ. Thus h(r0) = 1

−lclr
−l
0 +···−N

and this is, for small enough c, bounded by 1
−clc−l+···−N ≤ 1/3. The second

part is bounded by ‖g‖NF (φ0), where

F (φ0) := |e(q)(ceiφ0)| |
∫ φ0

0

|e(−q)(ceiφ)| dφ|.
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The function F is continuous and F (0) = 0. Therefore we can take d > 0 small
enough such that F (φ) ≤ 1/3 for all φ with |φ| ≤ d. Thus the second part is
bounded by 1/3‖g‖N and ‖K(g)‖N ≤ 2/3‖g‖N . �

We now recall the following definition (c.f., Definition 3.39)

Definition 7.15 A differential operator (δ −A), with A an n× n-matrix with
coefficients in C({z}) is called split if it is equivalent, by a transformation in
GLn(C({z}) ), with a direct sum of operators of the form δ − q + C, where
q ∈ z−1C[z−1] and C is a constant matrix. The operator (δ − A) is called
quasi-split if it becomes split after replacing z by a suitable mth root of z. �

Corollary 7.16 Let (δ−A) be a quasi-split linear differential operator of order
n and let d ∈ S1 be a direction. Then (δ−A) acts surjectively on (A0

d)
n and on

((A0
1/k)d)

n for all k > 0.

Proof. For the proof we may suppose that the operator is split and even that
it has the form δ− q+C where C is a constant matrix. Let T be a fundamental
matrix for the equation δy = Cy. The equation (δ − q + C)f = g can be
rewritten as (δ − q)Tf = Tg. The transformation T induces a bijection on the
spaces (A0

d)
n and ((A0

1/k)d)
n. Thus we are reduced to proving that the operator

(δ− q) acts surjectively on A0
d and (A0

1/k)d. For d = 0 this follows at once from
Corollary 7.14. �

The proof of Theorem 7.12 for the general case (and the direction 0) follows
from the next lemma.

Lemma 7.17 Let B be a n × n-matrix with entries in A0. Suppose that S =
J(B) has entries in C[z−1] and that δ− S is a quasi-split equation. Then there
exists an n×n matrix T with coefficients in A0

0 such that (1 +T )−1(δ−B)(1 +
T ) = δ − S.

Indeed, consider (δ−A) and a formal transformation F ∈ GLn(C((z)) ) such
that F−1(δ−A)F = (δ−S), where S has entries in C[z−1] and (δ−S) is quasi-
split. The existence of F and S is guaranteed by the classification of differential
equations over C((z)), c.f., Proposition 3.41. Let F̃ ∈ GLn(A0) satisfy J(F̃ ) =
F . Define the n× n-matrix B, with entries in A0, by (δ −B) = F̃−1(δ − A)F̃ .
Since F̃ acts as a bijection on the spaces (A0

0)
n and ((A0

1/k)0)
n, it suffices to

consider the operator (δ − B) instead of (δ − A). By construction J(B) = S
and we can apply the above lemma. Also (1 + T ) acts as a bijection on the
spaces (A0

0)
n and ((A0

1/k)0)
n. Thus Lemma 7.17 and Corollary 7.16 complete

the proof of Theorem 7.12.

The Proof of Lemma 7.17
Using the arguments of the proof of Corollary 7.16, we may already suppose that
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S is a diagonal matrix diag(q1, . . . , qn) with the diagonal entries qi ∈ z−1C[z−1].
We note that T itself is supposed to be a solution of the equation δ(T )− ST +
TS = B − S + (B − S)T , having entries in A0

0. The differential operator
L : T �→ δ(T ) − ST + TS acting on the space of the n × n-matrices is, on the
usual standard basis for matrices, also in diagonal form with diagonal entries
qi − qj ∈ z−1C[z−1].

Take a suitable closed sector Σ = Σ(c, d) and consider the spaceM consisting
of the matrix functions z �→M(z) satisfying:

(a) M(z) is continuous on Σ and holomorphic on the interior of Σ.
(b) For every integer N ≥ 1 there is a constant CN such that |M(z)| ≤ CN |z|N
holds on Σ. Here |M(z)| denotes the l2-norm on matrices, given by |M(z)| :=
(
∑
|Mi,j(z)|2)1/2.

We note that for two matrices M1(z) and M2(z) one has |M1(z)M2(z)| ≤
|M1(z)| |M2(z)|. The space M has a sequence of norms ‖ ‖N , defined by
‖M‖N := supz∈Σ

|M(z)|
|z|N . Using Lemma 7.13 and the diagonal form of L, one

finds that the operator L acts surjectively on M. Let us now fix an integer
N0 ≥ 1. For small enough c, d > 0, Lemma 7.13 furthermore states there is a
linear operator K acting on M, which has the properties:

(1) LK is the identity and
(2) K is a contraction for ‖ ‖N0 , i.e., ‖K(M)‖N0 ≤ cN0‖M‖N0 with cN0 < 1
and all M ∈M

Define now a sequence of elements Tk ∈ M by T0 = K(B − S) and Tk =
K((B − S)Tk−1) for k ≥ 1. Since ‖B − S‖N < 1 for all integers N ≥ 1,
one can deduce from (2) that

∑∞
k=0 Tk converges uniformly on Σ to a matrix

function T which is continuous on Σ, holomorphic on the interior of Σ and
satisfies |T (z)| ≤ D|z|N0 for a certain constant D > 0 and all z ∈ Σ. Then
L(T ) = L(K(B−S)+K((B−S)T0)+ · · · ) = (B−S)+(B−S)T . Thus we have
found a certain solution T for the equation δ(T )−ST+TS = (B−S)+(B−S)T .
We want to show that the element T belongs toM.

The element (B−S)(1+T ) belongs toM and thus L( K((B−S)(1+T )) ) = (B−
S)(1+T ). Therefore T̃ := T−K((B−S)(1+T )) satisfies L(T̃ ) = 0 and moreover
T̃ is continuous on Σ, holomorphic at the interior of Σ and |T̃ (z)| ≤ DN |z|N0

holds for z ∈ Σ and some constant DN0 . From the diagonal form of L one
deduces that the kernel of L consists of the matrices diag(e(−q1), . . . , e(−qn)) ·
C ·diag(e(q1), . . . , e(qn)) with C a constant matrix. The entries of T̃ are therefore
of the form ce(qi − qj) with c ∈ C and satisfy inequalities ≤ D̃|z|N0 for some
constant D̃ and our choice of N0 ≥ 1. Thus the non-zero entries of T̃ are in A0

0.
It follows that T̃ ∈ M (again for c, d > 0 small enough) and thus T ∈ M. �
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7.3 The Inhomogeneous Equation of Order One

Let q ∈ C[z−1] have degree k in the variable z−1. In this section we consider
the inhomogeneous equation

(δ − q)f̂ = g with g ∈ C({z}) and f̂ ∈ C((z)).

According to Theorem 7.10, there is for every direction d ∈ S1 an asymptotic
lift of f̂ in A(a, b), with d ∈ (a, b) and |b − a| “small enough”. The aim of this
section is to study the obstruction for the existence of an asymptotic lift on
large intervals (or sectors). As happens quite often, the obstruction from local
existence to global existence is measured by some cohomology group. In the
present situation, we will show that the obstruction is the first cohomology
group of the sheaf ker(δ − q,A0). We refer to Appendix C for the definitions
and concepts from sheaf theory that we shall need.

Let U be a non-empty open subset of S1 (including the case U = S1). There is a
covering of U by “small” intervals Si, such that there exists for i an fi ∈ A(Si)
with asymptotic expansion f̂ and (δ − q)fi = g. The difference fi − fj belongs
to ker(δ− q,A0)(Si ∩Sj). Hence the collection {gi,j} := {fi− fj} is a 1-cocycle
for the sheaf ker(δ − q,A0), since gi,j + gj,k + gk,i = 0 holds on the intersection
Si ∩ Sj ∩ Sk. The image of this 1-cocycle in H1(U, ker(δ − q,A0)) is easily
seen to depend only on f̂ . Moreover, this image is zero if and only if f̂ has
an asymptotic lift on U . The practical point of this formalism is that we can
actually calculate the cohomology group H1(U, ker(δ − q,A0)), say for U = S1

or U an open interval.

Write q = q0 + q1z
−1 + · · ·+ qkz

−k with qk �= 0 and let e(q) := exp( q0 log z +
q1
−1z

−1 + · · ·+ qk

−k z
−k) be a “symbolic solution” of (δ − q)e(q) = 0. On a sector

S �= S1 one can give e(q) a meaning by choosing the function log z. For k = 0
one observes that ker(δ − q,A0) is zero. This implies that any formal solution
f̂ of (δ − q)f̂ = g ∈ C({z}) has an asymptotic lift in A(S1) = C({z}). In other
words f̂ is in fact a convergent Laurent series.

From now on we will suppose that k > 0. We will introduce some terminology.

Definition 7.18 Let q = q0 + q1z
−1 + · · ·+ qkz

−k with qk �= 0 and k > 0 and
let e(q) := exp( q0 log z + q1

−1z
−1 + · · ·+ qk

−k z
−k). A Stokes direction d ∈ S1 for

q is a direction such that Re( qk

−k z
−k) = 0 for z = |z|eid. A Stokes pair is a pair

{d1, d2} of Stokes directions such that |d2 − d1| = π
k , i.e., d1, d2 are consecutive

Stokes directions. The Stokes pair {d1, d2} is called positive if Re( qk

−k z
−k) > 0

for z with arg(z) ∈ (d1, d2). The Stokes pair is called negative if Re( qk

−k z
−k) < 0

for z with arg(z) ∈ (d1, d2). �

This terminology reflects the behaviour of |e(q)(z)| for small |z|. For d ∈ (d1, d2),
where {d1, d2} is a positive Stokes pair, the function r �→ |e(q)(reid)| explodes
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for r ∈ R>0, r → 0. If {d1, d2} is a negative Stokes pair, then the function
r �→ |e(q)(reid)| tends rapidly to zero for r ∈ R>0, r → 0. The asymptotic
behaviour of |e(q)(reid)| changes at the Stokes directions. The above notions
can be extended to a q, which is a finite sum of terms csz−s, with s ∈ R≥0 and
cs ∈ C. However in that case it is better to consider the directions d as elements
of R.

The sheaf ker(δ − q,A0) is a sheaf of vector spaces over C. For any interval
(a, b) where {a, b} is a negative Stokes pair, the restriction of ker(δ − q,A0) to
(a, b) is the constant sheaf with stalk C. For a direction d which does not lie in
such an interval the stalk of ker(δ − q,A0) is zero. One can see ker(δ − q,A0)
as a subsheaf of ker(δ − q,O) where O denotes the sheaf on S1 (of germs) of
holomorphic functions. If q0 ∈ Z then ker(δ−q,O) is isomorphic to the constant
sheaf C on S1. If q0 �∈ Z, then the restriction of ker(δ − q,O) to any proper
open subset of S1 is isomorphic to the constant sheaf. Thus ker(δ − q,A0) can
always be identified with the subsheaf F of the constant sheaf C determined by
its stalks Fd: equal to C if d lies in an open interval (a, b) with {a, b} a negative
Stokes pair, and 0 otherwise.

More generally, consider a proper open subset O ⊂ S1 with complement F and
let i : F → S1 denote the inclusion. Let V be an abelian group (in our case this
will always be a finite dimensional vector space over C). Let V also denote the
constant sheaf on S1 with stalk V . Then there is a natural surjective morphism
of abelian sheaves V → i∗i∗V . The stalk (i∗i∗V )d is zero for d ∈ O and for
d �∈ O, the natural map (V )d → (i∗i∗V )d is a bijection. Write VF := i∗i∗V and
define the sheaf VO to be the kernel of V → VF = i∗i∗V . Then one can identify
ker(δ − q,A0) with CO, where O is the union of the k open intervals (ai, bi)
such that {ai, bi} are all the negative Stokes pairs. Clearly CO is the direct sum
of the sheaves C(ai,bi). We are therefore interested in calculating H1(U,CI),
with I an open interval and U either an open interval or S1. Consider the exact
sequence of sheaves

0→ VI → V → VF → 0 on S1.

For the sheaf VF one knows that Hi(U, VF ) = Hi(U ∩ F, V ) for all i ≥ 0. Thus
H0(U, VF ) ∼= V e, where e is the number of connected components of U ∩ F ,
and Hi(U, VF ) = 0 for all i ≥ 1 (c.f., the comments following Theorem C.27).
Consider any open subset U ⊂ S1. The long exact sequence of cohomology
reads

0→ H0(U, VI)→ H0(U, V )→ H0(U, VF )→ H1(U, VI)→ H1(U, V )→ 0

Lemma 7.19 Let the notation be as above with V = C. If U = S1 and for
U = (a, b) and the closure of I contained in U , then H1(U,CI) ∼= C. In all
other cases H1(U,CI) = 0.

Proof. Let U = S1. We have thatH0(S1,CI) = 0,H0(S1,C) ∼= H0(S1,CF ) ∼=
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C (by the remarks preceeding the lemma) and H1(S1,C) ∼= C (by Example
C.22). Therefore the long exact sequence implies that H1(S1,CI) ∼= C.

Let U = (a, b) and assume that the closure of I is contained in U . We then
have that U ∩ F has two components so H0(U,CF ) = H0(U ∩ F,C) ∼= C⊕C.
Furthermore, H0(U,CI) ∼= 0 and H0(U,C) ∼= C. Therefore H1(U,CI) ∼= C.

The remaining cases are treated similarly. �

The following lemma easily follows from the preceeding lemma.

Lemma 7.20 Let U ⊂ S1 be either an open interval (a, b) or S1. Then
H1(U, ker(δ − q,A0)) = 0 if and only if U does not contain a negative Stokes
pair. More generally, the dimension of H1(U, ker(δ − q,A0)) is equal to the
number of negative Stokes pairs contained in U . In particular, the dimension of
H1(S1, ker(δ − q,A0)) is k.

This lemma can be easily generalized to characterize H1(U, ker(δ −B,A0))
where δ − B is a quasi-split equation. We shall only need a weak form of this
which we state below. We refer to Definition 3.28 for the definition of the
eigenvalue of a differential equation.

Corollary 7.21 Let U ⊂ S1 be an open interval (a, b) and δ − B a quasi-split
differential operator. Then H1(U, ker(δ −B,A0)) = 0 if and only if U does not
contain a negative Stokes pair of some eigenvalue of δ −B.

Proof. We may suppose that the operator is split and it is the sum of operators
of the form δ − q + C where C is a constant matrix. Therefore it is enough to
prove this result when the operator is of this form. Let T be a fundamental
matrix for the equation δy = Cy. The map y �→ Ty gives an isomorphism
of sheaves ker(δ − q,A0) and ker(δ − q + C,A0). The result now follows from
Lemma 7.20. �

The map δ − q is bijective on C((z)). This follows easily from
(δ − q)zn = −qkzn−k + · · · for every integer n. Thus the obstruction for lifting
the unique formal solution f̂ of (δ − q)f̂ = g depends only on g ∈ C({z}).
This produces the C-linear map β : C({z}) → H1(S1, ker(δ − q,A0)), which
associates to every g ∈ C({z}) the obstruction β(g), for lifting f̂ to an element
of A(S1). From A(S1) = C({z}) it follows that the kernel of β is the image of
δ − q on C({z}).

Corollary 7.22 After a transformation (δ−q̃) = z−n(δ−q)zn, we may suppose
that 0 ≤ Re(q0) < 1. The elements {β(zi)| i = 0, . . . , k − 1} form a basis of
H1(S1, ker(δ − q,A0)). In particular, β is surjective and one has an exact
sequence

0→ C({z}) δ−q→ C({z}) β→ H1(S1, ker(δ − q,A0))→ 0.
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Proof. According to Lemma 7.20 it suffices to show that the elements are
independent. In other words, we have to show that the existence of a y ∈ C({z})
with (δ−q)y = a0+a1z+· · ·+ak−1z

k−1 implies that all ai = 0. The equation has
only two singular points, namely 0 and∞. Thus y has an analytic continuation
to all of C with at most a pole at 0. The singularity at ∞ is regular singular.
Thus y has bounded growth at ∞, i.e., |y(z)| ≤ C|z|N for |z| >> 0 and with
certain constants C,N and so y is in fact a rational function with at most poles
at 0 and ∞. Then y ∈ C[z, z−1]. Suppose that y �= 0, then one can write
y =

∑n1
i=n0

yiz
i with n0 ≤ n1 and yn0 �= 0 �= yn1 . The expression (δ − q)y ∈

C[z, z−1] is seen to be −qkyn0z
n0−k + (n1 − q0)yn1z

n1 +
∑

n0−k<i<n1
∗zi. This

cannot be a polynomial in z of degree ≤ k− 1. This proves the first part of the
corollary. The rest is an easy consequence. �

We would like to show that the solution f̂ of (δ − q)f̂ = g is k-summable.
The next lemma gives an elementary proof of f̂ ∈ C((z))1/k.

Lemma 7.23 The formal solution f̂ of (δ − q)f̂ = g lies in C((z))1/k. More
generally, δ − q is bijective on C((z))1/k.

Proof. We give here an elementary proof depending on simple estimates.
Write f̂ =

∑
cnz

n and g =
∑

n gnz
n. For the coefficients of f̂ one finds a

recurrence relation

cn+k = −qk−1

qk
cn+k−1 − · · · −

q1
qk
cn+1 −

q0 − n
qk

cn −
1
qk
gn.

There exists a constant B > 0 with |gn| ≤ Bn for n > 0. We must find an
estimate of the form |cn| ≤ AnΓ(1 + n

k ) for all n > 0 and some A > 0. We try
to prove by induction that |cn|

AnΓ(1+ n
k ) ≤ 1, for a suitable A > 0 and all n > 0.

The induction step should follow from the bound for |cn+k|
An+kΓ(1+ n+k

k )
, given by

the recurrence relation. This bound is the expression

∗Γ(1 + n+k−1
k )

AΓ(1 + n+k
k )

+ · · ·+
∗Γ(1 + 1+n

k )
Ak−1Γ(1 + n+k

k )
+

+
(∗+ n)Γ(1 + n

k )
AkΓ(1 + n+k

k )
+

∗Bn

An+kΓ(1 + n+k
k )

,

where the ∗’s denote fixed constants. From Γ(1 + n+k
k ) = n+k

k Γ(1 + n
k ) one

easily deduces that a positive A can be found such that this expression is ≤ 1
for all n > 0. The surjectivity of δ − q follows by replacing the estimate Bn for
|gn| by BnΓ(1 + n

k ). The injectivity follows from the fact that δ − q is bijective
on C((z))1/k (see the discussion following Corollary 7.21). �

For a direction d such that {d − π
2k , d + π

2k} is not a negative Stokes pair,
Lemma 7.20 produces an asymptotic lift in A(d− α

2 , d+ α
2 ), for some α > π

k , of
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the formal solution f̂ of (δ− q)f̂ = g. This lift is easily seen to be unique. If we
can show that this lift is in fact a section of the subsheaf A1/k, then the proof
that f̂ is k-summable would be complete. In the next section we will develop
the necessary theory for the sheaf A1/k.

7.4 The Sheaves A,A0,A1/k,A0
1/k

We start by examining the sheaves A and A0.

Proposition 7.24 Consider the exact sequence of sheaves on S1:

0→ A0 → A→ C((z))→ 0,

where C((z)) denotes the constant sheaf on S1 with stalk C((z)).

1. For every open U �= S1 the cohomology group H1(U, . ) is zero for the
sheaves A0,A and C((z)).

2. The natural map H1(S1,A0) → H1(S1,A) is the zero map. As a conse-
quence, one has that

H1(S1,A) ∼→ H1(S1,C((z)) ) ∼→ C((z)),

and there is an exact sequence

0→ C({z})→ C((z))→ H1(S1,A0)→ 0.

Proof. We note that the circle has topological dimension one and for any
abelian sheaf F and any open U one has Hi(U,F ) = 0 for i ≥ 2 (see Theo-
rem C.28). We want to show that for any open U ⊂ S1 (including the case
U = S1), the map H1(U,A0)→ H1(U,A) is the zero map. Assume that this is
true and consider the long exact sequence of cohomology:

0→ H0(U,A0)→ H0(U,A)→ H0(U,C((z)))→ H1(U,A0)
→ H1(U,A)→ H1(U,C((z)))→ 0

If U �= S1, then the Borel-Ritt Theorem implies that the map H0(U,A) →
H0(U,C((z))) is surjective so the map H0(U,C((z))) → H1(U,A0) is the zero
map. Combining this with the fact that H1(U,A0) → H1(U,A) is the zero
map, we have that H1(U,A0) ∼= 0 and H1(U,A) ∼= H1(U,C((z))) ∼= 0. Since
each component of U is contractible (and so simply connected), Theorem C.27
implies that H1(U,C((z))) ∼= 0 and 1. follows. If U = S1 then H0(U,A) ∼=
C((z)) andH0(U,C((z))) ∼= H1(U,C((z))) ∼= C((z)) (c.f., Exercise C.22). Since
H1(U,A0)→ H1(U,A) is the zero map, 2. follows from the long exact sequence
as well.
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We start by considering the most simple covering: U = (a1, b1) ∪ (a2, b2)
with (a1, b1) ∩ (a2, b2) = (a2, b1), i.e., inequalities a1 < a2 < b1 < b2 for the
directions on S1 and U �= S1. A 1-cocycle for A0 and this covering is given
by a single element f ∈ A0(a2, b1). Take a small positive ε such that (a1, b1 −
ε) ∪ (a2 + ε, b2) = U and consider the integral 1

2πi

∫
γ
f(ζ)
ζ−z dζ, where the path γ

consists of three pieces γi for i = 1, 2, 3. The path γ1 is the line segment from 0
to rei(a2+ε/2), γ2 is the circle segment from rei(a2+ε/2) to rei(b1−ε/2) and γ3 is the
line segment from rei(b1−ε/2) to 0. The r > 0 is adapted to the size of the sector
where f lives. We conclude that for z with |z| < r and arg(z) ∈ (a2 + ε, b1 − ε)
this integral is equal to f(z). The path is divided into two pieces γ+, which is
γ1 and the first half of γ2 and the remaining part γ−. The integral over the two
pieces will be called f+(z) and −f−(z). We will show that f+ ∈ A(a2 + ε, b2)
and f− ∈ A(a1, b1− ε). From this it follows that our 1-cocycle for A0 has image
0 in H1(U,A).

By symmetry, it suffices to prove the statement for f+. This function lives
in fact on the open sector V := S1 \ {a2 + ε/2} (and say |z| < r). The func-
tion f(ζ)

ζ−z can be developed as power series in z, namely
∑
n≥0 f(ζ)ζ−1−nzn.

We consider the formal power series F̂ =
∑
n≥0(

1
2πi

∫
γ+
f(ζ)ζ−1−ndζ) zn and

want to prove that f+ has asymptotic expansion F̂ on the open sector V .
From 1

1−z/ζ = 1−(z/ζ)N

1−z/ζ + (z/ζ)N

1−z/ζ , one concludes that the difference of f+ and∑
0≤n<N

1
2πi

∫
γ+
f(ζ)ζ−1−ndζ zn is the integral 1

2πi

∫
γ+

(z/ζ)Nf(ζ)
ζ(1−z/ζ) dζ. For any

closed subsectorW of V one has infz∈W |1−z/ζ| is strictly positive. By assump-
tion, there are constants CN+1 such that |f(ζ)| ≤ CN+1|ζ|N+1 for all N > 0.
One concludes that the last integral is bounded by DN |z|N for some constant
DN .

The next case that we consider is a covering (a1, b1), (a2, b2) of S1. The
intersection (a1, b1) ∩ (a2, b2) is supposed to have two components (a2, b1) and
(a1, b2). Let the 1-cocycle be given by f ∈ A0(a2, b1) and 0 ∈ A0(a1, b2). Define
f+ ∈ A(a2 + ε, b2) and f− ∈ A(a1, b1 − ε) as in the first case. Then f+ − f−
coincides with f on (a2 + ε, b1 − ε) and is zero on (a1, b2).

The following case is a “finite special covering” of U , which is either an
open interval or S1. We will define this by giving a sequence of directions
d1 < d2 < · · · < dn in U and intervals (di − ε, di+1 + ε) with small ε > 0. In
the case U = S1, the interval (dn − ε, d1 + ε) is also present. A 1-cocycle ξ is
given by a sequence of functions fi ∈ A0(di − ε, di + ε). One writes ξ as a sum
of 1-cocycles ζ which have only one non zero fi. It suffices to show that such
a ζ is a trivial 1-cocycle for the sheaf A. This follows from the first two cases,
since one can see ζ also a a 1-cocycle for a covering of U by two open intervals.

Every covering of S1 and every finite covering of an open interval U can be
refined to a finite special covering. We are left with studying infinite coverings
of an open interval U =: (a, b). Any infinite covering can be refined to what we
will call a “special infinite covering” of U . The latter is defined by a sequence
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dn, n ∈ Z of points in U , such that di < di+1 for all i. Moreover ∪[di, di+1] = U .
The covering of U by the closed intervals is replaced by a covering with open
intervals (d−i , d

+
i+1), where d−i < di < d+

i and |d+
i − d−i | very small. A cocycle

ξ is again given by elements fi ∈ A0(d−i , d
+
i ). Using the argument above, one

can write fi = gi − hi with gi and hi sections of the sheaf A above, say, the
intervals (a, (di + d+

i )/2) and ((d−i + di)/2, b). Define, first formally, Fi :=∑
j≥i gj −

∑
j≤i hj as function on the interval ((d−i + di)/2, (d+

i+1 + di+1)/2).
Then clearly Fi − Fi−1 = gi − hi = fi on ((d−i + di)/2, (d+

i + di)/2). There is
still one thing to prove, namely that the infinite sums appearing in Fi converge
to a section of A on the given interval. This can be done using estimates on
the integrals defining the gi and hi given above. We will skip the proof of this
statement. �

Remarks 7.25 1. The calculation of the cohomology of ker(δ − q,A0) and
ker(δ −A,A0) was initiated by Malgrange [187] and Deligne and further devel-
oped by Loday-Richaud, Malgrange, Ramis and Sibuya (c.f. [13], [179], [194]).

2. The first statement of Proposition 7.24.2 is sometimes referred to as the
Cauchy-Heine Theorem (c.f. [194], Theorem 1.3.2.1.i and ii). However, the
name “Heine’s Theorem” seems more appropriate. �

Lemma 7.26 The Borel-Ritt Theorem for C((z))1/k Suppose that k > 1/2.
Then the map J : A1/k(a, b)→ C((z))1/k is surjective if |b− a| ≤ π

k .

Proof. After replacing z by eidz1/k for a suitable d we have to prove that the
map J : A1(−π, π)→ C((z))1 is surjective. It suffices to show that an element
f̂ =

∑
n≥1 cnn!zn with |cn| ≤ (2r)−n for some positive r is in the image of J .

One could refine Proposition 7.3 to prove this. A more systematic procedure
is the following. For any half line γ, of the form {seid|s ≥ 0} and |d| < π one
has n! =

∫
γ
ζnexp(−ζ)dζ. Thus for z �= 0 and arg(z) ∈ (−π, π) one has n!zn =∫∞

0 ζnexp(− ζz )d(
ζ
z ), where the path of integration is the positive real line. This

integral is written as a sum of two parts F (n, r)(z) =
∫ r
0
ζnexp(− ζz )d(

ζ
z ) and

R(n, r)(z) =
∫∞
r
ζnexp(− ζz )d(

ζ
z ). The claim is that F (z) :=

∑
n≥1 cnF (n, r)(z)

converges locally uniformly on {z ∈ C| z �= 0}, belongs to A1(−π, π) and
satisfies J(F ) = f̂ .

The integral
∫ r
0 (

∑
n≥1 cnζ

n)exp(− ζz )d(
ζ
z ), taken over the closed interval

[0, r] ⊂ R, exists for all z �= 0 since
∑
n≥1 cnζ

n has radius of convergence
2r. Interchanging

∑
and

∫
proves the first statement on F . To prove the

other two statements we have to give for every closed subsector of {z ∈ C| 0 <
|z| and arg(z) ∈ (−π, π)} an estimate of the form E := |F (z)−

∑N−1
n=1 cnn!zn| ≤

ANN !|z|N for some positive A, all N ≥ 1 and all z in the closed sector.

Now E ≤
∑N−1

n=1 |cn||R(n, r)(z)| + |
∫ r
0
(
∑

n≥N cnζ
n)exp(− ζz )d(

ζ
z |. The last

term of this expression can be estimated by r−N
∫ r
0 ζ

N |exp(− ζz )|
dζ
|z| , because one
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has the inequality |
∑

n≥N cnζ
n| ≤ r−N ζN for ζ ≤ r. Thus the last term can

be estimated by r−N
∫∞
0 ζN |exp(− ζz )|

dζ
|z| . The next estimate is |R(n, r)(z)| ≤∫∞

r ζn|exp(− ζz )|d
ζ
|z| . Further ζn ≤ rn−N ζN for r ≤ ζ. Thus |R(n, r)(z)| ≤

rn−N
∫∞
0
ζN |exp(− ζz )|

dζ
|z| . Now r−N +

∑N−1
n=1 |cn|rn−N ≤ 2r−N and we can

estimate E by 2r−N
∫∞
0
ζN |exp(− ζz )|

dζ
|z| . For z = |z|eiθ one has |exp(− ζz )| =

exp(− ζ
|z| cos θ). The integral is easily computed to be |z|N

(cos θ)N+1N !. This gives
the required estimate for E. �

For k > 1/2, the function exp(−z−k) belongs to A0
1/k(− π

2k ,
π
2k ). The next

lemma states that this is an extremal situation. For sectors with larger “open-
ing” the sheaf A0

1/k has only the zero section. This important fact, Watson’s
Lemma, provides the uniqueness for k-summation in a given direction.

Lemma 7.27 Watson’s Lemma. A0
1/k(a, b) = 0 if |b− a| > π

k .

Proof. After replacing z by z1/keid for a suitable d the statement reduces
to A0

1(−α, α) = 0 for α > π
2 . We will prove the following slightly stronger

statement (c.f., Lemma 7.5):

Let S denote the open sector given by the inequalities | arg(z)| < π
2 and 0 < |z| <

r. Suppose that f is holomorphic on S and that there are positive constants A,B
such that |f(z)| ≤ A exp(−B|z|−1) holds for all z ∈ S. Then f = 0.

We start by choosing M > B and ε > 0 and defining β by 0 < β < π
2 such that

cosβ = B
M and δ > 0 by (1 + δ)β < π

2 and cos((1 + δ)β) = B
2M . Define the

function F (z), depending on M and ε, by F (z) := f(z) exp(−εz−1−δ +Mz−1).
Let S̃ denote the closed sector given by the inequalities | arg(z)| ≤ β and 0 <
|z| ≤ r/2.

The limit of F (z) for z → 0 and z ∈ S̃ is 0 and thus F (z) is bounded on S̃.
According to the maximum principle, the maximum of |F (z)| is assumed at the
boundary of S̃. For 0 < |z| ≤ r/2 and arg(z) = β one can bound |F (z)| by

≤ A exp(−B|z|−1) exp(−ε|z|−1−δ cos((1 + δ)β) +M |z|−1 cos(β)) ≤ A.

For the boundary 0 < |z| ≤ r/2 and arg(z) = −β one finds the same esti-
mate. For z with | arg(z)| ≤ β and |z| = r/2, one finds the estimate |F (z)| ≤
A exp((M − B)(r/2)−1). We conclude that for any z ∈ S̃ the inequality
|F (z)| ≤ A exp((M −B)(r/2)−1) holds. Thus we find for z ∈ S̃ the inequality

|f(z)| ≤ A exp((M −B)(r/2)−1) |exp(−Mz−1)| |exp(+εz−1−δ)|.

Since ε > 0 is arbitrary, we conclude that also

|f(z)| ≤ A exp(−B(r/2)−1) |exp(M((r/2)−1 − z−1))|
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holds for all z ∈ S̃. For a fixed z with | arg(z)| < π
2 and small enough |z| > 0

such that Re((r/2)−1 − z−1) < 0, this inequality holds for all sufficiently large
M . Since |exp(M((r/2)−1 − z−1)| tends to 0 for M → ∞, we conclude that
f(z) = 0. �

Proposition 7.28

1. The following sequence of sheaves on S1 is exact.

0→ A0
1/k → A1/k → C((z))1/k → 0

2. For every open U ⊂ S1, including U = S1, the canonical map
H1(U,A0

1/k)→ H1(U,A1/k) is the zero map.

3. H1(U,A1/k) is zero for U �= S1 and equal to C((z))1/k for U = S1.

4. H1((a, b),A0
1/k) = 0 for |b− a| ≤ π

k .

5. For (a, b) with |b − a| > π
k , the following sequence is exact.

0→ A1/k(a, b)→ C((z))1/k → H1((a, b),A0
1/k)→ 0

6. The following sequence is exact.

0→ C({z})→ C((z))1/k → H1(S1,A0
1/k)→ 0

7. There is a canonical isomorphism C((z))1/k → H0(S1,A/A0
1/k).

Proof. 1. follows from Lemma 7.26. The proof of part 2. of Proposition 7.24
extends to a proof of part 2. of the present proposition. One only has to verify
that the functions f+ and f− are now sections of the sheaf A1/k. Furthermore
3.,4.,5., and 6. are immediate consequences of 1., 2., the known cohomology
of the constant sheaf C((z))1/k, Lemma 7.27 and the long exact sequence of
cohomology. We identify the constant sheaf C((z))1/k with A1/k/A0

1/k. Thus
there is an exact sequence of sheaves

0→ C((z))1/k → A/A0
1/k → A/A1/k → 0

Taking sections above S1 we find an exact sequence

0→ C((z))1/k → H0(S1,A/A0
1/k)→ H0(S1,A/A1/k) (7.1)

The exact sequence

0→ A1/k → A → A/A1/k → 0

induces the long exact sequence of cohomology above S1:

0→ C({z})→ C({z})→ H0(S1,A/A1/k)→ C((z))1/k → C((z)) · · ·

This implies H0(S1,A/A1/k) = 0 and so, from the sequence (7.1), we conclude
7. �
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Remark 7.29 Proposition 7.28.2 is the Ramis-Sibuya Theorem (see [194], The-
orem 2.1.4.2 and Corollaries 2.1.4.3 and 2.1.4.4).

7.5 The Equation (δ − q)f̂ = g Revisited

Some of the results of Section 7.3 can be established using the methods of Section
7.4.

Exercise 7.30 Give an alternative proof of the surjectivity of β : C({z}) →
H1(S1, ker(δ − q,A0)) (see Corollary 7.22) by using Proposition 7.24. Hint:
An element ξ ∈ H1(S1, ker(δ − q,A0)) induces an element of H1(S1,A0). By
Proposition 7.24.2, this element is zero in H1(S1,A) so for some covering {Si}
of S1, there exist fi ∈ H0(Si,A) such that fi − fj = ξi,j , where ξi,j is a
representative of ξ on Si ∩ Sj. Show that the (δ − q)fi glue together to give an
element g ∈ H0(S1,A) = C({x}) and that the fi are lifts of some f̂ ∈ C((x))
such that (δ − q)f̂ = g. �

Exercise 7.31 Give an alternative proof of the fact that (δ−q)f̂ = g ∈ C({z})
implies f̂ ∈ C((z))1/k (see Lemma 7.23) by using the last statement of Propo-
sition 7.28. Hint: g maps to an element β(g) ∈ H1(S1, ker(δ− q,A0)). Observe
that ker((δ − q),A0) = ker(δ − q,A0

1/k). Thus f̂ can be seen as an element of
H0(S1,A/A0

1/k). �

Proposition 7.32 The element f̂ ∈ C((z)) satisfying (δ−q)f̂ = g ∈ C({z|}) is
k-summable. More precisely, f̂ is k-summable in the direction d if {d− π

2k , d+
π
2k}

is not a negative Stokes pair.

Proof. We know by Lemma 7.23, or by Exercise 7.31, that f̂ ∈ C((z))1/k.
Take a direction d. By Proposition 7.28 there is an h ∈ (A1/k)d with J(h) = f̂ .
Clearly (δ− q)h− g = g0 ∈ (A0

1/k)d. By Theorem 7.12 there is an h0 ∈ (A0
1/k)d

with (δ − q)h0 = g0 and thus (δ − q)(h − h0) = g. In other words, the formal
solution f̂ lifts for small enough sectors S to a solution in A1/k(S) of the same
equation. This yields a 1-cocycle in the sheaf ker(δ − q,A0

1/k) = ker(δ − q,A0).
This 1-cocycle is trivial for an open interval (d − π

2k − ε, d + π
2k + ε) (for some

positive ε) when {d− π
2k , d+ π

2k} is not a negative Stokes pair (see Lemma 7.20).
�

Definition 7.33 Consider q = qkz
−k + qk−1z

−k+1 + · · · + q1z
−1 ∈ z−1C[z−1]

with qk �= 0. A direction d will be called singular for q (or for the operator δ−q)
if qke−idk is a positive real number. �

One immediately sees that d is a singular direction for δ − q if and only if {d−
π
2k , d+ π

2k} is a negative Stokes pair. Thus one can reformulate Proposition 7.32
by saying that f̂ is k-summable in the direction d if d is not a singular direction.
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7.6 The Laplace and Borel Transforms

The formal Borel transformation B̂k of order k is the operator C[[z]] → C[[ζ]]
defined by the formula

B̂k(
∑
n≥0

cnz
n) =

∑
n≥0

cn
Γ(1 + n

k )
ζn.

The Laplace transform Lk,d of order k in the direction d is defined by the formula

(Lk,df)(z) =
∫
d

f(ζ)exp(−(
ζ

z
)k) d(

ζ

z
)k.

The path of integration is the half line through 0 with direction d. The function
f is supposed to be defined and continuous on this half line and have a suitable
behaviour at 0 and ∞ in order to make this integral convergent for z in some
sector at 0, that is, |f(ζ)| ≤ AeB|z|

k

for positive constants A,B. We note
that we have slightly deviated from the usual formulas for the formal Borel
transformation and the Laplace transformation (although these agree with the
definitions in [15]).

A straightforward calculation shows that the operator Lk,d ◦ B̂k has the
property Lk,d ◦ B̂k(zn) = zn for any n ≥ 0 and more generally Lk,d ◦ B̂kf = f

for any f ∈ C{z}. Suppose now that f̂ ∈ C[[z]]1/k. Then (B̂kf̂)(ζ) is by
definition a convergent power series at ζ = 0. One can try to apply Lk,d to
this function in order to obtain an asymptotic lift of f̂ to some sector. The
following theorem makes this precise. We define a function, analytic in a sector
{ζ ∈ C| 0 < |ζ| <∞ and | arg(ζ)− d| < ε}, to have exponential growth of order
≤ k at ∞ if there are constants A,B such that |h(ζ)| ≤ A exp( B|ζ|k) holds for
large |ζ| and | arg(ζ) − d| < ε.

Theorem 7.34 Let f̂ ∈ C[[z]]1/k and let d be a direction. Then the following
are equivalent:

1. f̂ is k-summable in the direction d.

2. The convergent power series B̂kf̂ has an analytic continuation h in a full
sector {ζ ∈ C| 0 < |ζ| < ∞ and | arg(ζ) − d| < ε}. In addition, this
analytic continuation has exponential growth of order ≤ k at ∞ on this
sector.

Proof. We give here a sketch of the proof and refer to ([15], Ch. 3.1) for the
missing details concerning the estimates that we will need. We may suppose
k = 1 and d = 0. Write f̂ =

∑
n≥0 cnz

n. We will start by proving that 2.
implies 1. Let d be a direction with |d| < ε. The integral

f(z) := (L1,dh)(z) =
∫
d

h(ζ)exp(−ζ
z
)d(

ζ

z
)
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converges for z �= 0 with |z| small enough and | arg(z)− d| < π
2 . Moreover this

integral is analytic and does not depend on the choice of d. Thus f is an analytic
function on a sector (−π2 − ε,

π
2 + ε). Write h(ζ) =

∑N−1
i=0

ci

i! ζ
i + hN (ζ). Then

f(z) =
∑N−1

i=0 ciz
i + (L1,dhN )(z). One can show (but we will not give details)

that there exists a constant A > 0, independent of N , such that the estimate
|(L1,dhN )(z)| ≤ ANN !|z|N holds. In other words, f lies in A1(−π2 − ε,

π
2 + ε)

and has asymptotic expansion f̂ .

Suppose now that 1. holds and let f ∈ A1(−π2 − ε,
π
2 + ε) have asymptotic

expansion f̂ . Then we will consider the integral

h(ζ) := (B1f)(ζ) =
∫
λ

f(z)z exp(
ζ

z
) dz−1

over the contour λ, which consists of the three parts {sei(−π+ε
2 )| 0 ≤ s ≤ r},

{reid| − π+ε
2 ≤ d ≤ π+ε

2 } and {sei(+ π+ε
2 )| r ≥ s ≥ 0}.

For ζ with 0 < |ζ| < ∞ and | arg(ζ)| < ε/4 this integral converges and is
an analytic function of ζ. It is easily verified that h has exponential growth of
order ≤ 1. The integral transform B1 is called the Borel transform of order 1. It
is easily seen that for f = zn the Borel transform B1(f) is equal to ζn

n! . We write
now f =

∑N−1
i=0 ciz

i + fN . Then |fN (z)| ≤ ANN !|z|N holds for some constant
A > 0, independent of N . Then h(ζ) =

∑N−1
i=0

ci

i! ζ
i+B1(fN )(ζ). One can prove

(but we will not give details) an estimate of the form |B1(fN )(ζ)| ≤ AN |ζN | for
small enough |ζ|. Using this one can identify the above h for ζ with |ζ| small
and | arg(ζ)| < ε/4 with the function B̂1f̂ . In other words, B̂1f̂ has an analytic
continuation, in a full sector {ζ ∈ C| 0 < |ζ| < ∞ and | arg(ζ)| < ε/4}, which
has exponential growth of order ≤ 1. �

Remarks 7.35 1. In general one can define the Borel transform of order k in
the direction d in the following way. Let d be a direction and let S be a sector
of them for {z | |z| < R, | arg(z)− d| < ρ} where ρ > π

2k . Let f be analytic in
S and bounded at 0. We then define the Borel transform of f of order k in the
direction d to be

(Bkf)(ζ) :=
∫
λ

f(z)zkexp(
ζk

zk
)d(z−k)

where λ is a suitable wedge shaped path in S and ζ lies in the interior of this
path (see [15], Ch. 2.3 for the details). The function Bkf can be shown to be
analytic in the sector {ζ | |ζ| < ∞, | arg(ζ) − d| < ρ − π

2k}. Furthermore,
applying B to each term of a formal power series f̂ =

∑
cnz

n yields B̂f̂ .

2. The analytic way to prove the k-summation theorem for a solution v̂ of an
equation (δ−A)v̂ = w, which has only k > 0 as positive slope, consists of a rather
involved proof that B̂kv̂ satisfies part 2. of Theorem 7.34. The equivalence with
1. yields then the k-summability of v̂. In our treatment of the k-summation
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theorem (and the multisummation theorem later on) the basic ingredient is the
cohomology of the sheaf ker(δ −A, (A0)n) and the Main Asymptotic Existence
Theorem. �

We illustrate this theorem with an example of the type (δ − q)v̂ = w, which
is chosen such that B̂kv̂ can actually be calculated. This example also produces
for the image of v̂ in the cohomology group H1(U, ker(δ−q,A0)) of Lemma 7.20,
an explicit 1-cocycle by the Laplace and Borel method.

Example 7.36 The equation (δ − kz−k + k)v̂ = w with w ∈ C[z, z−1].
Write v̂ ∈ C((z)) as

∑
vnz

n. Then for n >> 0 one finds the relation vn+k =
n+k
k vn. Thus for n >> 0 one has vn = aiΓ(1 + n

k ), where the constant ai only
depends on n modulo k. In other words the possibilities for v̂ are
p+

∑k−1
i=0 ai

∑
n≥0 Γ(1 + nk+i

k )znk+i with p ∈ C[z, z−1] and a0, . . . , ak−1 ∈ C.
It suffices to consider v̂ with p = 0, and thus

(δ − kz−k + k)v̂ =
k−1∑
i=0

−aikΓ(1 +
i

k
)z−k+i.

The formal Borel transform Bkv̂ is equal to f := a0+a1ζ+···+ak−1ζ
k−1

1−ζk . The
radius of convergence of f is 1 (if v̂ �= 0). For any direction d, not in the
set { 2πj

k |j = 0, . . . , k − 1}, the function f has a suitable analytic continuation
on the half line d. Consider a direction d with 0 < d < 2π

k . The integral
v(z) := (Lk,df)(z) =

∫
d
f(ζ)exp(−( ζz )

k) d( ζz )
k is easily seen to be an analytic

function of z for z �= 0 and arg( ζz )
k ∈ (−π2 ,

π
2 ). Thus v is analytic for z �= 0

and arg(z) ∈ (d − π
2k , d + π

2k ). Moreover v does not depend on d, as long as
d ∈ (0, 2π

k ). Thus we conclude that v is a holomorphic function on the sector,
defined by the relation arg(z) ∈ (− π

2k ,
2π
k + π

2k ).

Exercise 7.37 Prove that the above v lies in A1/k(− π
2k ,

2π
k + π

2k ) and has
asymptotic expansion v̂. Hint: Subtract from f(ζ) a truncation of its Taylor
series at ζ = 0. �

Let w be the Laplace transform Lk,df for d ∈ (− 2π
k , 0). Then by the Cauchy

Residue Formula one has that

(v − w)(z) = −2πi Resζ=1(f(ζ)exp(−(
ζ

z
)k) d(

ζ

z
)k)

= 2πi (a0 + a1 + · · ·+ ak−1)h,

in which the function h := z−kexp(−z−k) is a solution of (δ − kz−k + k)h =
0. More generally consider a direction dj := 2πj

k and let d+
j and d−j denote

directions of the form dj±ε for small ε > 0. Let vj+ and vj− denote the Laplace
integrals Lk,dj+

f and Lk,dj− f . Then one has the formula

(vj+ − vj− )(z) = 2πi (a0 + a1ζ + · · ·+ ak−1ζ
k−1)h with ζ = e2πij/k.
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We compare this with Section 7.3. The directions 2πj
k are the singular directions

for δ − kz−k + k. The negative Stokes pairs are the pairs { 2πj
k −

π
2k ,

2πj
k + π

2k}.
The Laplace-Borel method produces the asymptotic lifts of v̂ on the maximal
intervals, i.e. the maximal intervals not containing a negative Stokes pair. Con-
sider, as in Section 7.3, the map β : C({z}) → H1(S1, ker(δ − kz−k + k,A0)),
which associates to each w ∈ C({z}) the image in H1(S1, ker(δ−kz−k+k,A0))
of the unique formal solution v̂ of (δ − kz−k + k)v̂ = w. For w of the form∑k−1
i=0 biz

−k+i the above residues give the explicit 1-cocycle for β(w).

Exercise 7.38 Extend the above example and the formulas to the case of a
formal solution v̂ of (δ − kz−k + k)v̂ = w with w =

∑
wnz

n ∈ C({z}). In
particular, give an explicit formula for the 1-cocycle β(w) and find the conditions
on the coefficients wn of w which are necessary and sufficient for v̂ to lie in
C({z}). �

7.7 The k-Summation Theorem

This theorem can be formulated as follows. The notion of eigenvalue of a dif-
ferential equation is defined in Definition 3.28.

Theorem 7.39 Consider a formal solution v̂ of the inhomogeneous matrix
equation (δ − A)v̂ = w, where w and A have coordinates in C({z}) and such
that the only positive slope of δ − A is k. Then v̂ is k-summable (i.e., every
coordinate of v̂ is k-summable). Let q1, . . . , qs denote the distinct eigenvalues of
δ − A. Then v̂ is k-summable in the direction d if d is not singular for any of
the q1, . . . , qs.

We note that the qi are in fact polynomials in z−1/m for some integer m ≥ 1.
The set of singular directions of a single qi may not be well defined. The
set {q1, . . . , qs} is invariant under the action on C[z−1/m], given by z−1/m �→
e−2πi/mz−1/m. Thus the set of the singular directions of all qi is well defined.
We start the proof of Theorem 7.39 with a lemma.

Lemma 7.40 Let v̂ be a formal solution of (δ−A)v̂ = w, where A and w have
coordinates in C({z}) and let k > 0 be the smallest positive slope of δ−A. For
every direction d there is an asymptotic lift vd of v̂ with coordinates in (A1/k)d.

Proof. We will follow to a great extend the proof of Proposition 7.32. There
exists a quasi-split equation (δ − B) which is formally equivalent to (δ − A),
i.e., F̂−1(δ − A)F̂ = (δ − B) and F̂ ∈ GLn(C((z))). The equation (δ − B) is
a direct sum of (δ − qi − Ci), where q1, . . . , qs are the distinct eigenvalues and
the Ci are constant matrices. After replacing z by a root z1/m, we are in the
situation that k > 0 is an integer. Furthermore, we can use the method of
Corollary 7.16 to reduce to the case where all the Ci are 0. The assumption
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that k is the smallest positive slope is equivalent to: if qi is �= 0 then the
degree of qi in z−1 is ≥ k. Let d be a direction. By Theorem 7.10, there
is an Fd ∈ GLn(Ad) with J(Fd) = F̂ and F−1

d (δ − A)Fd = (δ − B). Since
ker(δ − qi,A0

d) = ker(δ − qi, (A0
1/k)d), the kernel ker(δ − B, ((A0)d)n) lies in

((A0
1/k)d)

n. Since Fd acts bijectively on ((A0
1/k)d)

n, one also has that the kernel
of δ−A on ((A0)d)n lies in ((A0

1/k)d)
n. The element v̂ has an asymptotic lift in

((A)d)n, which is determined modulo the kernel of (δ − A) and thus defines a
unique element of ((A/A0

1/k)d)
n. By gluing one finds a global section, i.e., over

S1, of the corresponding sheaf. The last statement of Proposition 7.28 implies
that the coordinates of v̂ are in C((z))1/k. For a direction d one can first lift
v̂ to an element of ((A1/k)d)n and then, using Theorem 7.12, we conclude that
there is a lift vd ∈ ((A1/k)d)n satisfying the equation (δ − A)vd = w. �

The obstruction to lifting v̂ to a solution of the equation with coordinates in
((A1/k)(a, b))n is given by a 1-cocycle with image in the group H1((a, b), ker(δ−
A, (A0

1/k)
n) ). The theorem will now follow from the known cohomology of the

sheaf KB := ker(δ − B, (A0
1/k)

n) ) (see Lemma 7.20), and the construction
in the next lemma of an isomorphism between restrictions of the two sheaves
KA := ker(δ −A, (A0

1/k)
n) ) and KB to suitable open intervals (a, b).

Lemma 7.41 Suppose that d is not a singular direction for any of the qi, then
for some positive ε the restrictions of the sheaves KA and KB to the open interval
(d− π

2k − ε, d+ π
2k + ε) are isomorphic.

Proof. We may suppose that the qi are polynomials in z−1. As before δ − A
is formally equivalent to δ − B, which is a direct sum of δ − qi + Ci and we
may suppose that the Ci are 0. Let f be any direction. The formal F̂ with
F̂−1(δ − A)F̂ = (δ − B) satisfies the differential equation δ(F̂ ) = AF̂ − F̂B.
By Theorem 7.10, F̂ lifts to an Ff ∈ GLn(Af ) with F−1

f (δ − A)Ff = (δ − B).
This produces locally at the direction f an isomorphism (KA)f → (KB)f . The
asymptotic lift Ff is not unique. Two asymptotic lifts differ by a G ∈ GLn(Af )
with J(G) = 1 and G−1(δ − B)G = (δ − B). We have to investigate KB and
the action of G on KB in detail.

We note that KB is the direct sum of KB(i) := ker(δ− qi, (A0
1/k)

ni) over all non
zero qi. The action ofG on (KB)f has the form 1+

∑
i=j li,j , where 1 denotes the

identity and li,j ∈ HomC(KB(i),KB(j))f . For any p = plz
−l + · · · ∈ z−1C[z−1]

with pl �= 0, we will call the direction f flat if Re(ple−ifl) > 0. With this
terminology one has: li,j can only be non zero if the direction f is flat for qi−qj
(and f is of course also a flat direction for qi and qj).

Let us call S the sheaf of all the automorphisms of KB, defined by the above con-
ditions. The obstruction for constructing an isomorphism between the restric-
tions of KA and KB to (a, b) is an element of the cohomology set H1((a, b),S).
We will show that this cohomology set is trivial, i.e., it is just one element, for
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(a, b) = (d− π
2k − ε, d+ π

2k + ε) with small ε > 0 and d not a singular direction.
Although S is a sheaf of non abelian groups, it is very close to sheaves of abelian
groups.For any direction f , define qi <f qj if f is a flat direction for qi − qj .

Lemma 7.42 Let S be as above.

1. For any f ∈ S1, every element of the stalk Sf is unipotent.

2. There exists a finite sequence of subsheaves subsheaves S(r) of S, given by
1 +

∑
lj1,j2 belongs to S(r)f if lj1,j2 �= 0 implies that there are s1, . . . , sr

with qj1 <f qs1 <f · · · <f qsr <f qj2 .

Proof. 1. Let G = I + N ∈ Sf where N = (li,j). As noted above, if li,j �= 0
then qi < qj . For any r ≥ 0 let N r = (li,j,r). One shows by induction that if
li,j,r �= 0, then there exist s1, . . . , sr−1 such that qi <f qs1 <f · · · <f qsr−1 <f qj .
Therefore N r = 0 for sufficiently large r.

2. We define a sequence of subsheaves S(r) of S, given by 1 +
∑
lj1,j2 belongs

to S(r)f if lj1,j2 �= 0 implies that there are s1, . . . , sr with qj1 <f qs1 <f · · · <f
qsr <f qj2 . The quotients sheaves S/S(1), . . . ,S(i)/S(i+ 1), . . . are easily seen
to be abelian sheaves. We now use the notation introduced in Section 7.3
before Lemma 7.19. Each quotient is a direct sum of sheaves HH , where H :=
HomC(KB(j1),KB(j2)) and H is the open interval consisting of the directions
g which are flat for qj1 − qj2 (and for certain pairs j1 �= j2). �

Thus the proof Lemma 7.41 is reduced to proving that each sheaf HH has a
trivial H1 on the proposed open intervals. The sheaves KB(j) are direct sums of
sheaves CI , with I an open interval of length π

k . If I, J be both open intervals
of length π

k and let H be another open interval (I, J,H are determined by qi, qj
and qi − qj), then it suffices to show that the sheaf T := HomC(CI ,CJ)H has
a trivial H1 on the proposed intervals (d− π

2k − ε, d+ π
2k + ε).

First we will determine the sheaf HomC(CI ,CJ). Let us recall the definition
of the sheaf HomC(F,G) for two sheaves of complex vector spaces F and G on,
say, the circle S1. The sheaf HomC(F,G) is defined as the sheaf associated to
the presheaf P given requiring P (U) to consist of the C-linear homomorphisms
h between the restrictions F |U and G|U . The element h consist of a family of
C-linear maps hV : F (V )→ G(V ), for all open V ⊂ U , satisfying for all pairs of
open sets W ⊂ V ⊂ U the relation resG,V,W ◦hV = hW ◦resF,V,W . Here res∗,∗,∗
denote the restrictions of the sheaves F and G with respect to the sets W ⊂ V .
A straightforward use of this definition leads to a C-linear homomorphism of
the sheaves φ : C → HomC(CI ,C). Let I denote the closure of I. A small
calculation shows that the stalk of the second sheaf at a point outside I is 0
and the stalk at any point in I is isomorphic to C. Moreover, for any d, φd is
surjective. One concludes that HomC(CI ,C) is isomorphic to CI . We recall
the exact sequence

0→ CJ → C→ CS1\J → 0.
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We then have that HomC(CI ,CJ ) is the subsheaf of HomC(CI ,C), consisting
of the h such that the composition CI

h→ C → CS1\J is the zero map. Thus
HomC(CI ,CJ ) can be identified with (CI)J∩I . The sheaf T can therefore be
identified with (CI)J∩H∩I .

Let qi, qj and qi−qj have leading terms a, b and c with respect to the variable
z−1 and let the degree of qi− qj in z−1 be l. The intervals I, J,H are connected
components of the set of directions f such that Re(ae−ifk), Re(be−ifk) and
Re(ce−ifl) are positive. We must consider two cases.

Suppose first that I �= J . Then one sees that J∩H∩I = H∩I and moreover
the complement of this set in I has only one component. In this case the sheaf
T has trivial H1 for any open subset of S1.

Now suppose that I = J . The complement of J ∩H ∩ I in I can have two
components, namely the two endpoints of the closed interval I. In this case the
H1 of the sheaf T on I is not trivial. However, the midpoint of I is a singular
direction. Thus only one of the two endpoints can belong to the open interval
(d− π

2k − ε, d+ π
2k + ε) and the H1 of T on this interval is trivial. �

We now deduce the following corollary. Note that we are continuing to
assume that there is only one positive slope.

Corollary 7.43 The sheaves KA and KB are isomorphic on S1.

Proof. Let (a, b) be a (maximal) interval, not containing a negative Stokes pair
for any of the qi. The proof of Lemma 7.41 shows in fact that the restrictions of
KA and KB to (a, b) are isomorphic. The sheaf KB has a direct sum decomposi-
tion ⊕si=1KB,i with KB,i := Cai

Ii
, where the ai ≥ 1 are integers and the intervals

Ii are distinct and have length π
k . We may suppose that Ii = (di − π

2k , di +
π
2k )

and that d1 < d2 < · · · < ds < d1(+2π) holds on the circle S1. The intervals
J1 := (ds− π

2k , d1 + π
2k ), J2 := (d1− π

2k , d2 + π
2k ), . . . are maximal with respect to

the condition that they do not contain a negative Stokes pair. Choose isomor-
phisms σi : KB |Ji → KA|Ji for i = 1, 2. Then σ1,2 := σ−1

2 σ1 is an isomorphism
of KB|I1. We note that H0(I1,KB) = H0(I1,KB,1) = Ca1 and σ1,2 induces
an automorphism of Ca1 and of KB,1. The latter can be extended to an au-
tomorphism of KB on S1. After changing σ2 with this automorphism one may
assume that σ1,2 acts as the identity on Ca1 . This implies that the restrictions
of σ1 and σ2 to the sheaf KB,1 coincide on J1 ∩ J2. Thus we find a morphism
of sheaves KB,1|J1∪J2 → KA|J1∪J2 . Since the support of KB,1 lies in J1 ∪ J2

we have a morphism τ1 : KB,1 → KA. In a similar way one constructs mor-
phisms τi : KB,i → KA. The sum ⊕τi is a morphism τ : KB → KA. This is an
isomorphism since it is an isomorphism for every stalk. �



THE k-SUMMATION THEOREM 223

k-summability for a scalar differential equation

In this subsection we will reformulate Theorem 7.39 for a scalar differential
equation, i.e., an equation Lf̂ = g with a differential operator L ∈ C({z})[ ddz ],
g ∈ C({z}) and f̂ ∈ C((z)).

Instead of d
dz , we will use the operator ∆ = 1

k z
d
dz z

k. An operator L of order
n can be written as

∑n
i=0 ai∆

i with an = 1 and all ai ∈ C({z}). In the sequel
we will suppose that the only slope present in L is k > 0 and that k is an integer.
In other words, all the eigenvalues qi of L (or of the associated matrix equation
δ − A) are in z−1C[z−1] and have degree k in z−1. A small calculation shows
that those conditions are equivalent to L having the form

L =
n∑
i=0

ai∆i with an = 1, ai ∈ C{z} and a0(0) �= 0.

Define the initial polynomial of L with respect to ∆ to be P (T ) =
∑n

i=0 ai(0)T i.
One easily calculates that the eigenvalues of L are of the form cz−k+ · · · where
c is a zero of the initial polynomial. Then Theorem 7.39 has the following
corollary.

Corollary 7.44 The k-Summation Theorem for Scalar Differential Equations.
Consider the equation Lf̂ = g with L as above, g ∈ C({z}) and f̂ ∈ C((z)).
Then f̂ is k-summable. More precisely:

1. A direction d is singular if and only if d is the argument of some ζ satis-
fying P (ζk) = 0. The negative Stokes pairs are the pairs {d− π

2k , d+ π
2k}

with d a singular direction.

2. f̂ is k-summable in the direction d if d is not singular.

3. Suppose that the open interval (a, b) does not contain a negative Stokes pair
and that |b − a| > π

k , then there is a unique f ∈ A 1
k
(a, b) with J(f) = f̂ .

Moreover Lf = g.

Example 7.45 The method of Borel and Laplace applied to Lf̂ = g.
For the special case L = P (∆) (i.e., all ai ∈ C), we will give here an independent
proof of corollary 7.44, using the formal Borel transformation and the Laplace
transformation. This works rather well because one obtains an explicit and
easy formula for B̂kf̂ . The general case can be seen as a “perturbation” of this
special case. However the proof for the general case, using the method of Borel
and Laplace, is rather involved. The main problem is to show that B̂kf̂ satisfies
part 2. of Theorem 7.34 .

The formal Borel transform B̂k is only defined for formal power series.
After subtracting from f̂ a suitable first part of its Laurent series, we may
suppose that f̂ ∈ C[[z]] and g ∈ C{z}. Put φ = B̂k(f̂). A small cal-
culation yields B̂k(∆f̂)(ζ) = ζkφ(ζ). The equation Lf̂ = g is equivalent to
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P (ζk)φ(ζ) = (B̂kg)(ζ) and has the unique solution φ(ζ) = B̂kg
P (ζk)

. The function
g =

∑
n≥0 gnz

n is convergent at 0, and thus |gn| ≤ CRn for suitable positive
C,R. The absolute value of B̂kg(ζ) =

∑ gn

Γ(1+ n
k )ζ

n can be bounded by

≤ C
∑
n≥0

Rn|ζ|n
Γ(1 + n

k )
≤ C

k−1∑
i=0

∑
m≥0

(R|ζ|)mk+i
Γ(1 +m+ i

k )
≤ C

k−1∑
i=0

Ri|ζ|iexp(Rk|ζ|k).

Thus B̂kg is an entire function on C and has an exponential growth of order
≤ k, i.e., is bounded by ≤ A exp(B|ζ|k) for suitable positive A,B.

The power series φ is clearly convergent and so f̂ ∈ C[[z]] 1
k
. Consider a di-

rection d with d �∈ S := {arg(ζ1), ..., arg(ζdk)}, where {ζ1, ..., ζdk} are the roots of
P (ζk) = 0. Let a, b be consecutive elements of S with d ∈ (a, b). The function φ
has, in the direction d, an analytic continuation with exponential growth of order
≤ k. It follows that the integral f(z) := (Lk,dφ)(z) =

∫
d
φ(ζ)exp(−( ζz )

k) d( ζz )
k

converges for arg(z) ∈ (d− π
2k , d+ π

2k ) and small enough |z|. One can vary d in
the interval (a, b), without changing the function f . Thus f is defined on the
open sector I := (a− π

2k , b+
π
2k ). It is not difficult to show that f ∈ A1/k(I) with

J(f) = f̂ . Indeed, let φ(ζ) =
∑

i≥0 ciζ
i and write φ =

∑N−1
i=0 ciζ

i + RN (ζ)ζN .
Put f̂ =

∑
i≥0 fiz

i. Then Lk,d(
∑N−1

i=0 ciζ
i) =

∑N−1
i=0 fiz

i and one has to verify
the required estimate for |Lk,d(RN (ζ)ζN )(z)|. Interchanging ∆ and

∫
d easily

leads to Lf = g. This proves the k-summability of f̂ and the properties 1., 2.
and 3.

More detailed information can be obtained by using the factorization P (T ) =∏s
i=1(T−ci)ni , with ci the distinct roots of P (T ). Then L has a similar factoriza-

tion and one finds that the eigenvalues of L are qi = kciz
−k−k, with multiplicity

ni, for i = 1, . . . , s. Write P (T )−1 =
∑
i

Ai(T )
(T−ci)ni

. Then φ(ζ) = B̂k

P (ζk) decom-

poses as
∑
φi, where φi(ζ) = Ai(ζ

k)
(ζk−ci)ni

(B̂kg)(ζ). Consider a singular direction
d, which is the argument of a ζi with ζki = ci. Let d+, d− denote directions
with d− < d < d+ and d+ − d− small. Then Lk,d+φ and Lk,d−φ exist and the
difference Lk,d+φ− Lk,d−φ is equal to

−(2πi) Resζ=ζi(
Ai(ζk)B̂kg(ζ)

(ζk − ci)
dζk) z−kexp(−ciz−k).

As in Example 7.36, this formula gives an explicit 1-cocycle for the image of f̂
in H1(S1, ker(L,A0)). �

7.8 The Multisummation Theorem

Definition 7.46 k will denote a sequence of positive numbers k1 < k2 < · · · <
kr with k1 > 1/2. Let v̂ ∈ C((z)) and let d be a direction. Then v̂ is called



7.8. THE MULTISUMMATION THEOREM 225

k-summable, or multisummable w.r.t. k in the direction d if there is a sequence
of elements v0, v1, . . . , vr and a positive ε such that:

1. v0 ∈ H0(S1,A/A0
1/k1

) and has image v̂ under the isomorphism of Propo-
sition 7.28.7.

2. vi ∈ H0((d − π
2ki
− ε, d + π

2ki
+ ε),A/A0

1/ki+1
) for i = 1, . . . , r − 1 and

vr ∈ H0((d− π
2kr
− ε, d+ π

2kr
+ ε),A).

3. For i = 0, . . . , r − 1, the images of vi and vi+1 in
H0((d− π

2ki+1
− ε, d+ π

2ki+1
+ ε),A/A0

1/ki+1
) coincide. The k-sum of v̂ in

the direction d is the sequence (v1, . . . , vr).

One calls v̂ multisummable or k-summable if v̂ is k-summable in all but finitely
many directions.

This definition is extended in an obvious way to elements of C((z))n. �

Remarks concerning the Definition 7.47
The notion of multisummability is due to Écalle. His innovating manuscript
“L’accelération des fonctions résurgentes”, remains unpublished. References to
this unpublished material can be found in [197, 194] and [93]. Independently
and for a different purpose, this notion was also introduced by Tougeron.

1. Condition 1. is of course the same thing as stating that v̂ ∈ C((z))1/k1 .

2. For any positive k, one sees the sheaf A/A0
1/k as a sheaf of “k-precise quasi-

functions”. Indeed, a section f of this sheaf above an open interval (a, b) can be
represented by a covering of (a, b) by intervals (ai, bi) and elements fi ∈ A(ai, bi)
such that fi − fj is in general not zero but lies in A0

1/k((ai, bi) ∩ (aj , bj)).

3. The idea of the definition is that v̂, seen as an element of H0(S1,A/A0
1/k1

),
is lifted successively to the elements v1, v2, . . . , living each time on a smaller
interval and being more precise. Finally the last one vr is really a function on
the corresponding interval.

4. The size of the intervals with bisector d is chosen in a critical way. Indeed,
for 1/2 < k < l, one can consider the natural map

R : H0((a, b),A/A0
1/l)→ H0((a, b),A/A0

1/k).

The kernel of R is H0((a, b),A0
1/k/A0

1/l). According to the Theorem 7.48, the
kernel is 0 if |b − a| > π

k . For |b − a| ≤ π
k the map is surjective according to

Lemma 7.49. In particular, the elements v1, . . . , vr are uniquely determined by
v̂ and the direction d. �

In general one can show, using Theorem 7.48 below, that the multisum is
unique, if it exists. We have unfortunately not found a direct proof in the
literature. The proofs given in [197] use integral transformations of the Laplace
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and Borel type. However, a slight modification of the definition of the multisum
for a formal solution of a linear differential equation yields uniqueness without
any reference to Theorem 7.48 (see Theorem 7.51 and Remark 7.58)

Theorem 7.48 A relative form of Watson’s Lemma.
Let 0 < k < l and |b− a| > π

k . Then H0((a, b),A0
1/k/A0

1/l) = 0.

Lemma 7.49 Suppose 1/2 < k < l and |b− a| ≤ π
k . Then the canonical map

R : H0((a, b),A/A0
1/l)→ H0((a, b),A/A0

1/k)

is surjective.

Proof. The map H0((a, b),A) → H0((a, b),A/A0
1/k) is surjective, since by

Proposition 7.28 the group H1((a, b),A0
1/k) is zero. This map factors as

H0((a, b),A)→ H0((a, b),A/A0
1/l)

R→ H0((a, b),A/A0
1/k).

Thus R is surjective. �

Exercise 7.50 Let k = k1 < · · · < kr with 1/2 < k1. Suppose that v̂ is the
sum of elements F1 + · · ·+ Fr, where each Fi ∈ C((z)) is ki-summable. Prove
that v̂ is k-summable. Hint: Prove the following statements
(a) If r = 1, then k1-summable is the same thing as k-summable.
(b) If F and G are k-summable then so is F +G.
(c) Let k′ be obtained from k by leaving out ki. If F is k′-summable then F is
also k-summable. �

Theorem 7.51 The Multisummation Theorem.
Let w be a vector with coordinates in C({z}) and let v̂ be a formal solution of
the equation (δ−A)v̂ = w. Let k = k1 < k2 < · · · < kr with 1/2 < k1 denote the
positive slopes of the differential operator δ −A. Then v̂ is k-summable in any
direction d which is not singular direction for any of the eigenvalues of δ − A.
In particular v̂ is k-summable.

Proof. The formal equivalence F̂−1(δ − A)F̂ = (δ − B), where (δ − B) is an
equation that is equivalent to a quasi-split differential equation for F̂ (Propo-
sition 3.41). One proves as in Lemma 7.40 that ker(δ − A, (A0)n) is equal
to ker(δ − A, (A0

1/k1
)n). If follows that v̂ has coordinates in C((z))1/k1 . De-

fine for i = 1, . . . , r the sheaves Vi = ker(δ−A, (A0
1/ki

)n) and the sheavesWi =
ker(δ−B, (A0

1/ki
)n). For notational convenience we define Vr+1 andWr+1 to be

zero. Take a direction d, which is not a singular direction for any of the eigenval-
ues of δ−A. The method of the proof of Lemma 7.41 yields that the restrictions
of the sheaves V1/V2 andW1/W2 to (d− π

2k1
−ε, d+ π

2k1
+ε) are isomorphic. More

generally the proof of Lemma 7.41 can be modified to show that the restrictions
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of the sheaves Vi/Vi+1 andWi/Wi+1 to (d− π
2ki
− ε, d+ π

2ki
+ ε), are isomorphic.

From Lemma 7.20 and Corollary 7.21 one concludes that the sheavesWi/Wi+1

have a trivial H1 and also H0 on the interval (d − π
2ki
− ε, d + π

2ki
+ ε) (note

that the sheaf ker(δ −B, (A0)n) decomposes as a direct sum of similar sheaves
where only one level (or one qi) is present). The same holds then for the sheaves
Vi/Vi+1.

Now v0 ∈ H0(S1, (A/A0
1/k1

)n) is simply the statement that v̂ ∈ C((z))n1/k1 .
The element v1 ∈ H0((d − π

2k1
− ε, d + π

2k1
+ ε), (A/A0

1/k2
)n) is supposed to

satisfy: (δ − A)v1 ≡ w modulo A0
1/k2

and v0 and v1 have the same image in
H0((d− π

2k1
− ε, d+ π

2k1
+ ε), (A/A0

1/k1
)n). The obstruction for the existence of

v1 is an element of the group H1((d − π
2k1
− ε, d + π

2k1
+ ε),V1/V2). Since this

group is 0, the element v1 exists. Suppose that ṽ1 has the same properties. Then
ṽ1 − v1 is a section of the sheaf V1/V2 on the interval (d− π

2k1
− ε, d+ π

2k1
+ ε).

Since we also have that the H0 of V1/V2 on this interval is 0, we find ṽ1 = v1.

The existence and uniqueness of vi with (δ−A)vi ≡ w moduloA0
1/ki+1

and vi and
vi−1 have the same image in H0((d− π

2ki
− ε, d+ π

2ki
+ ε), (A/A0

1/ki
)n), follows

from H1 and H0 of Vi/Vi+1 being for the open interval under consideration.
Thus v̂ is k-summable in the direction d. �

Corollary 7.52 We use the notation of theorem 7.51 and its proof.
For every i the sheaves Vi/Vi+1 and Wi/Wi+1 are isomorphic on S1. In partic-
ular, the spaces H1(S1, ker(δ − A, (A0)n)) and H1(S1, ker(δ − B, (A0)n)) have
the same dimension. Let (δ − B) be the direct sum of (δ − qi − Ci) where Ci
is a ni × ni-matrix and the degree of qi in z−1 is ki. Then the dimension of
H1(S1, ker(δ −A, (A0)n)) is equal to

∑
i kini.

Proof. The first statement has the same proof as Corollary 7.43. The dimen-
sion of the cohomology group H1 of the sheaf ker(δ − A, (A0)n) is easily seen
to be the sum of the dimensions of the H1 for the sheaves Vi/Vi+1. A similar
statement holds for δ−B and thus the equality of the dimensions follows. From
the direct sum decomposition of δ − B one easily derives the formula for the
dimension. Indeed, if the ki are integers then Lemma 7.20 implies the formula.
In general case, the ki are rational numbers. One takes an integer m ≥ 1 such
that all mki are integers and considers the map πm : S1 → S1, given by z �→ zm.
The H1 on S1 of F := ker(δ − B, (A0)n) is equal to H1(S1, π∗mF )G, where G
is the cyclic group with generator z → e2πi/mz acting on S1. From this the
general case follows. �

We now define an number that measures the difference between formal
and convergent solutions of δ − A. Although we define this in terms of co-
homology we will show in Corollary 7.55 that this number is just dim ker(δ −
A,C((z))n/C({z})n). This number and its properties are also described in
[186].
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Definition 7.53 The dimension of H1(S1, ker(δ − A, (A0)n)) is called the ir-
regularity of δ −A. �

We note that the irregularity of δ − A depends only on the formal normal
form δ −B of δ −A. Furthermore, Corollary 7.52 implies the following

Corollary 7.54 The irregularity of δ−A is zero if and only if δ−A is regular
singular.

Corollary 7.55 Let the matrix A have coordinates in C({z}). Then δ − A
has a finite dimensional kernel and cokernel for its action on both C((z))n and
(C({z}))n. Define the Euler characteristics (or indices)

χ(δ −A,C((z))) = dim ker(δ −A,C((z))n)− dim coker(δ −A,C((z))n)

χ(δ −A,C({z})) = dim ker(δ −A,C({z})n)− dim coker(δ −A,C({z})n)
Then the irregularity of δ−A is equal to χ(δ−A,C((z)))−χ(δ−A,C({z})) =
dim ker(δ −A,C((z))n/C({z})n).

Proof. Using Proposition 7.24.2, one sees that the exact sequence of sheaves

0→ A0 → A→ C((z))→ 0

induces an exact sequence

0→ C({z})→ C((z))→ H1(S1,A0)→ 0

and we can identify the group H1(S1,A0) with Q := C((z))/C({z}).
According to Theorem 7.12 the map (δ −A) : (A0)n → (A0)n is surjective and
one finds an exact sequence of sheaves

0→ ker(δ −A, (A0)n)→ (A0)n → (A0)n → 0

Taking cohomology on S1 one finds the exact sequence

0→ H1(S1, ker(δ −A, (A0)n))→ Qn δ−A→ Qn → 0. (7.2)

Let δ −A act on the exact sequence

0→ (C({z})n → (C((z)))n → Qn → 0.

Let δ − A map each term in the exact sequence to itself. The sequence (7.2)
implies that coker(δ − A,Qn) = 0. The Snake Lemma ([169], Lemma 9.1, Ch.
III §10) applied to the last equivalence yields

0→ ker(δ −A, (C({z})n)→ ker(δ −A, (C((z)))n)→ ker(δ −A,Qn) (7.3)

→ coker(δ −A,C({z})n)→ coker(δ −A,C((z)))n)→ 0
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The two kernels in this exact sequence have a finite dimension. We shall show
below that the cokernel of δ − A on C((z))n has finite dimension. Thus the
other cokernel has also finite dimension and the formula for the irregularity of
δ −A follows.

To see that the cokernel of δ − A on C((z))n has finite dimension, note
that δ − A is formally equivalent to a quasi-split δ − B. We claim that it is
enough to prove this claim for equations of the form δ − q + C where q =
qNz

−N + . . . + q1z
−1, qN �= 0 and C is a matrix of constants. Since δ − B is

quasi-split, if we establish the claim, then δ − A will have finite dimensional
cokernel of C((z1/m)) for some m ≥ 1. If v ∈ C((z))N is in the image of
C((z1/m)) under δ − Z then it must be in the image of C((z)) under this map.
Therefore the claim would prove that δ −A would have finite cokernel.

To prove the claim first assume that N > 0. Then for any v ∈ Cn and any
m, (δ − q +C)zmv = qNz

m−Nv + higher order terms, so δ −A has 0 cokernel.
If N = 0 (i.e. q = 0) then (δ− q+C)zmv = (mI +C)zmv. Since for sufficiently
large m, mI + C is invertible, we have that δ − A has 0 cokernel on xmC[[z]]n

and therefore finite cokernel of C((x))n. �

Remark 7.56 Corollaries 7.53 and 7.55 imply that if δ −A is regular singular
and w ∈ C({z})n) then any solution v ∈ C((z)))n) of (δ−A)v = w is convergent.

Exercise 7.57 Consider a differential operator L =
∑n

i=0 aiδ
i ∈ C({z})[δ]

with an = 1. Let δ − A be the associated matrix differential operator. Prove
that L as an operator on C((z)) and C({z}) has the same Euler characteristic
as the operator δ − A on C((z))n and C({z})n. Prove that the irregularity of
L, defined as the irregularity of δ − A, is equal to −min0≤j≤n v(aj). Here v is
the additive valuation on C({z}) (or on C((z)) ) defined by v(0) = +∞ and
v(b) = m if b =

∑
n≥m bnz

n with bm �= 0. Hint: Note that −min0≤j≤n v(aj)
is the difference in the y-coordinates of the first and last corner of the Newton
polygon of L. Now use Corollary 7.52 and Remark 3.55.1.

The result of this exercise appears in [186] where a different proof is presented.
The result is also present in [109]. A more general version (and other references)
appears in [179]. �

Remark 7.58 The uniqueness of the multisum v1, . . . , vr.
The uniqueness of the multisum for any formal v̂, is an immediate consequence
of Theorem 7.48. In our situation v̂ is a formal solution of (δ −A)v̂ = w and d
is a non singular direction. Theorem 7.48 implies moreover that (δ −A)vi ≡ w
modulo A0

1/ki+1
.

We modify now the definition of the multisum of a formal solution v̂ of
(δ − A)v̂ = w by requiring that the sequence v1, . . . , vr satisfies (δ − A)vi ≡ w
modulo A0

1/ki+1
for all i. The proof of Theorem 7.51 yields a unique sequence

v1, . . . , vr satisfying this modified definition. In particular, for this modified
definition we avoid the use of Theorem 7.48. �
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Proposition 7.59 Consider a formal solution v̂ of the equation (δ−A)v̂ = w.
Let k = k1 < · · · < kr with 1/2 < k1 denote the slopes of δ − A and let the
direction d be not singular for δ −A. Then there are F1, . . . , Fr ∈ C((z)) such
that v̂ = F1 + · · ·+Fr, each Fi is ki-summable in the direction d and (δ−A)Fi
convergent for each i.

Proof. For convenience we consider only the case r = 2. It will be clear how
to extend the proof to the case r > 2.

Let Vi for i = 1, 2 denote, as in the proof of Theorem 7.51, the sheaf
ker(δ−A, (A0

1/ki
)n). Let I denote the interval (d− π

2k1
−ε, d+ π

2k1
+ε) for suitable

positive ε. Since d is not a singular direction, one has that H1(I,V1/V2) = 0.
The obstruction for having an asymptotic lift of v̂ on the sector I is an element
ξ1 ∈ H1(I,V1). From H0(I,V1/V2) = 0 and H1(I,V1/V2) = 0 one concludes
that the map H1(I,V2) → H1(I,V1) is an isomorphism. Let ξ2 ∈ H1(I,V2)
map to ξ1. The element ξ2 can be given by a 1-cocycle with respect to a finite
covering of I, since H1(J,V2) = 0 if the length of the interval J is ≤ π

k2
. Clearly,

the covering and the 1-cocycle can be completed to a 1-cocycle for V2 on S1. In
this way one finds a ξ3 ∈ H1(S1,V2) which maps to ξ2.

One considers V2 as a subsheaf of (A0
1/k2

)n. According to Proposition 7.28,
there is an element F2 ∈ C((z))n1/k2 which maps to ξ3. Furthermore (δ − A)F2

maps to (δ − A)ξ3 = 0. Thus w2 := (δ − A)F2 is convergent. The obstruction
for having an asymptotic lift of F2 to any interval J is an element of H1(J,V2)
(in fact the image of ξ3). Since d is not a singular direction, this obstruction
is 0 for an interval (d − π

2k2
− ε, d + π

2k2
+ ε) for small enough positive ε. This

means that F2 is k2-summable in the direction d.

Define F1 := v̂ − F2 and w1 := w − w2. Then (δ − A)F1 = w1. One can
lift F1, locally, to a solution in (A1/k1)

n of the equation. The obstruction for a
“global” asymptotic lift on the sector I is an element of H1(I,V1), namely the
difference of ξ1 and the image of ξ3. By construction, this difference is 0 and it
follows that F1 is k1-summable in the direction d. �

The next lemma is rather useful. We will give a proof using Laplace and
Borel transforms (c.f., [15], page 30).

Lemma 7.60 Let 1/2 < k1 < k2 and suppose that the formal power series f̂ is
k1-summable and lies in C[[z]]1/k2 . Then f̂ ∈ C{z}.

Proof. It suffices to show that f̂ is k1-summable for every direction d, since the
unique k1-sums in the various directions glue to an element of H0(S1,A1/k1),
which is equal to C({z}). In what follows we suppose for convenience that
k1 = 1 and we consider the direction 0 and an interval (a, b) with a < 0 < b

and such that f̂ is 1-summable in every direction d ∈ (a, b), d �= 0. We now
consider the formal Borel transform g := B̂1f̂ . If we can show that this defines
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an analytic function in a full sector containing d = 0 and having exponential
growth of order ≤ 1, then Theorem 7.34 implies that f̂ is 1-summable in the
direction d = 0.

One sees that g := B̂1f̂ is an entire function of exponential growth ≤ k with
1
k = 1 − 1

k2
. Indeed, let f̂ =

∑
n≥0 cnz

n. There are positive constants A1, A2

such that |cn| ≤ A1A
n
2 (n!)1/k2 holds for all n ≥ 0. The coefficients cn

n! of g satisfy

the inequalities | cn

n! | ≤ A1A
n
2 (n!)−1+ 1

k2 and this implies the exponential growth
at ∞ of g of order ≤ k. Moreover, according to Theorem 7.34, the function g
has exponential growth of order ≤ 1 for any direction d ∈ (a, b), d �= 0. The
Phragmén-Lindelöf Theorem ([40], Ch. 33) implies that g has also exponential
growth at ∞ of order ≤ 1 in the direction 0. In fact one can prove this claim
directly and in order to be complete, we include the proof.

Consider the closed sector S at ∞, given by the inequalities R ≤ |ζ| < ∞
and | arg(ζ)| ≤ α with a fixed small α > 0. On the boundaries arg(ζ) = ±α
the inequality |g(ζ)| ≤ A exp( B|ζ|) is given. Consider now the function h(ζ) =
g(ζ)exp( Mζ − εζk+δ), with δ and ε positive and small and we take M < 0
and such that M ≤ − B

cosα . The presence of the term exp(−εζk+δ) guarantees
that h(ζ) tends to zero for ζ ∈ S, |ζ| → ∞. Thus h is bounded on S and its
maximum is obtained on the boundary of S. For ζ ∈ S with arg(ζ) = ±α one
estimates |h(ζ)| by

≤ A exp(B|ζ|)exp(M cos(α)|ζ| − ε cos((k + δ)α)|ζ|)| ≤ A.
For ζ ∈ S with |ζ| = R one can estimate |h(ζ)| by max{|g(ζ)| | |ζ| = R and ζ ∈
S}. Thus there is a constant C > 0, not depending on our choices for M, ε, δ,
with |h(ζ)| ≤ C for all ζ ∈ S. The inequality |g(ζ)| ≤ C|exp(−Mζ)| |exp(εζk+δ)|
holds for fixed ζ ∈ S and all ε > 0. Thus |g(ζ)| ≤ C|exp(−Mζ)| holds on S and
g has exponential growth in the direction 0 of order ≤ 1. �

Example 7.61 The equation (δ−A)v̂ = w with A =
(
q1 0
1 q2

)
with q1, q2 ∈

z−1C[z−1] of degrees k1 < k2 in the variable z−1.
We start with some observations.

• The equation δ − A is formally, but not analytically, equivalent with

δ −
(
q1 0
0 q2

)
. Indeed, the formal equivalence is given by the matrix(

1 0
f 1

)
, where f is a solution of (δ + q1 − q2)f = 1. According to

Corollary 7.22, the unique solution f is divergent.

• The irregularity of δ −A is k1 + k2 and δ−A acts bijectively on C((z))2.
According to Corollary 7.55, the cokernel of δ−A acting upon C({z})2 has
dimension k1 + k2. Using Corollary 7.22, one concludes that the cokernel

of δ − A on C({z})2 is represented by the elements
(
f1
f2

)
with f1, f2

polynomials in z of degrees < k1 and < k2.
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• As in the proof of Theorem 7.51, we consider the sheaves V1 :=
ker(δ − A, (A0)2) = ker(δ − A, (A0

1/k1
)2) and the subsheaf V2 := ker(δ −

A, (A0
1/k2

)2) of V1. The sheaf V2 is isomorphic to ker(δ − q2,A0
1/k2

), by
the map f �→

(
0
f

)
. The sheaf V1/V2 is isomorphic to ker(δ − q1,A0

1/k1
).

We want to show two results:

In general, the exact sequence 0→ V2 → V1 → V1/V2 → 0 does not split.

In general, the decomposition of Proposition 7.59 depends on the chosen direc-
tion d.

Indeed, we will consider the above family of examples with q1 = z−1 and
q2 = z−2 and show that the exact sequence does not split and prove that the
formal solution v̂ of (δ−A)v̂ =

(
1
0

)
cannot globally, i.e., on all of S1, be written

as a sum F1 + F2 with ki-summable Fi for i = 1, 2.

It is further easily seen that the computations in this special case extend to
the general case of the above family of examples.

From now on we suppose q1 = z−1 and q2 = z−2. Let e(q) denote the
standard solution of (δ − q)e(q) = 0, i.e. q ∈ z−1C[z−1] and e(q) = exp(

∫
q dzz )

with again
∫
q dzz ∈ z−1C[z−1]. The interval where e(q1) is flat is I1 := (−π2 ,

π
2 )

and the two intervals where q2 is flat are I2 := (−π4 ,
π
4 ) and I3 := (3π

4 ,
5π
4 ). The

sheaf V1/V2 is isomorphic to CI1 and the sheaf V2 is isomorphic to CI2 ⊕CI3 .
The exact sequence

0→ V2 → V1 → V1/V2 → 0

of course splits locally. Two local splittings in a direction d differ by a morphism
of (V1/V2)d → (V2)d. The obstruction to global splitting is therefore an element
of H1(S1,HomC(V1/V2,V2)). The sheaf appearing in this cohomology group
is, according to the proof of Lemma 7.41, isomorphic to (CI1

)I2 . Since I2 is
contained in I1, the above cohomology group is isomorphic to C. This is the
reason why we do not expect the sequence to be split. Of course we have to
make a computation in order to show that the obstruction is actually non trivial.
It suffices to show that H0(I1,V1) = 0. Indeed, suppose that the exact sequence
of sheaves splits above I1. Then

0→ H0(I1,V2)→ H0(I1,V1)→ H0(I1,V1/V2)→ 0

would be exact and thus H0(I1,V1) ∼= C.

A non zero element of H0(I1,V1) is a non zero multiple of
(
e(q1)
f

)
where

f would be flat on I1 and satisfies (δ − q2)f = e(q1). This equation has a
unique flat solution F1 on the sector (−π4 ,

π
2 ) and a unique flat solution F2 on

the sector (−π2 ,
π
4 ). According to the proof of Lemma 7.13, those two solutions

are given by integrals Fi(z) = e(q2)(z)
∫
λi
e(−q2 + q1)(t)dtt . The first path λ1
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from 0 to z consists of two pieces {reiφ1 | 0 ≤ r ≤ |z|} (for any φ1 such that
π
4 ≤ φ1 <

π
2 ) and {|z|eiφ| φ from φ1 to arg(z)}. The second path λ2 consists of

the two pieces {reiφ2 | 0 ≤ r ≤ |z|} (for any φ2 such that −π2 < φ2 ≤ −π4 ) and
{|z|eiφ| φ from φ2 to arg(z)}. We want to prove that F1 �= F2, because that
implies that the equation (δ − q2)f = e(q1) does not have a flat solution on I1
and so H0(I1,V1) = 0.

The difference e(−q2)(F2 − F1) is a constant, i.e., independent of z, and
therefore equal to the integral

∫
λR
e(−q2 + q1)(t)dtt for R > 0, where λR is a

path consisting of three pieces {re−i π
4 | 0 ≤ r ≤ R}, {Reiφ| − π

4 ≤ φ ≤ π
4 } and

{reiπ
4 | R ≥ r ≥ 0}. After parametrization of λR one computes that the integral

is equal to

2i
∫ R

0

e
−√

2
2r sin(

1
2r2
−
√

2
2r

)
dr

r
+ i

∫ π
4

−π
4

exp(
e−2iφ

2R2
− e−iφ

R
) dφ.

The second integral has limit iπ2 for R→∞. The first integral has also a limit
for R→∞, namely 2ia with

a :=
∫ ∞

0

e
−√

2
2r sin(

1
2r2
−
√

2
2r

)
dr

r

Numerical integration gives a = −0.2869... and thus the total integral is not 0.

We consider now the equation (δ − A)v̂ =
(
1
0

)
and suppose that v̂ = v̂1 +

v̂2 with a ki-summable v̂i for i = 1, 2. Then (δ − A)v̂1 is k1-summable and
belongs moreover to C((z))1/k2 . According to Lemma 7.60, w1 := (δ − A)v̂1 is
convergent. Then also w2 := (δ − A)v̂2 is convergent. Since v̂2 is k2-summable
it follows that w2 is modulo the image of (δ−A) on C({z})2 an element of the
form

(
0
h

)
with h a polynomial of degree ≤ 1. After changing v̂2 by a convergent

vector, we may suppose that (δ − A)v̂2 =
(
0
h

)
. Thus (δ − A)v̂1 =

(
1
−h

)
. Thus

we have found a k1-summable F̂ with (δ − A)F̂ =
(
1
k

)
with k a polynomial of

degree ≤ 1.

By definition, F̂ is k1-summable in all but finitely many directions. There is
some ε > 0 such that F̂ is k1-summable in all directions in (−ε, 0)∪(0, ε). Using
the first interval one finds an f1 ∈ (A1/k1 )

2(−ε− π
2 ,

π
2 ) with asymptotic expan-

sion F̂ . Then (δ −A)f1 is k1-summable with convergent asymptotic expansion(
1
k

)
on the same interval. Thus, by Lemma 7.27, one has (δ −A)f1 =

(
1
k

)
. Sim-

ilarly there is an f2 ∈ (A1/k1 )
2(−π2 ,

π
2 + ε) with asymptotic expansion F̂ and

(δ−A)f2 =
(
1
k

)
. The difference f1−f2 lies in H0(I1,V1) and is therefore 0. Thus

there is an element f3 ∈ (A1/k1)
2(−ε− π

2 ,
π
2 + ε) with asymptotic expansion F̂

and with (δ−A)f3 =
(
1
k

)
. The first coordinate g of f3 lies in A1/k1(−ε− π

2 ,
π
2 +ε)

and satisfies the equation (δ − q1)g = 1. The formal solution û of (δ − q1)û = 1
has also a unique asymptotic lift g̃ on the sector S1 \{0}. The difference g− g̃ is
zero on the two sectors (0, π2 + ε) and (−ε− π

2 , 0), since the sheaf ker(δ− q1,A0)
has only the zero section on the two sectors. Thus g and g̃ glue to a convergent
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solution of (δ − q1)h = 1 and h = û is convergent. However, by Corollary 7.22,
one knows that û is divergent. This ends the proof of our two claims.

We make some further comments on this example. From H0(I1,V1) = 0 it
follows that also H1(I1,V1) = 0. This has the rather curious consequence that
any formal solution of (δ − A)v̂ = w has a unique asymptotic lift above the
sector I1. This asymptotic lift is in general not a k-sum in a direction.

We note that a small change of q1 and q2 does not effect the above calculation
in the example. Similarly, one sees that q1 and q2 of other degrees k1 < k2 (in
the variable z−1) will produce in general the same phenomenon as above. Only
rather special relations between the coefficients of q1 and q2 will produce a sheaf
V1 which is isomorphic to the direct sum of V2 and V1/V2.

The first result gives a negative answer to the question posed by B. Malgrange
in [192] (2.1) p. 138. The second result gives a negative answer to another open
question. �

Remarks 7.62 Multisummation and the Borel and Laplace transforms.
The translation of k-summability in terms of Borel and Laplace transforms,
given in Theorem 7.34, has an analogue for multisummation. We will not use
this formulation of multisummability, but present the highly complicated result
for the information of the reader. More information can be found in [15], [16].
Given are f̂ ∈ C[[z]], a direction d and k = k1 < · · · < kr with k1 > 1/2. Then
f̂ is k-summable in the direction d if the formula

Lkra(κr)Bkr · · · Lkja(κj)Bkj · · · a(κ2)Bk2Lk1a(κ1)Bk1 f̂ is meaningful.

We will explain what is meant by this.

• The κi are defined by 1
ki

= 1
ki+1

+ 1
κi

. For notational convenience we write
kr+1 =∞ and hence κr = kr. Moreover A0

1/kr+1
is by definition 0.

• The first Bk1 is by definition the formal Borel transform B̂k1 of order
k1. The first condition is that B̂k1 f̂ is convergent, in other words f̂ ∈
C[[z]]1/k1 .

• The Bkj are “extended” Borel transforms of order kj in the direction d for
j = 2, . . . , r. They can be seen as maps fromA/A0

1/kj
(d− π

2kj
−ε, d+ π

2kj
+ε)

to A(d− ε, d+ ε).

• The Lkj are “extended” Laplace transforms of order kj in the direction d.
They map the elements in A(d− ε, d+ ε), having an analytic continuation
with exponential growth of order ≤ κkj , to elements of A/A0

1/kj+1
(d −

π
2kj
− ε, d+ π

2kj
+ ε).
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• The symbol a(κ)φ is not a map. It means that one supposes the holo-
morphic function φ to have an analytic continuation in a suitable full
sector containing the direction d. Moreover this analytic continuation is
supposed to have exponentional growth of order ≤ κ.

The Borel transform of order k in direction d, applied to a function h, is defined
by the formula (Bkh)(ζ) = 1

2πi

∫
λ h(z)zkexp(( ζz )

k) dz−k. The path of integration
λ consists of the three parts {aeid1 | 0 ≤ a ≤ r}, {eis| d1 ≥ s ≥ d2} and
{aeid2| r ≥ a ≥ 0}, where d+ π

2k < d1 < d+ π
2k + ε and d− π

2k − ε < d2 < d− π
2k

and with ε, r positive and small.

The expression “extended” means that the integral transforms L∗ and B∗,
originally defined for functions, are extended to the case of “k-precise quasi-
functions”, i.e., sections of the sheaf A/A0

1/k.

The multisum (f1, . . . , fr) itself is defined by fj = Lkj · · · Bk1 f̂ for j =
1, . . . , r.

We note that [175] and [177] also contain a discussion of the relationship between
k-summability and Borel and Laplace transforms as well as illustrative examples.
�

Exercise 7.63 Consider the matrix differential operator δ − A of size n. Let
k1 < · · · < kr, with 1/2 < k1, denote the slopes of δ − A. As in Theorem 7.51
one defines for i = 1, . . . , r the sheaves Vi = ker(δ−A, (A0

1/ki
)n). For notational

convenience we put Vr+1 = 0. Prove that there is a canonical isomorphism

φ : {v̂ ∈ C((z))n| (δ −A)v̂ is convergent }/{v̂ ∈ C({z})n} → H1(S1,V1).

Further show that φ induces isomorphisms

{v̂ ∈ C((z))n1/ki
| (δ −A)v̂ is convergent }/{v̂ ∈ C({z})n} → H1(S1,Vi),

and also isomorphisms between

{v̂ ∈ C((z))n1/ki
| (δ −A)v̂ is convergent }/{v̂ ∈ C((z))n1/ki+1

}

and H1(S1,Vi/Vi+1). �
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Chapter 8

Stokes Phenomenon and
Differential Galois Groups

8.1 Introduction

We will first sketch the contents of this chapter. Let δ−A be a matrix differential
equation over C({z}). Then there is a unique (up to isomorphism over C({z}))
quasi-split equation δ − B, which is isomorphic, over C((z)), to δ − A (c.f.,
Proposition 3.41). This means that there is a F̂ ∈ GLn(C((z)) ) such that
F̂−1(δ − A)F̂ = δ − B. In the following δ − A, δ − B and F̂ are fixed and the
eigenvalues of δ −A and δ −B are denoted by q1, . . . , qs.

The aim is to find the differential Galois group of δ − A over the field C({z})
in terms of δ − B and F̂ . Since δ − B is a quasi-split equation, we have seen
in Proposition 3.40 that the differential Galois groups over C({z}) and C((z))
coincide. The latter group is known. From the formal matrix F̂ one deduces
by means of multisummation a collection of Stokes matrices (also called Stokes
multipliers) for the singular directions for the set of elements {qi − qj}. Those
Stokes matrices are shown to be elements in the differential Galois group of
δ − A. Finally it will be shown that the differential Galois group is generated,
as a linear algebraic group, by the Stokes matrices and the differential Galois
group of δ −B. This result is originally due to J.-P. Ramis.

There are only few examples where one can actually calculate the Stokes ma-
trices. However, the above theorem of Ramis gains in importance from the
following three additions:

1. The Stokes matrix associated to a singular directions (for the collection
{qi − qj}) has a special form. More precisely, let V denote the space of
solutions of δ − A in the universal differential extension of C((z)) (see

237
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Section 3.2), let V = ⊕si=1Vqi be its canonical decomposition with respect
to eigenvalues of δ−A and let γ ∈ GL(V ) denote the formal monodromy.
Then the Stokes matrix Std for the singular direction d ∈ R, considered
as an element of GL(V ) has the form id +

∑
Ai,j , where Ai,j denotes a

linear map of the form

V
projection→ Vqi

linear→ Vqj

inclusion→ V,

and where the sum is taken over all pairs i, j, such that d is a singular
direction for qi − qj . Further γ−1Stdγ = Std+2π holds.

2. Let d1 < · · · < dt denote the singular directions (for the collection {qi −
qj}), then the product γ◦Stdt · · ·Std1 is conjugate to the topological mon-
odromy, that is the change of basis resulting from analytic continuation
around the singular points, of δ −A, considered as an element of GL(V ).

3. Suppose that δ−B is fixed, i.e., V , the decomposition ⊕si=1Vqi and γ are
fixed. Given any collection of automorphisms {Cd} satisfying the condi-
tions in 1., there is a differential equation δ −A and a formal equivalence
F̂−1(δ−A)F̂ = δ−B (unique up to isomorphism over C({z})) which has
the collection {Cd} as Stokes matrices.

In this chapter, we will give the rather subtle proof of 1. and the easy proof
of 2. In Chapter 9 (Corollary 9.8), we will also provide a proof of 3. with the help
of Tannakian categories. We note that 3. has rather important consequences,
namely Ramis’s solution for the inverse problem of differential Galois groups
over the field C({z}).

The expression “the Stokes phenomenon” needs some explication. In Chapter
7 we have seen that any formal solution v̂ of an analytic differential equation
(δ − A)v̂ = w can be lifted to a solution v ∈ A(a, b)n for suitably small sectors
(a, b). The fact that the various lifts do not glue to a lift on S1, is called the
Stokes phenomenon. One can formulate this differently. Let again v ∈ A(a, b)n

be an asymptotic lift of v̂. Then the analytical continuation of v in another
sector is still a solution of the differential equation but will in general not have
v̂ as asymptotic expansion. G.G. Stokes made this observation in his study of
the Airy equation y′′ = zy, which has the point ∞ as an irregular singularity.

8.2 The Additive Stokes Phenomenon

We recall the result from the Multisummation Theorem, Theorem 7.51. Let
δ−A be given, with positive slopes k = k1 < · · · < kr (and 1/2 < k1) and with
eigenvalues q1, . . . , qs. The collection of singular directions d1 < · · · < dm <
d1(+2π) of δ − A is the union of the singular directions for each qi. Consider
a formal solution v̂ of (δ − A)v̂ = w (with w convergent). For a direction d
which is not singular for δ−A, the Multisummation Theorem provides a unique
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asymptotic lift, denoted by Sd(v̂), which lives in A(d − π
2kr
− ε, d + π

2kr
+ ε)n

for small enough positive ε. Suppose that di < d < di+1, with for notational
convenience dm+1 = d1(+2π). The uniqueness of the multisum Sd(v̂), implies
that there is a unique asymptotic lift above the sector (di − π

2kr
, di+1 + π

2kr
),

which coincides with Sd(v̂) for any d ∈ (di, di+1).

For a singular direction d, say d = di, the multisum Sd(v̂) does not exist.
However for directions d−, d+, with d− < d < d+ and |d+ − d−| small enough,
the multisums Sd+(v̂) and Sd−(v̂) do exist. They are independent of the choices
for d+, d− and can be analytically continued to the sectors (di− π

2kr
, di+1 + π

2kr
)

and (di−1− π
2kr

, di + π
2kr

). The difference Sd−(v̂)−Sd+(v̂) is certainly a section
of the sheaf ker(δ −A, (A0)n) above the sector (di − π

2kr
, di + π

2kr
), and in fact

a rather special one. The fact that this difference is in general not 0, is again
the “Stokes phenomenon”, but now in a more precise form.

Definition 8.1 For a singular direction d and multisums Sd−(v̂), Sd+(v̂) as
defined above, we will write std(v̂) for Sd−(v̂)− Sd+(v̂). �

We will make this definition more precise. We fix a formal equivalence between
δ − A and δ − B, where δ − B is quasi-split. This formal equivalence is given
by an F̂ ∈ GLn(C((z)) ) satisfying F̂−1(δ − A)F̂ = δ − B. Let us write KA
and KB for the sheaves ker(δ−A, (A0)n) and ker(δ−B, (A0)n). Let W denote
the solution space of δ − B (with coordinates in the universal ring UnivR)
and with its canonical decomposition W = ⊕Wqi . The operator δ − B is a
direct sum of operators δ − qi + Ci (after taking a root of z) and Wqi is the
solution space of δ − qi + Ci. For each singular direction d of qi, we consider
the interval J = (d − π

2k(qi)
, d + π

2k(qi)
), where k(qi) is the degree of qi in the

variable z−1. From Chapter 7 it is clear that KB is (more or less canonically)
isomorphic to the sheaf ⊕i,J(Wqi )J on S1. Let V denote the solution space of
δ−A (with coordinates in the universal ring) with its decomposition ⊕Vqi . The
formal equivalence, given by F̂ , produces an isomorphism between W and V
respecting the two decompositions and the formal monodromy. Locally on S1,
the two sheaves KB and KA are isomorphic. Thus KA is locally isomorphic to
the sheaf ⊕i,J(Vqi )J .

Let us first consider the special case where δ−A has only one positive slope k. In
that case it is proven in Chapter 7 that the sheaves KB and KA are isomorphic,
however not in a canonical way. Thus KA is isomorphic to ⊕i,J(Vqi )J , but not in
a canonical way. We will rewrite the latter expression. Write J1, . . . , Jm for the
distinct open intervals involved. They have the form (d− π

2k , d+ π
2k ), where d is

a singular direction for one of the qi. We note that d can be a singular direction
for several qi’s. Now the sheaf KA is isomorphic to ⊕mj=1(Dj)Jj , with Dj some
vector space. This decomposition is canonical, as one easily verifies. But the
identification of the vector space Dj with ⊕iVqi , the direct sum taken over the
i such that the middle of Jj is a singular direction for qi, is not canonical.
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Now we consider the general case. The sheaf KA is given a filtration by sub-
sheaves KA = KA,1 ⊃ KA,2 ⊃ · · · ⊃ KA,r, where KA,i := ker(δ − A, (A0

1/Ki
)n).

For notational convenience we writeKA,r+1 = 0. The quotient sheafKA,i/KA,i+1

can be identified with ker(δ − A, (A0
1/ki

/A0
1/ki+1

)n) for i = 1, . . . r − 1. Again
for notational convenience we write kr+1 = ∞ and A0

1/kr+1
= 0. For the sheaf

T := ⊕i,J(Vqi)J we introduce also a filtration T = T1 ⊃ T2 ⊃ · · · ⊃ Tr with
Tj = ⊕i,J(Vqi )J , where the direct sum is taken over all i such that the degree of qi
in the variable z−1 is≥ ki. For convenience we put Tr+1 = 0. Then it is shown in
Chapter 7 that there are (non canonical) isomorphisms KA,i/KA,i+1

∼= Ti/Ti+1

for i = 1, . . . , r. Using those isomorphisms, one can translate sections and coho-
mology classes of KA in terms of the sheaf T . In particular, for any open interval
I ⊂ S1 of length ≤ π

kr
, the sheaves KA and T are isomorphic and H0(I,KA)

can be identified with H0(I, T ) = ⊕i,JH0(I, (Vqi )J ). As we know H0(I, (Vqi )J )
is zero, unless I ⊂ J . In the latter case H0(I, (Vqi )J) = Vqi .

We return now to the “additive Stokes phenomenon” for the equation (δ−A)v̂ =
w. For a singular direction d we have considered std(v̂) := Sd−(v̂) − Sd+(v̂) as
element of H0((d− π

2kr
, d+ π

2kr
),KA) ∼= H0((d− π

2kr
, d+ π

2kr
), T ). The following

proposition gives a precise meaning to the earlier assertion that std(v̂) is a rather
special section of the sheaf T .

Proposition 8.2 The element std(v̂), considered as section of T above
(d − π

2kr
, d + π

2kr
), belongs to ⊕i∈Id

Vqi , where Id is the set of indices i such
that d is a singular direction for qi.

Proof. We consider first the case that δ−A has only one positive slope k (and
k > 1/2). Then std(v̂) ∈ H0((d− π

2k , d+ π
2k ), T ). The only direct summands of

T = ⊕i,J(Vqi)J which give a non zero contribution to this groupH0 are the pairs
(i, J) with J = (d− π

2k , d+ π
2k ). For such a direct summand the contribution to

the group H0 is canonical isomorphic to Vqi . This ends the proof in this special
case. The proof for the general case, i.e., r > 1, is for r > 2 quite similar to the
case r = 2. For r = 2 we will provide the details.

Let the direction d be non singular. The multisum in the direction d is in
fact a pair (v1, v2) with v1 a section of (A/A0

1/k2
)n satisfying (δ − A)v1 = w

(as sections of the sheaf (A/A0
1/k2

)n). This section is defined on an interval
(d− π

2k1
− ε, d+ π

2k1
+ ε). The unicity of v1 proves that v1 is in fact defined on an

open (e− π
2k1

, f+ π
2k1

), where e < f are the consecutive singular directions for the
slope k1 with e < d < f . The element v2 is a section of the sheaf (A)n satisfying
(δ−A)v2 = w. This section is defined above the interval (d− π

2k2
−ε, d+ π

2k2
+ε).

As above v2 is in fact defined on the interval (e∗− π
2k2

, f∗+ π
2k2

) where e∗ < f∗

are the consecutive singular directions for the slope k2 such that e∗ < d < f∗.
Moreover v1 and v2 have the same image as section of the sheaf (A/A0

1/k2
)n

above (e− π
2k1

, f + π
2k1

) ∩ (e∗ − π
2k2

, f∗ + π
2k2

).
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Let d now be a singular direction. We apply the above for the two directions d+

and d− and write (v+
1 , v

+
2 ) and (v−1 , v

−
2 ) for the two pairs. Then std(v̂) = v−2 −v+

2

is a section of KA,1 above the interval I := (d − π
2k2

, d + π
2k2

). Using the
isomorphism of KA = KA,1 with T = T1 above this interval we can identify
std(v̂) with an element of H0(I, T1). One considers the exact sequence

0→ H0(I, T2)→ H0(I, T1)→ H0(I, T1/T2)→ 0

The element v−1 − v+
1 lives in the sheaf KA,1/KA,2 ∼= T1/T2 above the interval

J = (d− π
2k1

, d+ π
2k1

). Further the images of std(v̂) and v−1 −v+
1 in H0(I, T1/T2)

are the same. The group H0(J, T1/T2) can be identified with the direct sum
⊕Vqi , taken over all qi with slope k1 and d singular for qi. In the same way,
H0(I, T2) can be identified with the direct sum ⊕Vqi , taken over all qi with slope
k2 and d as singular direction. Thus we conclude that std(v̂) lies in the direct
sum ⊕Vqi , taken over all qi such that d is a singular direction for qi. �

Corollary 8.3 The additive Stokes phenomenon yields isomorphisms between
the following C-vector spaces:
(a) {v̂ ∈ C((z))n| (δ −A)v̂ is convergent}/{v̂ ∈ C({z})n}.
(b) H1(S1, ker(δ −A, (A0)n)).
(c) ⊕d singular ⊕i∈Id

Vqi .

Proof. Consider the (infinite dimensional) vector space M consisting of the
v̂ ∈ C((z))n such that w := (δ−A)v̂ is convergent. According to Chapter 7 every
v̂ has asymptotics lift vS , on small enough sectors S, satisfying (δ −A)vS = w.
The differences vS − vS′ determine a 1-cocycle for the sheaf ker(δ − A, (A0)n).
The kernel of the resulting linear surjective map M → H1(S1, ker(δ−A, (A0)n))
is C({z})n.

One also considers the linear map M → ⊕d singular ⊕i∈Id
Vqi , which maps any

v̂ ∈M to the element

{std(v̂)}d singular ∈ ⊕d singular ⊕i∈Id
Vqi .

From the definition of std it easily follows that the kernel of this map is again
C({z})n. Finally one sees that the spaces⊕d singular⊕i∈Id

Vqi andH1(S1, ker(δ−
A, (A0)n)) have the same dimension. �

Remark 8.4 1. Corollary 8.3 produces an isomorphism

ψ : ⊕d singular ⊕i∈Id
Vqi → H1(S1, ker(δ −A, (A0)n)).

In the case where there is only one positive slope k (and k > 1/2), we will
make this isomorphism explicit. One considers the singular directions d1 <
· · · < dm < dm+1 := d1(+2π) and the covering of S1 by the intervals Sj :=
(dj−1 − ε, dj + ε), for j = 2, . . . ,m + 1 (and ε > 0 small enough such that the
intersection of any three distinct intervals is empty). For each j, the group
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⊕i∈Idj
Vqi is equal to H0((dj − π

2k , dj + π
2k ), ker(δ − A, (A0)n)) and maps to

H0(Sj∩Sj+1, ker(δ−A, (A0)n)). This results in a linear map of ⊕d singular⊕i∈Id

Vqi to the first Cech cohomology group of the sheaf ker(δ − A, (A0)n)) for the
covering {Sj} of the circle. It is not difficult to verify that the corresponding
linear map

⊕d singular ⊕i∈Id
Vqi → H1(S1, ker(δ −A, (A0)n))

coincides with ψ.

For the general case, i.e., r > 1, one can construct a special covering of the circle
and a linear map from ⊕d singular ⊕i∈Id

Vqi to the first Cech cohomology of the
sheaf ker(δ −A, (A0)n) with respect to this covering, which represents ψ.

2. The equivalence of (a) and (b) is due to Malgrange and (c) is due to Deligne
(c.f., [174], Théorème 9.10 and [179], Proposition 7.1). �

Lemma 8.5 Consider, as before, a formal solution v̂ of the equation
(δ − A)v̂ = w. Let the direction d be non singular and let v be the multisum of
v̂ in this direction. The coordinates of v̂ and v are denoted by v̂1, . . . , v̂n and
v1, . . . , vn. The two differential rings C({z})[v1, . . . , vn] and C({z})[v̂1, . . . , v̂n]
are defined as subrings of A(S) and C((z)), where S is a suitable sector around
d. The canonical map J : A(S) → C((z)) induces an isomorphism of the dif-
ferential ring

φ : C({z})[v1, . . . , vn]→ C({z})[v̂1, . . . , v̂n].

Proof. It is clear that the morphism of differential rings is surjective, since each
vi is mapped to v̂i. In showing the injectivity of the morphism, we consider first
the easy case where δ − A has only one positive slope k (and k > 1/2). The
sector S has then the form (d− π

2k − ε, d+ π
2k + ε) and in particular its length

is > π
k . The injectivity of J : A1/k(S)→ C((z)) proves the injectivity of φ.

Now we consider the case of two positive slopes k1 < k2 (and k1 > 1/2). The
situation of more than two slopes is similar. Each vi is a multisum and corre-
sponds with a pair (vi(1), vi(2)), where vi(1) is a section of the sheaf A/A0

1/k2

above a sector S1 := (d − π
2k1
− ε, d + π

2k1
+ ε). Further vi(2) is a section of

the sheaf A above an interval of the form S2 := (d − π
2k2
− ε, d + π

2k2
+ ε).

Moreover vi(1) and vi(2) have the same image in A/A0
1/k2

(S2). The vi of the
lemma is in fact the element vi(2). Any f ∈ C({z})[v1, . . . , vn] is also multi-
summable, since it is a linear combination of monomials in the v1, . . . , vn with
coefficients in C({z}). This f is represented by a pair (f(1), f(2)) as above with
f = f(2). Suppose that the image of f under J is 0, then f(1) = 0 because
J : A/A0

1/k2
(S1)→ C((z)) is injective. Thus f(2) ∈ A0

1/k2
(S2) = 0. �
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8.3 Construction of the Stokes Matrices

In the literature, several definitions of Stokes matrices or Stokes multipliers
can be found. Some of these definitions seem to depend on choices of bases.
Other definitions do not result in matrices that can be interpreted as elements
of the differential Galois group of the equation. In this section, we try to give
a definition, rather close to the ones in [13, 176, 202, 296], which avoids those
problems. The advantage in working with differential modules over the field
C({z}) is that the constructions are clearly independent of choices of bases.
However, for the readability of the exposition, we have chosen to continue with
differential equations in matrix form. As in the earlier part of this chapter, we
consider a matrix differential equation δ−A with A an n×n matrix with entries
in C({z}). The solution space V of this equation is defined as ker(δ−A,UnivRn),
where UnivR is the universal differential ring C((z))[{e(q)}, {za}, l]. The space
V has a decomposition ⊕Vqi , where q1, . . . , qs are the eigenvalues of the operator
δ−A. Further the formal monodromy γ acts upon V . The idea is the following.
For a direction d ∈ R, which is not singular with respect to the set {qi − qj},
one uses multisummation in the direction d in order to define a map ψd from
V to a solution space for δ − A with entries which are meromorphic functions
on a certain sector around d. For a singular direction d, one considers as before
directions d+, d− with d− < d < d+ and |d+ − d−| small. The “difference”
ψ−1
d+ψd− ∈ GL(V ) of the two maps will be the Stokes multiplier Std.

As in the introduction we fix a quasi-split differential equation δ−B and a formal
equivalence F̂−1(δ−A)F̂ = δ−B. By definition there is a splitting (after taking
some mth-root of z) of δ − B as a direct sum of equations δ − qi − Ci, where
each Ci is a constant matrix. We note that the matrices Ci are not completely
unique. They can be normalized by requiring that the eigenvalues λ satisfy
0 ≤ Re(λ) < 1. Also F̂ is in general not unique once one has chosen δ − B.
Indeed, any other solution Ĝ of Ĝ−1(δ −A)Ĝ = δ −B can be seen to have the
form Ĝ = F̂C with C ∈ GLn(C) such that C−1BC = B. The equation δ−B has
a fundamental matrix E with coordinates in the subring C({z})[{e(q)}, {za}, l]
of the universal ring C((z))[{e(q)}, {za}, l].

Our first concern is to give E an interpretation ES as an invertible matrix of
meromorphic functions on a sector S. There is however a difficulty. The matrix
E has entries involving the symbols l, za, e(q). And l, for instance, should have
the interpretation as the logarithm of z. To do this correctly, one has to work
with sectors T lying on the “Riemann surface of the logarithm of z”. This
means that one considers the map C → C∗, given by t �→ eit. A sector is then
a subset of C, say of the form {t ∈ C| Re(t) ∈ (a, b) and Im(t) > c}. The
drawback of this formally correct way of stating the constructions and proofs
is a rather heavy notation. In the sequel, we will use sectors T of length < 2π
on the Riemann surface of log z and identify T with its projection S on the
circle S1. We keep track of the original sector by specifying for some point of
S its original d ∈ R lying on T . We will use the complex variable z instead
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of the above t. Thus we have an interpretation for ES or Ed as an invertible
meromorphic matrix, living above a sector S, actually on the Riemann surface,
but with the notation of complex variable z.

Let M(S) denote the field of the (germs of) meromorphic functions living on
the sector S. We note that M can be seen to be a sheaf on S1. Then Ed is
an invertible matrix with coefficients in M(S) and is a fundamental matrix for
δ −B.

For a suitable sector S we want also to “lift” the matrix F̂ to an invertible
matrix of meromorphic functions on this sector. We note that F̂ is a solution
of the differential equation L(M) := δ(M) − AM + MB = 0. The differential
operator L acts on n × n-matrices, instead of vectors and thus has order n2.
The expression δ(M) means that z d

dz is applied to all the entries of M . Using
F̂ itself, one sees that L is formally equivalent to the quasi-split operator (again
acting upon matrices) L̃ : M �→ δ(M) − BM + MB. Indeed, F̂−1L(F̂M) is
easily calculated to be L̃(M). The operator L̃ is quasi-split because δ − B is
quasi-split. Further the eigenvalues of L̃ are the {qi− qj}. Thus L has the same
eigenvalues as L̃ and the singular directions for L are the singular directions for
the collection {qi − qj}. For a small enough sector S, there is an asymptotic
lift FS of F̂ above S. This means that the entries of FS lie in A(S) and have
the entries of F̂ as asymptotic expansions. Moreover L(FS) = 0. Since F̂ is
invertible, we have that FS is invertible and F−1

S (δ−A)FS = δ−B. However, as
we know, the lift FS is in general not unique. A remedy for this non uniqueness
is the multisummation process. Let d be a direction which is not singular for
the equation L (i.e., non singular for the collection {qi− qj}). Then we consider
the multisum Sd(F̂ ) in the direction d, which means that the multisummation
operator Sd is applied to every entry of F̂ . The multisum Sd(F̂ ) can be seen as
an invertible meromorphic matrix on a certain sector S containing the direction
d. Now Sd(F̂ )Ed is an invertible meromorphic matrix above the sector S and is
a fundamental matrix for δ − A. In the sequel we will use the two differential
equations δ−A and δ−B simultaneously. Formally, this is done by considering
the new matrix differential equation δ −

(
A 0
0 B

)
.

Proposition 8.6 Let d ∈ R be a non singular direction for the collection {qi−
qj} and let S be the sector around d defined by the multisummation in the
direction d for the differential equation L.

1. The C({z})-subalgebra R2 of the universal ring UnivR, i.e.,
C((z))[{e(q)}, {za}, l], generated by the entries of E and F̂ and the in-
verses of the determinants of E and F̂ , is a Picard-Vessiot ring for the
combination of the two equations δ −A and δ −B.

2. The C({z})-subalgebra R2(S) of the field of meromorphic functionsM(S),
generated by the entries of Ed and Sd(F̂ ) and the inverses of the deter-
minants of Ed and Sd(F̂ ), is a Picard-Vessiot ring for the combination of
the two equations δ −A and δ −B.
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3. There is a unique isomorphism of differential rings φd : R2 → R2(S)
such that φd, extended to matrices in the obvious way, has the properties
φd(E) = Ed and φd(F̂ ) = Sd(F̂ ).

4. Let R1 be the C({z})-subalgebra of R2, generated by the entries of F̂E
and let R1(S) be the C({z})-subalgebra of R2(S), generated by the entries
of Sd(F̂ )Ed. Then R1 and R1(S) are Picard-Vessiot rings for δ − A.
Moreover the isomorphism φd induces an isomorphism ψd : R1 → R1(S),
which does not depend on the choices for δ −B and F̂ .

Proof. 1. and 2. R2 is a subring of UnivR. The field of fractions of UnivR
has as field of constants C. Thus the same holds for the field of fractions of
R2. Further R2 is generated by the entries of the two fundamental matrices and
the inverses of their determinants. By the Picard-Vessiot Theory (Proposition
1.22), one concludes that R2 is a Picard-Vessiot ring for the combination of the
two equations. The same argument works for the ring R2(S).

3. Picard-Vessiot theory tells us that an isomorphism between the differential
rings R2 and R2(S) exists. The rather subtle point is to show that an isomor-
phism φd exists, which maps E to Ed and F̂ to Sd(F̂ ). The uniqueness of
φd is clear, since the above condition on φd determines the φd-images of the
generators of R2. We start by observing that R2 is the tensor product over
C({z}) of the two subalgebras R2,1 := C({z})[ entries of F̂ , 1

detF̂
] and R2,2 :=

C({z})[ entries of E, 1
detE ] of UnivR. Indeed, the map R2,1 ⊗ R2,2 → C((z))⊗

R2,2 is injective. Moreover, the obvious map C((z)) ⊗ R2,2 → UnivR is injec-
tive, by the very definition of UnivR. We conclude that the natural map R2,1⊗
R2,2 → UnivR is injective. The image of this map is clearly R2. Now we con-
sider the two C({z})-subalgebras R2,1(S) := C({z})[ entries of Sd(F̂ ), 1

detSd(F̂ )
]

and R2,2(S) := C({z})[ entries of Ed, 1
detEd

] of M(S). The canonical map
J : R2,1(S) → R2,1 is an isomorphism, according to Lemma 8.5. The ring
R2,2 is a localisation of a polynomial ring over the field C({z}) and this implies
that there is a unique isomorphism R2,2 → R2,2(S), which, when extended to
matrices, sends the matrix E to Ed. Combining this, one finds isomorphisms

R2 → R2,1 ⊗R2,2 → R2,1(S)⊗R2,2(S).

Since R2,1(S) and R2,2(S) are C({z})-subalgebras of M(S), there is also a
canonical morphism R2,1(S) ⊗ R2,2(S) → M(S). The image of this map is
clearly R2(S). Thus we found a C({z})-linear morphism of differential rings
φd : R2 → R2(S), such that φd(F̂ ) = Sd(F̂ ) and φd(E) = Ed. Since R2 has only
trivial differential ideals, φd is an isomorphism.

4. As in 1. and 2., one proves that R1 and R1(S) are Picard-Vessiot rings for
δ − A. Then clearly φd must map R1 bijectively to R1(S). Finally we have
to see that ψd, the restriction of φd to R1, does not depend on the choices for
δ − B and F̂ . Let δ −B∗ be another choice for the quasi-split equation. Then
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δ − B∗ = G−1(δ − B)G for some G ∈ GLn(C({z})). The special form of B
and B∗ leaves not many possibilities for G, but we will not use this fact. Then
(F̂G)−1(δ − A)(F̂G) = (δ − B∗). All the rings, considered in the proof of 3.,
remain unchanged by this change of the pair (B, F̂ ) into (B∗, F̂G). The new
fundamental matrices are F̂G and G−1E and their lifts are Sd(F̂G) = Sd(F̂ )G
and (G−1E)d = G−1Ed. The map φd, extended to matrices, maps again F̂G to
Sd(F̂G) and G−1E to (G−1E)d. Thus the φd for the pair (B∗, F̂G) coincides
with the one for the pair (B, F̂ ). The same holds then for ψd. The other change
of pairs that we can make is (B, F̂C) with C ∈ GLn(C) such that CB = BC.
In a similar way one shows that φd and ψd do not depend on this change. �

Remark 8.7 The subtle point of the proof.
The crucial isomorphism φd : R2 → R2(S) of part 3. of Proposition 8.6, means
that every polynomial relation between the entries of the matrices F̂ and E over
the field C({z}) is also a polynomial relation for the corresponding entries of the
matrices Sd(F̂ ) and Ed over C({z}). We have used multisummation to prove
this. In general, it is not true that the same statement holds if the multisum
Sd(F̂ ) is replaced by another asymptotic lift FS of F̂ above the sector S (c.f.,
[176]. �

Let d ∈ R be a singular direction for the differential equation L. One consid-
ers directions d+, d− with d− < d < d+ and |d+ − d−| small. Multisummation
in the directions d+ and d−, yields according to Proposition 8.6, isomorphisms
ψd+ : R1 → R1(S+) and ψd− : R1 → R1(S−) for suitable sectors S+, S− given
by the mutisummation process. The intersection S := S+ ∩ S− is a sector
around the direction d. Let R1(S) ⊂ M(S) denote the Picard-Vessiot ring for
δ−A inside the differential fieldM(S). The restriction mapsM(S+)→M(S)
and M(S−) → M(S) induce canonical isomorphisms res+ : R1(S+) → R1(S)
and res− : R1(S−)→ R1(S).

Definition 8.8 The Stokes map Std for the direction d, is defined as
(res+ψd+)−1res−ψd− . �

In other words Std is defined by the formula ψd+ ◦ Std = An ◦ ψd− , in which
An denotes the analytical continuation from the sector S− to the sector S+.
Clearly, Std is a differential automorphism of the Picard-Vessiot ring R1. In
particular Std induces an element of GL(V ). This element is also denoted by
Std and will be called the Stokes multiplier or the Stokes matrix. The translation
of Std in matrices can be stated as follows. The symbolic fundamental matrix
F̂E of δ−A is lifted to actual fundamental matrices Sd+(F̂ )Ed and Sd−(F̂ )Ed,
with meromorphic functions as entries. On the intersection S of the sectors
S+ and S−, one has Sd+(F̂ )EdC = Sd−(F̂ )Ed, for some constant matrix C ∈
GLn(C). The columns of F̂E are a basis for V . The columns of Sd+(F̂ )Ed and
Sd−(F̂ )Ed are the lifts of this basis of V to the sectors S+ and S−, obtained by
multisummation. The relation between the two lifts is given by C. Thus C is
the matrix of Std with respect to the basis of V defined by the columns of F̂E.



CONSTRUCTION OF THE STOKES MATRICES 247

From this description of Std, one sees that if δ − A1 and δ −A2 are equivalent
equations over K, then, for each direction d, the Stokes maps (as linear maps of
V ) coincide. This allows us to define the Stokes maps associated to a differential
moduleM over K to be the Stokes maps for any associated equation. This allows
us to make the following definition.

Definition 8.9 Let M be a differential module over K. We define Tup(M) to
be the tuple (V, {Vq}, γ, {Std}) where (V, {Vq}, γ) = Trip(M) is as in Proposi-
tion 3.30 and {Std} are the collection of Stokes maps in GL(V ). �

In Chapter 9, we will see that Tup defines a functor that allows us to give a
meromorphic classification of differential modules over K.

Theorem 8.10 J.-P. Ramis
The differential Galois group G ⊂ GL(V ) of the equation δ−A is generated, as
linear algebraic group, by:

1. The formal differential Galois group, i.e., the differential Galois group
over the field C((z)) and

2. The Stokes matrices, i.e., the collection {Std}, where d runs in the set of
singular directions for the {qi − qj}.

Moreover the formal differential Galois group is generated, as a linear algebraic
group, by the exponential torus and the formal monodromy.

Proof. In Section 3.2, we showed that the formal differential Galois group
is generated, as a linear algebraic group, by the formal monodromy and the
exponential torus (see Proposition 3.40). Let R1 ⊂ R denote the Picard-Vessiot
ring of δ − A over C({z}). Its field of fractions K1 ⊂ K is the Picard-Vessiot
field of δ − A over C({z}). We have to show that an element f ∈ K1, which
is invariant under the formal monodromy, the exponential torus and the Stokes
multipliers belongs to C({z}). Proposition 3.25 states that the invariance under
the first two items implies that f ∈ C((z)). More precisely, from the proof of
part 3. of Proposition 8.6 one deduces that f lies in the field of fractions of
C({z})[ entries of F̂ , 1

detF̂
]. For any direction d, which is not singular for the

collection {qi − qj}, there is a well defined asymptotic lift on a corresponding
sector. Let us write Sd(f) for this lift. For a singular direction d, the two
lifts Sd+(f) and Sd−(f) coincide on the sector S+ ∩ S−, since Std(f) = f . In
other words the asymptotic lifts of f ∈ C((z)) on the sectors at zero glue to an
asymptotic lift on the full circle and therefore f ∈ C({z}). �

Remarks 8.11 1. Theorem 8.10 is stated and a proof is sketched in [238, 239]
(a complete proof is presented in [237]). A shorter (and more natural) proof is
given in [201].
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2. We note that a non quasi-split equation δ−A may have the same differential
Galois group over C((z)) and C({z}). This occurs when the Stokes matrices
already lie in the differential Galois group over C((z)). �

Proposition 8.12 We use the previous notations.

1. γ−1Stdγ = Std+2π.

2. Let d1 < · · · < dt denote the singular directions (for the collection {qi −
qj}), then the product γStdt · · ·Std1 is conjugate to the topological mon-
odromy of δ −A, considered as an element of GL(V ).

Proof. 1. We recall the isomorphism φd : R2 → R2(S), constructed in Propo-
sition 8.7. From the construction of φd one sees that φd+2π = φd ◦ γ, where γ
is the formal monodromy acting on R1 and V . For the induced isomorphism
ψd : R1 → R1(S) one also has ψd+2π = ψd ◦ γ. Then (omitting the symbol An
for analytical continuation), one has Std+2π = ψ−1

(d+2π)−ψ(d+2π)+ , which is equal
to γ−1Stdγ.

2. The topological monodromy of δ − A is defined as follows. Fix a point p
close to the origin. The solution space Solp of the equation, locally at p, is a
vector space over C of dimension n. One takes a circle T in positive direction
around 0, starting and ending in p. Analytical continuation of the solutions at
p along T produces an invertible map in GL(Solp). This map is the topological
monodromy. After identification of the solution space V with Solp, one obtains
a topological monodromy map lying in GL(V ). This map is only well defined up
to conjugation. If one follows the circle and keeps track of the Stokes multipliers,
then one obtains clearly a formula of the type stated in the proposition. By the
definition of Std one has ψd+1 ◦ Std1 = An ◦ ψd−1 , where An means analytical
continuation from the sector S− to S+. Using this formula for all singular
directions one finds that

ψd+t
◦ Stdt · · ·Std1 = An ◦ ψd−1 .

Moreover ψd+t = ψ(d1+2π)− = ψd−1
◦ γ and An is the analytical continuation

along a complete circle. This yields γ ◦ Stdt · · ·Std1 = ψ−1

d−1
◦ An ◦ ψd−1 , which

proves the statement. �

Theorem 8.13 We use the previous notations. The Stokes multiplier Std has
the form id+

∑
Ai,j , where Ai,j denotes a linear map of the form

V
projection→ Vqi

linear→ Vqj

inclusion→ V,

and where the sum is taken over all pairs i, j, such that d is a singular direction
for qi − qj.



CONSTRUCTION OF THE STOKES MATRICES 249

Proof. The statement of the theorem is quite similar to that of Proposition 8.2.
In fact the theorem can be deduced from that proposition. However, we give
a more readable proof, using fundamental matrices for δ − A and δ − B. The
symbolic fundamental matrices for the two equations are F̂E and E. Again
for the readability of the proof we will assume that E is a diagonal matrix
with entries e(q1), . . . , e(qn), with distinct elements q1, . . . , qn ∈ z−1C[z−1].
Thus B is the diagonal matrix with entries q1, . . . , qn. The Stokes multiplier
Std is represented by the matrix C satisfying Sd+(F̂ )EdC = Sd−(F̂ )Ed. Thus
EdCE

−1
d = Sd+(F̂ )−1Sd−(F̂ ). Let C = (Ci,j), then the matrix EdCE

−1
d is

equal to M := (e(qi − qj)dCi,j).

Suppose now, to start with, that each qi − qj (with i �= j) has degree k in z−1.
The k-Summation Theorem, Theorem 7.39, implies that Sd+(F̂ )−1Sd−(F̂ ) − 1
has entries in A0

1/k(d − π
2k , d + π

2k ). The sector has length π
k and we conclude

that e(qi − qj)dci,j = 0 unless d is a singular direction for qi − qj . This proves
the theorem in this special case.

Suppose now that the degrees with respect to z−1 in the collection {qi−qj | i �= j}
are k1 < · · · < ks. From the definition of multisummation (and also Propo-
sition 7.59) it follows that the images of the entries of M − id in the sheaf
A0

1/k1
/A0

1/k2
exist on the interval (d− π

2k1
, d+ π

2k1
). Thus for qi−qj of degree k1

one has that ci,j = 0, unless d is a singular direction for qi−qj. In the next stage
one considers the pairs (qi, qj) such that qi − qj has degree k2. Again by the
definition of multisummation one has that ci,je(qi−qj)d must produce a section
of A0

1/k2
/A0

1/k3
above the sector (d− π

2k2
, d+ π

2k2
). This has as consequence that

ci,j = 0, unless d is a singular direction for qi − qj . Induction ends the proof.

In the general case E can, after taking some mth-root of z, be written as a block
matrix, where each block corresponds to a single e(q) and involves some za’s
and l. The reasoning above remains valid in this general case. �

Remark 8.14 In Definition 8.9, we associated with any differential module M
over K a tuple Tup(M) = (V, {Vq}, γ, {Std}). This definition, Proposition 8.12,
and Theorem 8.13 imply that this tuple has the following properties:

(a) (V, {Vq}, γ) as an object of Gr1.

(b) For every d ∈ R the element Std ∈ GL(V ) has the form id+
∑
Ai,j , where

Ai,j denotes a linear map of the form V
projection→ Vqi

linear→ Vqj

inclusion→ V ,
and where the sum is taken over all pairs i, j such that d is a singular
direction for qi − qj .

(c) One has that γ−1Stdγ = StV,d+2π for all d ∈ R.

In Section 9, we will define a category Gr2 of such objects and show that Tup
defines an equivalence of categories between the category DiffK of differential
modules over K and Gr2. �
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Example 8.15 The Airy equation.
The Airy equation y′′ = zy has a singular point at z = ∞. The translation
of the theory developed for the singular point z = 0 to the point z = ∞
is straightforward. The symbolic solution space V at ∞ can be identified
with the solutions of the scalar equation in the universal ring at ∞, namely
C((z−1))[{e(q)}, {za}, l]. The set where the q’s belong to is ∪m≥1z

1/mC[z1/m]
and za and l are again symbols for the functions za and log(z). The two q’s of
the equation are q1 := z3/2 and q2 := −z3/2. Thus V is the direct sum of two
1-dimensional spaces V = Vz3/2 ⊕ V−z3/2 . The formal monodromy γ permutes
the two 1-dimensional spaces. The differential Galois group of the equation lies
in SL2(C), since the coefficient of y′ in the equation is zero. Therefore, one can
give Vz3/2 and V−z3/2 bases such that the matrix of γ with respect to this basis

of V reads
(

0 −1
1 0

)
. The exponential torus, as subgroup of SL(V ) has on

the same basis the form {
(
t 0
0 t−1

)
| t ∈ C∗}. According to Theorem 8.10,

the formal differential Galois group is the infinite Dihedral group D∞ ⊂ SL2

(c.f., Exercise 3.33).

The singular directions for {q1 − q2, q2 − q1} are d = 0, 2π
3 ,

4π
3 modulo 2πZ.

The topological monodromy is trivial, since there are two independent entire
solutions for y′′ = zy. Using Theorem 8.13, we see that the formal monodromy is

not trivial. The three Stokes matrices St0, St 2π
3
, St 4π

3
have the form

(
1 ∗
0 1

)
,(

1 0
∗ 1

)
and

(
1 ∗
0 1

)
with respect to the decomposition V = Vz3/2⊕V−z3/2 .

Their product is γ−1 according to Proposition 8.12, and this is only possible if
each one is �= id. Theorem 8.10 (and the discussion before Exercise 1.36) implies
that the differential Galois group of the Airy equation over C(z) is SL2. �

Exercise 8.16 Consider the equation y′′ = ry with r ∈ C[z] a polynomial of
odd degree. Let V denote the symbolic solution space at z =∞. Calculate the
q’s, γ, the formal differential Galois group, the singular directions, the Stokes
matrices and the differential Galois group. �

Example 8.17 The asymptotic behaviour of the following differential equation
has been studied by W. Jurkat, D.A. Lutz and A. Peyerimhoff [148, 149] and
J. Martinet and J.P. Ramis in [200].

δ +A := δ + z−1

(
λ1 0
0 λ2

)
+

(
0 a
b 0

)
.

We will apply the theory of this chapter to the equation. Let

B = z−1

(
λ1 0
0 λ2

)
. We claim that there is a unique φ of the form 1 +
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φ1z + φ2z
2 + · · · (where the φi are 2× 2-matrices) with φ−1(δ +A)φ = δ + B.

This can be proven by solving the equation

δ(φ) = (z−1

(
λ1 0
0 λ2

)
+

(
0 a
b 0

)
)φ− φ(z−1

(
λ1 0
0 λ2

)
)

and the corresponding sequence of equations for the φn stepwise by “brute
force”. Explicit formulas for the entries of the φn can be derived but they
are rather complicated. One observes that the expressions for these entries
contain truncations of the product formula for the function 2 sin(π

√
ab)√

ab
. One

defines a transformation ψ by replacing truncations in the entries of all the φn
by the corresponding infinite products. The difference between the two formal
transformations φ and ψ is a convergent transformation. In particular, one can
explicitly calculate the Stokes matrices in this way, but we will find another way
to compute them.

The two eigenvalues of δ + A are q1 = −λ1z
−1 and q2 = −λ2z

−1. There
are two singular directions for {q1 − q2, q2 − q1}, differing by π. On the given
basis for δ + A and δ + B, the two Stokes matrices have, according to The-

orem 8.13, the form
(

1 x1

0 1

)
and

(
1 0
x2 1

)
. The formal monodromy of

δ − A is the identity and thus
(

1 + x1x2 x1

x2 1

)
is conjugate to the topolog-

ical monodromy. The topological monodromy can be easily calculated at the

point z = ∞. For general a, b it has the matrix exp( 2πi
(

0 −a
−b 0

)
). The

trace of the monodromy matrix e2πi
√
ab + e−2πi

√
ab is equal to the other trace

2 + x1x2. Therefore x1x2 = −(2 sin(π
√
ab))2. We consider x1 = x1(a, b) and

x2 = x2(a, b) as functions of (a, b), and we want to find an explicit formula
for the map (a, b) �→ (x1(a, b), x2(a, b)). A first observation is that conjugation

of all ingredients with the constant matrix
(
λ 0
0 1

)
leads to (λa, λ−1b) �→

(λx1(a, b), λ−1x2(a, b)). This means that x1(a,b)
a and x2(a,b)

b depend only on ab.
Thus (x1, x2) = (α(ab)a, β(ab)b) for certain functions α and β.

The final information that we need comes from transposing the equation and
thus interchanging a and b. Let F̂ denote the formal fundamental matrix of the
equation. A comparison of two asymptotic lifts of F̂ produces the values x1, x2

as function of a, b. Put Ĝ(z) = (F̂ ∗)−1(−z), where ∗ means the transposed
matrix. Then Ĝ is a fundamental matrix for the equation

z2 d

dz
+

(
λ1 0
0 λ2

)
+ z

(
0 −b
−a 0

)
.

The two Stokes matrices for Ĝ are obtained from the ones for F̂ by taking
inverses, transposition and interchanging their order. This yields the formula
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(x1(−b,−a), x2(−b,−a)) = (−x2(a, b),−x1(a, b)). One concludes that α(ab) =
β(ab) = 2i sin(π

√
ab)√

ab
. The formula that we find is then

(x1, x2) =
2i sin(π

√
ab)√

ab
· (a, b).

We note that we have proven this formula under the mild restrictions that ab �= 0

and the difference of the eigenvalues of the matrix
(

0 a
b 0

)
is not an integer

�= 0. It can be verified that the formula holds for all a, b.

The map τ : (a, b) → 2i sin(π
√
ab)√

ab
· (a, b) is easily seen to be a surjective map

from C2 to itself. This demonstrates in this example the third statement made
in the introduction about Stokes matrices. This example will also play a role in
Chapter 12 where moduli of singular differential equations are studied. �

Remark 8.18 One can calculate the Stokes matrices of linear differential equa-
tions when one has explicit formulae for the solutions of these equations. Ex-
amples of this are given in [88], [207] and [208] �



Chapter 9

Stokes Matrices and
Meromorphic Classification

9.1 Introduction

We will denote the differential fields C({z}) and C((z)) by K and K̂. The
classification of differential modules over K̂, given in Chapter 3.2, associates
with a differential module M a triple Trip(M) = (V, {Vq}, γ). More precisely,
a Tannakian category Gr1 was defined, which has as objects the above triples.
The functor Trip : DiffK̂ → Gr1 from the category of the differential modules
over K̂ to the category of triples was shown to be an equivalence of Tannakian
categories.

In Chapter 8, this is extended by associating to a differential module M over
K a tuple Tup(M) = (V, {Vq}, γ, {Std}). We will introduce a Tannakian cat-
egory Gr2, whose objects are the above tuples. The main goal of this chapter
is to show that Tup : DiffK → Gr2 is an equivalence of Tannakian categories.
In other words, the tuples provide the classification of the differential modules
over K, i.e., the meromorphic classification. There are natural functors of Tan-
nakian categories DiffK → DiffK̂ , given by M �→ K̂ ⊗K M , and the forgetful
functor Gr2 → Gr1, given by (V, {Vq}, γ, {Std}) �→ (V, {Vq}, γ). The following
commutative diagram of functors and categories clarifies and summarizes the
main features of the “Stokes theory”.

DiffK
Tup→ Gr2

↓ ↓
DiffK̂

Trip→ Gr1

The description of the differential Galois group of a differential module over
K̂ (see Chapter 3.2) and of a differential module over K (see Chapter 8, The-

253
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orem 8.10) are easy consequences of this Tannakian description. The main
difficulty is to prove that every object (V, {Vq}, γ, {Std}) of Gr2 is isomorphic to
Tup(M) for some differential module M over K. In terms of matrix differential
equations this amounts to the following:

There is a quasi-split differential operator δ − B which has the
triple (V, {Vq}, γ). One wants to produce a matrix differential opera-
tor δ−A over K and a F̂ ∈ GLn(K̂) such that F̂−1(δ−B)F̂ = δ−B
and such that the Stokes maps associated to δ−A are the prescribed
{Std}. (See also the introduction of Chapter 8).

An important tool for the proof is the Stokes sheaf STS associated to δ−B.
This is a sheaf on the circle of directions S1, given by: STS(a, b) consists of
the invertible holomorphic matrices T , living on the sector (a, b), having the
identity matrix as asymptotic expansion and satisfying T (δ − B) = (δ − B)T .
The Stokes sheaf is a sheaf of, in general noncommutative, groups. A theorem
of Malgrange and Sibuya states that the cohomology set H1(S1, STS) classifies
the equivalence classes of the above pairs (δ−A, F̂ ). The final step in the proof
is a theorem of M. Loday-Richaud, which gives a natural bijection between the
set of all Stokes maps {Std} (with (V, {Vq}, γ) fixed) and the cohomology set
H1(S1, STS). Thus paper is rather close to a much earlier construction by
W. Jurkat [147].

We finish this chapter by giving the cohomology set H1(S1, STS) a natural
structure of an affine algebraic variety and by showing that this variety is iso-
morphic with the affine space AN

C , where N is the irregularity of the differential
operator M �→ δ(M)−BM +MB, acting upon matrices.

9.2 The Category Gr2

The objects of Gr2 are tuples (V, {Vq}, γV , {StV,d}) with:

(a) (V, {Vq}, γV ) as an object of Gr1.

(b) For every d ∈ R the element StV,d ∈ GL(V ) has the form id +
∑
Ai,j ,

whereAi,j denotes a linear map of the form V
projection→ Vqi

linear→ Vqj

inclusion→
V , and where the sum is taken over all pairs i, j such that d is a singular
direction for qi − qj .

(c) One requires that γ−1
V StV,dγV = StV,d+2π for all d ∈ R.

Remarks 9.1 We analyse the data {StV,d}. Let q1, . . . , qr denote the set of
q ∈ Q, such that Vq �= 0. If d is not a singular direction for any of the qi − qj ,
then StV,d = id. Using requirement (c), it suffices to consider the d ∈ R such
that 0 ≤ d < 2π and d is a singular direction for some qi − qj . Each Ai,j is
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given by a matrix with dimVqi ·dimVqj entries. Thus the data {StV,d} (for fixed
(V, {Vq}, γV )) can be described by a point in an affine space AN

C . One defines
the degree deg q of an element q ∈ Q to be λ if q = cz−λ+ lower order terms
(and of course c �= 0). By counting the number of singular directions in [0, 2π)
one arrives at the formula N =

∑
i,j deg(qi − qj) · dimVqi · dim Vqj .

Let M denote the quasi-split differential module over K which has the formal
triple (V, {Vq}, γV ). Then one easily calculates that the (quasi-split) differential
module Hom(M,M) has irregularity N . Or in terms of matrices: let δ − B
be the quasi-split matrix differential operator with formal triple (V, {Vq}, γV ).
Then the the differential operator, acting on matrices, T �→ δ(T )− BT + TB,
has irregularity N . �

We continue the description of the Tannakian category Gr2. A morphism
f : V = (V, {Vq}, γV , {StV,d}) → W = (W, {Wq}, γW , {StW,d}) is a C-linear
map f : V → W which preserves all data, i.e., f(Vq) ⊂ Wq, γW ◦ f =
f ◦ γV , StW,d ◦ f = f ◦ StV,d. The set of all morphisms between two ob-
jects is obviously a linear space over C. The tensor product of V and W is the
ordinary tensor product X := V ⊗CW with the data Xq =

∑
q1,q2, q1+q2=q Vq1⊗

Wq2 , γX = γV ⊗ γW , StX,d = StV,d ⊗ StW,d. The internal Hom(V ,W )
is the linear space X := HomC(V,W ) with the additional structure: Xq =∑
q1,q2, −q1+q2=q Hom(Vq1 ,Wq2), γX(h) = γW ◦ h ◦ γ−1

V , StX,d(h) = StW,d ◦
h ◦ StV,d (where h denotes any element of X). The unit element 1 is a 1-
dimensional vector space V with V = V0, γV = id, StV,d = id. The dual
V ∗ is defined as Hom(V ,1). The fibre functor Gr2 → VectC, is given by
(V, {Vq}, γV , {StV,d}) �→ V (where VectC denotes the category of the finite
dimensional vector spaces over C). It is easy to verify that the above data
define a neutral Tannakian category. The following lemma is an exercise (c.f.,
Appendix B).

Lemma 9.2 Let V = (V, {Vq}, γV , {StV,d}) be an object of Gr2 and let {{V }}
denote the Tannakian subcategory generated by V , i.e., the full subcategory of
Gr2 generated by all V ⊗· · ·⊗V ⊗V ∗⊗· · ·⊗V ∗. Then {{V }} is again a neutral
Tannakian category. Let G be the smallest algebraic subgroup of GL(V ) which
contains γV , the exponential torus and the StV,d. Then the restriction of the
above fibre functor to {{V }} yields an identification of this Tannakian category
with ReprG, i.e., the category of the (algebraic) representations of G on finite
dimensional vector spaces over C.

Lemma 9.3 Tup is a well defined functor between the Tannakian categories
DiffK and Gr2. The functor Tup is fully faithful.

Proof. The first statement follows from Remark 9.1, the unicity of the multi-
summation (for non singular directions) and the definitions of the Stokes maps.
The second statement means that the C-linear map

HomDiffK
(M1,M2)→ HomGr2(Tup(M1),Tup(M2))
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is a bijection. It suffices to prove this statement with M1 = 1 (this is the 1-
dimensional trivial differential module over K) and M2 = M (any differential
module over K). Indeed, HomDiffK (M1,M2) is isomorphic to HomDiffK (1,M∗1 ⊗
M2).

In considering this situation, one sees that HomDiffK (M1,M2) is equal to {m ∈
M | δ(m) = 0}. Let Tup(M) = (V, {Vq}, γV , {StV,d}). One has that
HomGr2(Tup(M1),Tup(M2)) is the set S consisting of the elements v ∈ V be-
longing to V0 and invariant under γV and all StV,d. The map {m ∈M | δ(m) =
0} → S is clearly injective. An element v ∈ S has its coordinates in K̂, since
it lies in V0 and is invariant under the formal monodromy γV . The multisums
of v in the non singular directions glue around z = 0 since v is invariant under
all the Stokes maps StV,d. It follows that the coordinates of v lie in K and thus
v ∈M and δ(v) = 0. �

Remark 9.4 Let M be a differential module over K and write V := Tup(M).
Let {{M}} denote the Tannakian subcategory of DiffK generated by M . Ac-
cording to Lemma 9.3 the Tannakian categories {{M}} and {{V }} are isomor-
phic. From Lemma 9.2 one draws the conclusion that the differential Galois
group of M is the smallest algebraic subgroup of GL(V ) containing the for-
mal monodromy, the exponential torus and the Stokes maps. Thus the above
provides a Tannakian proof of Theorem 8.10 of Chapter 8. �

9.3 The Cohomology Set H1(S1, STS)

We start by recalling the definition and some properties of the cohomology set
H1(X,G), where X is any topological space and G a sheaf of (not necessarily
commutative) groups on X (see [13], [101] and [119] for a fuller discussion). For
notational convenience we write G(∅) = {1}. Let U = {Ui}i∈I denote a covering
of X by open sets Ui. A 1-cocycle for G and U is an element g = {gi,j}i,j∈I ∈∏
G(Ui ∩ Uj) satisfying the conditions: gi,i = 1, gi,jgj,i = 1 and gi,jgj,kgk,i = 1

holds on Ui ∩ Uj ∩ Uk for all i, j, k.

We note that the last condition is empty if Ui ∩ Uj ∩ Uk = ∅. Moreover the
second condition follows from the first and the third condition by considering
i, j, k with k = i. In some situations it is convenient to fix a total order on
I and to define a 1-cocycle g to be an element of

∏
i<j G(Ui ∩ Uj) satisfying

gi,jgj,k = gi,k on Ui ∩ Uj ∩ Uk whenever i < j < k and Ui ∩ Uj ∩ Uk �= ∅.

Two 1-cocyles g and h are called equivalent if there are elements li ∈ G(Ui) such
that ligi,j l−1

j = hi,j holds for all i, j. The set of equivalence classes of 1-cocycles
(for G and U) is denoted by Ȟ1(U , G). This set has a distinguished point,
namely the (equivalence class of the) trivial 1-cocycle g with all gi,j = 1. For a
covering V which is finer than U , there is a natural map Ȟ1(U , G)→ Ȟ1(V , G).
This map does not depend on the way V is seen as a refinement of U . Moreover
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the map Ȟ1(U , G) → Ȟ1(V , G) turns out to be injective. The cohomology
set H1(X,G) is defined as the direct limit (in this case this is a union) of all
Ȟ1(U , G). The distinguished point of H1(X,G) will be denoted by 1. The map
Ȟ1(U , G) → H1(X,G) is bijective if H1(Ui, G) = 1 for each Ui ∈ U . This
is Leray’s theorem for the case of sheaves of (not necessarily abelian) groups.
These properties are stated and proved in [100] for the case of sheaves of abelian
groups (see also Appendix C). One easily sees that the proofs extend to the
case of sheaves of (not necessarily abelian) groups.

We apply this cohomology for the topological space S1 and various sheaves
of matrices. The first two examples are the sheaves GLn(A) and its subsheaf
GLn(A)0 consisting of the matrices which have the identity as asymptotic ex-
pansion. We now present the results of Malgrange and Sibuya (c.f., [13], [176],
[187], [190], [200], [262]). The cohomological formulation of the next theorem is
due to B. Malgrange.

Theorem 9.5 G. Birkhoff and Y. Sibuya
The natural map H1(S1,GLn(A)0)→ H1(S1,GLn(A)) has image {1}.

Proof. We only give a sketch of the proof. For detailed proof, we refer to [190]
and [13].

As in the proof of Proposition 7.24, one considers the most simple covering
U = (a1, b1) ∪ (a2, b2) with (a1, b1) ∩ (a2, b2) = (a2, b1), i.e., inequalities a1 <
a2 < b1 < b2 for the directions on S1 and U �= S1. A 1-cocycle for this
covering and the sheaf GLn(A)0 is just an element M ∈ GLn(A)0(a2, b1). We
will indicate a proof that the image of this 1-cocycle in H1(U,GLn(A)) is equal
to 1. More precisely, we will show that for small enough ε > 0 there are invertible
matrices M1,M2 with coefficients in A(a1, b1 − ε) and A(a2 + ε, b2) such that
M = M1M2. Let us call this the “multiplicative statement”. This statement
easily generalizes to a proof that the image of H1(S1,GL(n,A)0) in the set
H1(S1,GLn(A)) is the element 1. The “additive statement for matrices” is the
following. Given an n × n-matrix M with coefficients in A0(a2, b1), then there
are matrices Mi, i = 1, 2 with coefficients in A(ai, bi) such that M = M1 +M2.
This latter statement follows at once from Proposition 7.24.

The step from this additive statement to the multiplicative statement can be
performed in a similar manner as the proof of the classical Cartan’s lemma,
(see [120] p. 192-201). A quick (and slightly wrong) description of this method
is as follows. Write M as 1 + C where C has its entries in A0(a2, b1). Then
C = A1 + B1 where A1, B1 are small and have their entries in A(a1, b1) and
A(a2, b2). Since A1, B1 are small, I+A1 and I+B1 and we can define a matrix
C1 by the equation (1+A1)(1+C1)(1+B1) = (1+C). Then C1 has again entries
in A0(a2, b1) and C1 is “smaller than” C. The next step is a similar formula
(1 + A2)(1 + C1)(1 + B2) = 1 + C2. By induction one constructs An, BnCn
with equalities (1 + An)(1 + Cn)(1 + Bn) = 1 + Cn−1. Finally the products
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(1 + An) · · · (1 + A1) and (1 + B1) · · · (1 + Bn) converge to invertible matrices
M1 and M2 with entries A(a1, b1) and A(a2, b2) such that M = M1M2. We now
make this more precise.

As in the proof of Proposition 7.24, we consider a closed path γ1 consisting of
three parts: the line segment from 0 to (r+ ε)ei(a2+(1−1/2)ε), the circle segment
from (r + ε)ei(a2+(1−1/2)ε) to (r + ε)ei(b1−(1−1/2)ε) and the line segment from
(r + ε)ei(b1−(1−1/2)ε) to 0. This path is divided into halves γ+

1 and γ−1 . As
above we are given an element M = 1 + C where the matrix C has entries
in A0(a2, b1). We define the decomposition C = A1 + B1 by letting A1 be the
integral 1

2πi

∫
γ+
1

C(ζ)
ζ−z dζ and B1 be the integral with the same integrand and with

path γ−1 . We will see below how to select r small enough to ensure that A1 and
B1 are small and so 1 +A1 and 1 +B1 are invertible. The matrix C1 is defined
by the equality (1 +A1)(1 +C1)(1 +B1) = 1 +C. Clearly the entries of C1 are
sections of the sheaf A0 and live on a slightly smaller interval. In the next step
one has to replace the path γ1 by a path γ2 which is slightly smaller. One obtains
the path γ2 by replacing r+ε by r+ε/2, replacing a2+(1−1/2)ε by a2+(1−1/4)ε
and finally replacing b1 − (1 − 1/2)ε by b1 − (1 − 1/4)ε. The decomposition
C1 = A2 +B2 is given by integrating C1(ζ)

ζ−z dζ over the two halves γ+
2 and γ−2 of

γ2. The matrix C2 is defined by the equality (1+A2)(1+C2)(1+B2) = 1+C1.
By induction one defines sequences of paths γk and matrices Ak, Bk, Ck. Now
we indicate the estimates which lead to showing that the limit of the products
(1 + An) · · · (1 + A1) and (1 + B1) · · · (1 + Bn) converge to invertible matrices
M1 and M2 with entries A(a1, b1 − ε) and A(a2 + ε, b2). The required equality
M1M2 = M follows from the construction.

For a complex matrix M = (mi,j), we use the norm |M | := (
∑
|mi,j |2)1/2. We

recall the useful Lemma 5, page 196 of [120]:

There exists an absolute constant P such that for any matrices A
and B with |A|, |B| ≤ 1/2 and C defined by the equality (1 +A)(1 +
C)(1 +B) = (1 +A+B) one has |C| ≤ P |A| · |B|.

Adapted to our situation this yields |Ck(z)| ≤ P |Ak(z)| · |Bk(z)|. One chooses
r small enough so that one can apply the above inequalities and the supremum
of |Ak(z)|, |Bk(z), |Ck(z)| on the sets, given by the inequalities 0 < |z| ≤ r
and arguments in [a2 + ε, b2), (a1, b1 − ε] and [a2 + ε, b1 − ε], are bounded
by ρk for some ρ, 0 < ρ < 1. For the estimates leading to this one has in
particular to calculate the infimum of |1 − ζ

z | for ζ on the path of integration
and z in the bounded domain under consideration. Details can be copied and
adapted from the proof in [120] (for one complex variable and sectors replacing
the compact sets K,K ′,K ′′). Then the expressions (1 + An) · · · (1 + A1) and
(1+B1) · · · (1+Bn) converge uniformly to invertible matrices M1 and M2. The
entries of these matrices are holomorphic on the two sets given by 0 < |z| < r
and arguments in (a2 +ε, b2) and (a1, b1−ε) respectively. To see that the entries
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of the two matrices are sections of the sheaf A one has to adapt the estimates
given in the proof of Proposition 7.24. �

Remark 9.6 Theorem 9.5 remains valid when GLn is replaced by any con-
nected linear algebraic group G. The proof is then modified by replacing the
expression M = 1 + C by M = exp(C) with C in the Lie algebra of G. One
then makes the decomposition C = A1 −B + 1 in the lie algebra and considers
exp(A1) ·M · exp(−B1) = M1 and so on by induction. �

Let {Ui} be a covering of S1 consisting of proper open subsets. Any F̂ ∈
GLn(K̂) can be lifted to some element Fi ∈ GLn(A)(Ui) with asymptotic expan-
sion F̂ . This produces a 1-cocycle FiF−1

j for the sheaf GLn(A)0 and an element
ξ ∈ H1(S1,GLn(A)0). One sees at once that F̂ and F̂G, with G ∈ GLn(K),
produce the same element ξ in the cohomology set. This leads to the following
result.

Corollary 9.7 (B. Malgrange and Y. Sibuya.)
The natural map GLn(K̂)\GLn(K)→ H1(S1,GLn(A)0) is a bijection.

Proof. Let a 1-cocycle g = {gi,j} for the sheaf GLn(A)0 and the covering
{Ui} be given. By Theorem 9.5, there are elements Fi ∈ GLn(A)(Ui) with
gi,j = FiF

−1
j . The asymptotic expansion of all the Fi is the same F̂ ∈ GLn(K̂).

Thus g is equivalent to a 1-cocycle produced by F̂ and the map is surjective.
Suppose now that F̂ and F̂ Ĝ produce equivalent 1-cocycles. Liftings of F̂ and
Ĝ on the sector Ui are denoted by Fi and Gi. We are given that FiF−1

j =
Li(FiGiG−1

j F−1
j )L−1

j holds for certain elements Li ∈ GLn(A)0(Ui). Then
F−1
i LiFiGi is also a lift of Ĝ on the sector Ui. From F−1

i LiFiGi = F−1
j LjFjGj

for all i, j it follows that the lifts glue around z = 0 and thus Ĝ ∈ GLn(K). We
conclude that the map is injective. �

We return now to the situation explained in the introduction: A quasi-
split differential operator in matrix form δ − B, the associated Stokes sheaf
STS which is the subsheaf of GL(n,A)0 consisting of the sections satisfying
T (δ−B) = (δ−B)T , and the pairs (δ−A, F̂ ) satisfying F̂−1(δ−A)F̂ = δ−B
with F̂ ∈ GLn(K̂) and A has entries in K.

Two pairs (δ − A1, F̂1) and (δ − A2, F̂2) are called equivalent or cohomologous
if there is a G ∈ GLn(K) such that G(δ − A1)G−1 = δ − A2 and F̂2 = F̂1G.
Consider a pair (δ−A, F̂ ). By the Main Asymptotic Existence Theorem (The-
orem 7.10), there is an open covering {Ui} and lifts Fi of F̂ above Ui such that
F−1
i (δ−A)Fi = δ−B. The elements F−1

i Fj are sections of STS above Ui∩Uj .
In fact {F−1

i Fj} is a 1-cocycle for STS and its image in H1(S1, STS) depends
only on the equivalence class of the pair (δ −A, F̂ ).
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Corollary 9.8 (B. Malgrange and Y. Sibuya.)
The map described above is a bijection between the set of equivalence classes of
pairs (δ −A, F̂ ) and H1(S1, STS).

Proof. If the pairs (δ − Ai, F̂i) for i = 1, 2 define the same element in the
cohomology set, then they also define the same element in the cohomology set
H1(S1,GLn(A)0). According to Corollary 9.7 one has F̂2 = F̂1G for some
G ∈ GLn(K) and it follows that the pairs are equivalent. Therefore the map is
injective.

Consider a 1-cocycle ξ = {ξi,j} for the cohomology set H1(S1, STS). According
to Corollary 9.7 there is an F̂ ∈ GLn(K̂) and there are lifts Fi of F̂ on the
Ui such that ξi,j = F−1

i Fj . From ξi,j(δ − B) = (δ − B)ξi,j it follows that
Fj(δ − B)F−1

j = Fi(δ −B)F−1
i . Thus the Fi(δ − B)F−1

i glue around z = 0 to
a δ −A with entries in K. Moreover F̂−1(δ −A)F̂ = δ −B and the Fi are lifts
of F̂ . This proves that the map is also surjective. �

Remark 9.9 Corollary 9.8 and its proof are valid for any differential operator
δ −B over K, i.e., the property “quasi-split” of δ −B is not used in the proof.
�

9.4 Explicit 1-cocycles for H1(S1, STS)

This section is a variation on [176]. We will first state the main result. Let
δ − B be quasi-split and let STS denote the associated Stokes sheaf on S1.
The sheaf of the meromorphic solutions of (δ − B)y = 0 can be seen as a
locally constant sheaf of n-dimensional vector spaces on the circle S1. It is more
convenient to consider the universal covering pr : R → R/2πZ = S1 of the
circle and the sheaf pr∗STS on R. Let W denote the solution space of δ − B
with its decomposition Wq1 ⊕ · · · ⊕Wqr . Then W and the Wqi can be seen as
constant sheaves on R. Moreover pr∗STS can be identified with a subsheaf of
the constant sheaf GL(W ) on R. In more detail, pr∗STS(a, b) consists of the
linear maps of the form id +

∑
Ai,j , where Ai,j denotes a linear map of the

type W
projection→ Wqi

linear→ Wqj

inclusion→ W and where the sum is taken over all
pairs i, j such that the function e

�
(qi−qj)

dz
z has asymptotic expansion 0 on (a, b).

For each singular direction d we consider the subgroup pr∗STS∗d of the stalk
pr∗STSd consisting of the elements of the form id+

∑
Ai,j , where Ai,j denotes

a linear map of the type W
projection→ Wqi

linear→ Wqj

inclusion→ W and where the
sum is taken over all pairs i, j such that d is singular for qi − qj .

For a sector S ⊂ S1 one chooses a connected component S′ of pr−1(S) and
one can identify STS(S) with pr∗STS(S′). Similarly one can identify the stalk
STSd for d ∈ S1 with pr∗STSd′ where d′ is a point with pr(d′) = d. In
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particular, for a singular direction d ∈ S1 the subgroup STS∗d of the stalk
STSd is well defined. Let d0 < · · · < dm−1 < d0(+2π) = dm denote the
singular directions for all qi− qj (with the obvious periodic notation). Consider
the covering B = {Bi}i=0,...,m−1, Bi = (di−1 − ε, di + ε) with small enough
ε > 0. The set of 1-cocycles for the covering is clearly

∏
i=0,...,m−1 STS(Bi ∩

Bi+1) and contains
∏
i=0,...,m−1 STS

∗
di

. This allows us to define a map h :∏
i=0,...,m−1 STS

∗
di
→ Ȟ1(B, STS)→ H1(S1, STS). The main result is

Theorem 9.10 (M. Loday-Richaud [176])
The canonical map

h :
∏

i=0,...,m−1

STS∗di
→ Ȟ1(B, STS)→ H1(S1, STS) is a bijection.

Theorem 9.11 The functor Tup : DiffK → Gr2 is an equivalence of Tannakian
categories.

Proof. We will deduce this from Theorem 9.10. In fact only the statement
that h is injective will be needed, since the surjectivity of h will follow from
Corollary 9.8 and the construction of the Stokes matrices.

Let us first give a quick proof of the surjectivity of the map h. According to
Corollary 9.8 any element ξ of the cohomology set H1(S1, STS) can be rep-
resented by a pair (δ − A, F̂ ). For a direction d which is not singular for the
collection qi − qj , there is a multisum Sd(F̂ ). For d ∈ (di−1, di) this multisum
is independent of d and produces a multisum Fi of F̂ above the interval Bi.
The element F−1

i Fi+1 = Sd−i
(F̂ )−1Sd+i

(F̂ ) ∈ STS(Bi ∩ Bi+1) lies in the sub-

group STS∗di
of STS(Bi ∩ Bi+1). Thus {F−1

i Fi+1} can be seen as an element
of

∏
i=0,...,m−1 STS

∗
di

and has by construction image ξ under h. In other words
we have found a map h̃ : H1(S1, STS)→

∏
STS∗di

with h ◦ h̃ is the identity.

Now we start the proof of Theorem 9.11. Using the previous notations, it suffices
to produce a pair (δ −A, F̂ ) with F̂−1(δ −A)F̂ = δ −B and prescribed Stokes
maps at the singular directions d0, . . . , dm−1. We recall that the Stokes maps
Stdi are given in matrix form by Sd+i

(F̂ )EdiStdi = Sd−i
(F̂ )Edi , where E∗ is a

fundamental matrix for δ−B and S∗( ) denotes multisummation. Therefore we
have to produce a pair (δ − A, F̂ ) with prescribed Sd+i

(F̂ )−1Sd−i
(F̂ ) ∈ STS∗di

.

Assuming that h is injective, one has that h is the inverse of h̃ and the statement
is clear. �

Before we give the proof of Theorem 9.10, we introduce some terminology.
One defines the level or the degree of some qi−qj to be λ if qi−qj = ∗z−λ+terms
of lower order and with ∗ �= 0. If d is a singular direction for qi − qj then one
attaches to d the level λ. We recall that the differential operator L, acting upon
matrices, associated with our problem has the form L(M) = δ(M)−BM+MB.
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The eigenvalues of L are the qi − qj and the singular directions of L are the
singular directions for the {qi − qj}. A singular direction d for L can be a
singular direction for more than one qi − qj . In particular a singular direction
can have several levels.

Remark 9.12 On Theorem 9.10
1. Suppose that (a, b) is not contained in any interval (d− π

2k , d+ π
2k ), where d is

a singular direction with level k, then STS(a, b) = 1. Further H1((a, b), STS) =
{1} if (a, b) does not contain [d− π

2k , d+ π
2k ], where d is a singular direction with

level k. This follows easily from the similar properties of kernel of the above
operator L acting upon M(n × n,A0) (see Corollary 7.21). The link between
STS and L is given by STS(a, b) = 1 + ker(L,M(n× n,A0(a, b))).

2. The injectivity of h is not easily deduced from the material that we have
at this point. We will give a combinatorial proof of Theorem 9.10 like the one
given in [176] which only uses the structure of the sheaf STS and is independent
of the nonconstructive result of Malgrange and Sibuya, i.e., Corollary 9.8. The
ingredients for this proof are the various levels in the sheaf STS and a method
to change B into coverings adapted to those levels.

The given proof of Theorem 9.10 does not appeal to any result on multisumma-
tion. In [176], Theorem 9.10 is used to prove that an element F̂ ∈ GLn(K̂) such
that F̂−1(δ−A)F̂ = δ−B for a meromorphic A can be written in an essentially
unique way as a product of k�-summable factors, where the k� are the levels of
the associated {qi − qj}. So, yields, in particular, the multisummability of such
an F̂ .

3. In this setting, the proof will also be valid if one replaces W,Wqi by R ⊗C

W,R ⊗C Wqi for any C-algebra R (commutative and with a unit element).
In accordance the sheaf STS is replaced by the sheaf STSR which has sections
similar to the sheaf STS, but where Ai,j is build fromR-linear mapsR⊗CWqi →
R⊗C Wqj . �

9.4.1 One Level k

The assumption is that the collection {qi−qj} has only one level k, i.e., for i �= j
one has that qi − qj = ∗z−k+terms of lower order and ∗ �= 0. Our first concern
is to construct a covering of S1 adapted to this situation. The covering B of
Theorem 9.10 is such that there are no triple intersections. This is convenient
for the purpose of writing 1-cocycles. The inconvenience is that there are many
equivalent 1-cocycles. One replaces the covering B by a covering which does
have triple intersections but few possibilities for equivalent 1-cocycles. We will
do this in a systematic way.

Definition 9.13 An m-periodic covering of R is defined as a covering by dis-
tinct sets Ui = (ai, bi), i ∈ Z satisfying:
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1. ai ≤ ai+1, bi ≤ bi+1 and bi − ai < 2π for all i.

2. ai+m = ai + 2π and bi+m = bi + 2π for all i.

The images Ūi of the Ui under the map pr : R→ R/2πZ = S1, form a covering
of S1 which we will call a cyclic covering. For convenience we will only consider
m > 2. �

Lemma 9.14 Let G be any sheaf of groups on S1 and let U = {Ūi}i=0,...,m−1

be a cyclic covering of S1. Let C denote the set of 1-cocycles for G and U . Then
the map r : C →

∏m−1
i=0 G(Ūi ∩ Ūi+1), given by {gi,j} �→ {gi,i+1}, is a bijection.

Proof. One replaces S1 by its covering R, G by the sheaf pr∗G and C by the
pr∗C, the set of 1-cocycles for pr∗G and {Ui}. Suppose that we have shown
that the natural map r∗ : pr∗C →

∏
i pr
∗G(Ui ∩ Ui+1) is bijective. Then this

bijection induces a bijection between the m-period elements of pr∗C and the
m-period elements of

∏
i pr
∗G(Ui ∩ Ui+1). As a consequence r is bijective.

Let elements gi,i+1 ∈ pr∗G(Ui ∩ Ui+1) be given. It suffices to show that these
data extend in a unique way to a 1-cocycle for pr∗G. One observes that for
i < j − 1 one has Ui ∩ Uj = (Ui ∩ Ui+1) ∩ · · · ∩ (Uj−1 ∩ Uj). Now one defines
gi,j := gi,i+1 · · · gj−1,j . The rule gi,jgj,k = gi,k (for i < j < k) is rather obvious.
Thus {gi,j} is a 1-cocycle and clearly the unique one extending the data {gi,i+1}.
�

Proof of Theorem 9.10 The cyclic covering that we take here is U = {Ūi}
with Ui := (di−1− π

2k , di+
π
2k ). By Remark 9.12 one has STS(Ūi) = 1, STS(Ūi∩

Ūi+1) = STS∗di
and H1(Ūi, STS) = {1}. Thus Ȟ1(U , STS)→ H1(S1, STS) is

an isomorphism. The map from the 1-cocycles for U to Ȟ1(U , STS) is bijective.
By Lemma 9.14 the set of 1-cocycles is

∏
i=0,...,m−1 STS

∗
di

. Finally, the covering
B of the theorem refines the covering U and thus the theorem follows. �

In the proof of the induction step for the case of more levels, we will use the
following result.

Lemma 9.15 The elements ξ, η ∈
∏
i=0,...,m−1 STS

∗
di

are seen as 1-cocycles
for the covering B. Suppose that there are elements Fi ∈ STS(Bi) such that
ξi = FiηiF

−1
i+1 holds for all i. Then ξ = η and all Fi = 1.

Proof. We have just shown that ξ = η. In proving that all Fi = 1 we will work
on R with the sheaf pr∗STS and the m-periodic covering. The first observation
is that if Fi0 = 1 holds for some i0 then also Fi0+1 = 1 and Fi0−1 = 1. Thus all
Fi = 1. In the sequel we will suppose that all Fi �= 1 and derive a contradiction.

The section Fi has a maximal interval of definition of the form: (dα(i)− π
2k , dβ(i)+

π
2k ), because of the special nature of the sheaf STS. If α(i) < β(i) it would
follow that Fi = 1, since the interval has then length > π

k . Thus β(i) ≤ α(i).
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The equality Fi = ξiFi+1ξ
−1
i implies that Fi also exists above the interval

(di− π
2k , di +

π
2k )∩ (dα(i+1)− π

2k , dβ(i+1) + π
2k ). Therefore dβ(i) + π

2k ≥ min(di +
π
2k , dβ(i+1) + π

2k ). Thus min(i, β(i+ 1)) ≤ β(i).

From Fi+1 = ξ−1
i Fiξi it follows that Fi+1 is also defined above the interval (di−

π
2k , di+

π
2k )∩(dα(i)− π

2k , dβ(i)+ π
2k ). Thus dα(i+1)− π

2k ≤ max(di− π
2k , dα(i)− π

2k ).
Therefore α(i+ 1) ≤ max(i, α(i)).

We continue with the inequalities min(i, β(i + 1)) ≤ β(i). By m-periodicity,
e.g., β(i + m) = β(i) + 2π, we conclude that for some i0 one has β(i0 + 1) >
β(i0). Hence i0 ≤ β(i0). The inequality min(i0 − 1, β(i0)) ≤ β(i0 − 1) implies
i0 − 1 ≤ β(i0 − 1). Therefore i ≤ β(i) holds for all i ≤ i0 and by m-periodicity
this inequality holds for all i ∈ Z. We then also have that i ≤ α(i) holds for all
i, since β(i) ≤ α(i). From α(i+ 1) ≤ max(i, α(i)) one concludes α(i+ 1) ≤ α(i)
for all i. Then also α(i+m) ≤ α(i). But this contradicts α(i+m) = α(i) + 2π.
�

9.4.2 Two Levels k1 < k2

A choice of the covering U . As always one assumes that 1/2 < k1. Let
U = {Ūi} be the cyclic covering of S1 derived from the m-periodic covering
{(di−1 − π

2k2
− ε(i− 1), di + π

2k2
+ ε(i))}, where ε(i) = 0 if di has k2 as level and

ε(i) is positive and small if the only level of di is k1.

One sees that Ūi does not contain [d− π
2k , d+ π

2k ] for any singular point d which
has a level k2. Further Ūi can be contained in some (d − π

2k1
, d + π

2k1
) with d

singular with level k1. However Ūi cannot be contained in some (d− π
2k2

, d+ π
2k2

)
with d singular with a level k2. From Remark 9.12 and the nonabelian version
of Theorem C.26, it follows that Ȟ1(U , STS)→ H1(S1, STS) is a bijection.

A decomposition of the sheaf STS. For k ∈ {k1, k2} one defines the subsheaf
of groups STS(k) of STS by STS(k) contains only sections of the type id +∑
Ai,j where the level of qi− qj is k. Let i1 < i2 < i3 be such that qi1 − qi2 and

qi2 − qi3 have level k, then qi1 − qi3 has level ≤ k. This shows that STS(k1) is
a subsheaf of groups. Further STS(k2) consists of the sections T of GLn(A)0

(satisfying T (δ−B) = (δ−B)T ) and such that T − 1 has coordinates in A0
1/k2

.
This implies that STS(k2) is a subsheaf of groups and moreover STS(k2)(a, b) is
a normal subgroup of STS(a, b). The subgroup STS(k1)(a, b) maps bijectively
to STS(a, b)/STS(k2)(a, b). We conclude that

Lemma 9.16 STS(a, b) is a semi-direct product of the normal subgroup
STS(k2)(a, b) and the subgroup STS(k1)(a, b).

Proof of the surjectivity of h.
By Lemma 9.14 the map h :

∏
i=0,...,m−1 STS

∗
di
→ Ȟ1(B, STS)→ H1(S1, STS)



EXPLICIT 1-COCYCLES FOR H1(S1, STS) 265

factors over Ȟ1(U , STS) and moreover Ȟ1(U , STS) → H1(S1, STS) is a bi-
jection. Therefore it suffices to prove that the map

∏
i=0,...,m−1 STS

∗
di
→

Ȟ1(U , STS) is bijective. Consider a 1-cocycle ξ = {ξi} for U and STS. Each
ξi can (uniquely) be written as ξi(k2)ξi(k1) with ξi(k2), ξi(k1) sections of the
sheaves STS(k2) and STS(k1). The collection {ξi(k1)} can be considered as a
1-cocycle for STS(k1) and the covering U . This 1-cocycle does, in general, not
satisfy ξi(k1) ∈ STS(k1)∗di

. We will replace {ξi(k1)} by an equivalent 1-cocycle
which has this property.

For the sheaf STS(k1) we consider the singular directions e0 < e1 < · · · < es−1.
These are the elements in {d0, . . . , dm−1} which have a level k1. Furthermore we
consider the cyclic covering V of S1, corresponding with the s-periodic covering
{(ei−1 − π

2k1
, ei + π

2k1
)} of R. The covering U is finer than V . For each Ui

we choose the inclusion Ui ⊂ Vj , where ej−1 ≤ di−1 < ej . Let η = {ηj} be
a 1-cocycle for STS(k1) and V , satisfying ηj ∈ STS(k1)∗ej

and which has the
same image in H1(S1, STS(k1)) as the 1-cocycle {ξi(k1)}. The 1-cocycle η is
transported to a 1-cocycle η̃ for STS(k1) and U . One sees that η̃i ∈ STS(k1)∗di

holds for all i. Furthermore there are elements Fi ∈ STS(k1)(Ūi) such that
Fiξi(k1)F−1

i+1 = η̃i for all i.

Consider now the 1-cocycle {FiξiF−1
i+1}, which is equivalent to ξ. One has

FiξiF
−1
i+1 = Fiξi(k2)F−1

i η̃i. Now Fiξi(k2)F−1
i lies in STS(k2)(Ūi ∩ Ūi+1). The

only possible singular direction d with a level k2 such that Ūi ∩ Ūi+1 ⊂ (d −
π

2k2
, d + π

2k2
) is d = di. Hence Fiξi(k2)F−1

i ∈ STS(k2)∗di
. We conclude that

FiξiF
−1
i+1 ∈ STS∗di

and thus the surjectivity has been proven. �

Proof of the injectivity of h.
Since the covering B of the theorem refines U , we need to show that∏
i=0,...,m−1 STS

∗
di
→ Ȟ1(U , STS) is injective. As before, an element ξ = {ξi}

of the left hand side is decomposed as ξi = ξi(k2)ξi(k1), where ξi(k2) and ξi(k1)
are elements of the groups STS(k2)∗di

and STS(k1)∗di
. For another element η in

the set on the left hand side we use a similar notation. Suppose that ξ and η are
equivalent. Then there are elements Fi ∈ STS(Ūi) = STS(k1)(Ūi) such that
ξi(k2)ξi(k1) = Fiηi(k2)ηi(k1)F−1

i+1 = Fiηi(k2)F−1
i Fiηi(k1)F−1

i+1. It follows that
ξi(k2) = Fiηi(k2)F−1

i+1 and ξi(k1) = Fiηi(k1)F−1
i+1. From the latter equalities and

Lemma 9.15 we conclude that ξi(k1) = ηi(k1) and all Fi = 1. �

9.4.3 The General Case

In the general case with levels k1 < k2 < · · · < ks (and 1/2 < k1) the sheaf
STS is a semi-direct product of the sheaf of normal subgroups STS(ks), which
contains only sections with level ks, and the sheaf of subgroups STS(≤ ks−1),
which contains only levels ≤ ks−1. The cyclic covering U , is associated with the
m-periodic covering of R given by Ui = (di−1 − π

2ks
− ε(i− 1), di + π

2ks
+ ε(i)),

where ε(i) = 0 if di contains a level ks and otherwise ε(i) > 0 and small enough.
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The surjectivity of the map h (with the covering B replaced by U) is proved as
follows. Decompose a general 1-cocycle ξ = {ξi} as ξi = ξi(ks)ξi(≤ ks−1). By
induction, there are elements Fi ∈ STS(≤ ks)(Ūi) such that all ηi := Fiξi(≤
ks−1)F−1

i+1 lie in STS(≤ ks−1)∗di
. Then FiξiF−1

i+1 = Fiξi(ks)F−1
i ηi. If a singular

direction d, which has a level ks, satisfies Ūi ∩ Ūi+1 ⊂ (d − π
2ks

, d + π
2ks

) then
d = di. This implies Fiξi(ks)F−1

i ∈ STS(ks)∗di
and ends the proof.

The injectivity of h is also proved by induction with respect to the number of
levels involved. The reasoning is rather involved and we will make the case
of three levels k1 < k2 < k3 explicit. The arguments for more than three
levels are similar.The sheaf STS has subsheaves of normal subgroups STS(k3)

and STS(≥ k2) (using only sections with level k3 or with levels k2 and k3).
There is a subsheaf of groups STS(k1) consisting of the sections which only
use level k1. The sheaf STS(≥ k2) has a subsheaf of groups STS(k2) of the
sections which only use level k2. Further STS is a semi-direct product of STS(≥
k2) and STS(k1). Also STS(≥ k2) is a semi-direct product of STS(k3) and
STS(k2). Finally every section F of STS can uniquely be written as a product
F (k3)F (k2)F (k1) of sections for the sheaves STS(ki).

One considers two elements ξ, η ∈
∏
i=0,...,m−1 STS

∗
di

and sections Fi of the
sheaf STS(Ūi) = STS(≤ k2)(Ūi) such that ξi = FiηiF

−1
i+1 holds. Then

ξi(k3)ξi(k2)ξi(k1) = Fiηi(k3)ηi(k2)ηi(k1)F−1
i+1. Working modulo the normal sub-

groups STS(k3) one finds ξi(k2)ξi(k1) = Fiηi(k2)ηi(k1)F−1
i+1. This is a situation

with two levels and we have proved that then ξi(k2) = ηi(k2), ξi(k1) = ηi(k1).
From the equalities ξi(k2)ξi(k1) = Fiξi(k2)ξi(k1)F−1

i+1, we want to deduce that
all Fi = 1. The latter statement would end the proof.

Working modulo the normal subgroups STS(k2) and using Lemma 9.15 one
obtains that all Fi are sections of STS(k2). The above equalities hold for the
covering U corresponding to the intervals (di−1 − π

2k3
− ε(i− 1), di+ π

2k3
+ ε(i)).

Since the singular directions d which have only level k3 play no role here, one
may change U into the cyclic covering corresponding with the periodic covering
(ei−1 − π

2k3
− ε(i− 1), ei + π

2k3
+ ε(i)), where the ei are the singular directions

having a level in {k1, k2}. The above equalities remain the same. Now one has
to adapt the proof of Lemma 9.15 for this situation. If some Fi0 happens to be
1, then all Fi = 1. One considers the possibility that Fi �= 1 for all i. Then Fi
has a maximal interval of definition of the form (eα(i) − π

2k2
, eβ(i) + π

2k2
). Using

the above equalities one arrives at a contradiction.

Remark 9.17 In [176], Theorem 9.10 is proved directly from the Main Asymp-
totic Existence Theorem without appeal to results on multisummation. In
that paper this result is used to prove that an element F̂ ∈ GLn(K̂) with
F̂−1(δ − B)F̂ = B for some quasi-split B can be written as the product of kl-
summable factors, where the kl are the levels of the associated {qi − qj} and so
yields the multisummability of such an F̂ . These results were achieved before
the publication of [197].
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Furthermore, combining Theorem 9.10 with Corollary 9.8, one sees that there is
a natural bijection b from “{(δ − A, F̂ )} modulo equivalence” to

∏m−1
i=0 STS∗di

.
This makes the set “{(δ−A, F̂)} modulo equivalence” explicit. Using multisum-
mation, one concludes that b associates to (δ − A, F̂ ) the elements
{EdiStdiE

−1
di
|i = 1, . . . ,m − 1} or equivalently, the set of Stokes matrices

{Stdi|i = 1, . . . ,m− 1}, since the Edi are known. �

9.5 H1(S1, STS) as an Algebraic Variety

The idea is to convert this cohomology set into a covariant functor F from the
category of the C-algebras (always commutative and with a unit element) to
the category of sets. For a C-algebra R one considers the free R-module WR :=
R⊗CW and the sheaf of groups STSR on S1, defined by its pull back pr∗STSR
on R, which is given by pr∗STSR(a, b) are the R-linear automorphisms of WR

of the form id+
∑
Ai,j , where Ai,j denotes a linear map of the type WR

projection→
(Wi)R

linear→ (Wj)R
inclusion→ WR and where the sum is taken over all pairs i, j

such that e
�

(qi−qj) dz
z has asymptotic expansion 0 on (a, b). In a similar way one

defines the subgroup (STSR)∗d of the stalk (STSR)d. The functor is given by
F(R) = H1(S1, STSR). Theorem 9.10 and its proof remain valid in this new
situation and provides a functorial isomorphism

∏
d singular(STSR)∗d → F(R). It

follows that this functor is representable (see Definition B.18) and is represented
by the affine space AN

C , which describes all the possible Stokes matrices.

In [13], the following local moduli problem is studied:

Fix a quasi-split differential operator δ−B and consider pairs (δ−A, F̂ ) where
A has entries in K, F̂ ∈ GLn(K̂) and F̂−1(δ −A)F̂ = δ −B.

Corollary 9.8 states that the set E of equivalence classes of pairs can be identified
with the cohomology set H1(S1, STS). We just proved that this cohomology
set has a natural structure as the affine space. Also in [13] the cohomology set
is given the structure of an algebraic variety over C. It can be seen that the
two structures coincide.

The bijection E → H1(S1, STS) induces an algebraic structure on E of the
same type. However E with this structure is not a fine moduli space for the
local moduli problem (see [227]). We will return to the problem of families of
differential equations and moduli spaces of differential equations.
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Chapter 10

Universal Picard-Vessiot
Rings and Galois Groups

10.1 Introduction

Let K denote any differential field such that its field of constants C = {a ∈
K| a′ = 0} is algebraically closed, has characteristic 0 and is different from
K. The neutral Tannakian category DiffK of differential modules over K is
equivalent to the category ReprH of all finite dimensional representations (over
C) of some affine group scheme H over C (see Appendices B.2 and B.3 for the
definition and properties). Let C be a full subcategory of DiffK which is closed
under all operations of linear algebra, i.e., kernels, cokernels, direct sums, tensor
products. Then C is also a neutral Tannakian category and equivalent to ReprG
for some affine group scheme G.

Consider a differential module M over K and let C denote the full subcate-
gory of DiffK , whose objects are subquotients of direct sums of modules of the
form M ⊗ · · · ⊗M ⊗M∗ ⊗ · · · ⊗M∗. This category is equivalent to ReprG,
where G is the differential Galois group of M . In this special case there is also
a Picard-Vessiot ring RM and G consists of the K-linear automorphisms of RM
which commute with the differentiation on M (see also Theorem 2.33).

This special case generalizes to arbitrary C as above. We define a universal
Picard-Vessiot ring UnivR for C as follows:

1. UnivR is a K-algebra and there is given a differentiation r �→ r′ which
extends the differentiation on K.

2. The only differential ideals of UnivR are {0} and UnivR.

3. For every differential equation y′ = Ay belonging to C there is a funda-
mental matrix F with coefficients in UnivR.

269
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4. R is generated, as K-algebra, by the entries of the fundamental matrices
F and det(F )−1 for all equations in C.

It can be shown that UnivR exists and is unique up to K-linear differential
isomorphism. Moreover UnivR has no zero divisors and the constant field of its
field of fractions is again C. We shall call this field of fractions the universal
Picard-Vessiot field of C and denote it by UnivF. Further one easily sees that
UnivR is the direct limit lim→ RM , taken over all differential modules M in C.
Finally, the affine group scheme G such that C is equivalent with ReprG, can be
seen to be the group of the K-linear automorphisms of UnivR which commute
with the differentiation of UnivR. We will call UnivG the universal differential
Galois group of C. The way the group UnivG of automorphism of UnivR is
considered as affine group scheme over C will now be made more explicit.

For every commutative C-algebra A one considers the A ⊗C K-algebra
A ⊗C UnivR. The differentiation of UnivR extends to a unique A-linear dif-
ferentiation on A⊗C UnivR. Now one introduces a functor F from the category
of the commutative C-algebras to the category of all groups by defining F(A)
to be the group of the A ⊗C K-linear automorphisms of A ⊗C UnivR which
commute with the differentiation of A⊗C UnivR. It can be seen that this func-
tor is representable and according to Appendix B.2, F defines an affine group
scheme. The group UnivG above is this affine group scheme.

The theme of this chapter is to present examples of differential fields K and
subcategories C (with the above conditions) of DiffK such that both the universal
Picard-Vessiot ring and the differential Galois group of C are explicit. One may
compare this with the following problem for ordinary Galois theory: Produce
examples of a field F and a collection C of finite Galois extensions of F such
that the compositum F̃ of all fields in C and the (infinite) Galois group of F̃ /F
are both explicit. For example, If F = Q and C is the collection of all abelian
extensions of Q, then the Galois group of F̃ /F is the projective limit of the
groups of of the invertible elements (Z/nZ)∗ of Z/nZ. Other known examples
are:

(a) F is a local field and F̃ is the separable algebraic closure of F .
(b) F is a global field and C is the collection of all abelian extensions of F .
See, for example, [62] and [260].

10.2 Regular Singular Differential Equations

The differential field will be K̂ = C((z)), the field of the formal Laurent series.
The category C will be the full subcategory of Diff �K whose objects are the
regular singular differential modules over K̂. We recall from Section 3.1.1 that
a differential module M is regular singular if there is a C[[z]]-lattice Λ ⊂ M
which is invariant under the operator z · ∂M . It has been shown that a regular
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singular differential module has a basis such that the corresponding matrix
differential equation has the form d

dz y = B
z y with B a constant matrix. The

symbols UnivRregsing and UnivGregsing denote the universal Picard-Vessiot ring
and the universal differential Galois group of C.

Proposition 10.1

1. C is equivalent to the neutral Tannakian category ReprZ and UnivGregsing

is isomorphic to the algebraic hull of Z.

2. The universal Picard-Vessiot ring UnivRregsing is equal to K̂[{za}a∈C, �].

3. UnivGregsing = Spec(B) and the Hopf algebra B is given by:

(a) B equals C[{s(a)}a∈C, t] where the only relations between the gener-
ators {s(a)}a∈C, t are s(a+ b) = s(a) · s(b) for all a, b ∈ C.

(b) The comultiplication ∆ on B is given by the formulas: ∆(s(a)) =
s(a)⊗ s(a) and ∆(t) = (t⊗ 1) + (1 ⊗ t).

Proof. We note that the K̂-algebra UnivRregsing := K̂[{za}a∈C, �] is defined
by the relations: za+b = za · zb for all a, b ∈ C and for any a ∈ Z the symbol
za is equal to za as element of K̂. The differentiation in UnivRregsing is given
by d

dzz
a = aza−1 and d

dz � = z−1. From the fact that every regular singular
differential module can be represented by a matrix differential equation y′ = B

z y,
with B a constant matrix, one easily deduces that UnivRregsing is indeed the
universal Picard-Vessiot ring of C. This proves 2. The formal monodromy γ
is defined as the K̂-linear automorphism of UnivRregsing given by the formulas
γ(za) = e2πiaza and γ� = �+ 2πi. Clearly γ ∈ UnivGregsing .

The solution space VM of a regular singular differential module M is the space
VM = ker(∂M ,UnivRregsing ⊗ �K M). The action of γ on Rregsing induces a
C-linear action γM on VM . One associates to M above the pair (VM , γM ). The
latter is an object of ReprZ. It is easily verified that one obtains in this way
an equivalence C → ReprZ of Tannakian categories. According to part B of the
appendix, UnivGregsing is isomorphic to the algebraic hull of Z.

For the last part of the proposition one considers a commutative C-algebra
A and one has to investigate the group F(A) of the A ⊗C K̂-automorphisms
σ of A ⊗C UnivRregsing which commute with the differentiation on A ⊗C

UnivRregsing . For any a ∈ C one has σza = h(a) · za with h(a) ∈ A∗. Further h
is seen to be a group homomorphism h : C/Z→ A∗. There is a c ∈ A such that
σ� = � + c. On the other hand, any choice of a homomorphism h and a c ∈ A
define a unique σ ∈ F(A). Therefore one can identify F(A) with HomC(B,A),
the set of the C-algebra homomorphisms from B to A. This set has a group
structure induced by ∆. It is obvious that the group structures on F(A) and
HomC(B,A) coincide. �
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10.3 Formal Differential Equations

Again K̂ = C((z)). For convenience one considers the differentiation δ := z d
dz

on K̂. Differential equations (or differential modules) over K̂ are called formal
differential equations.

Theorem 10.2 Consider the neutral Tannakian category Diff �K .

1. The universal Picard-Vessiot ring is
UnivRformal := K̂[{za}a∈C, �, {e(q)}q∈Q], (see Section 3.2).

2. The differential Galois group UnivGformal of Diff �K has the following
structure:
There is a split exact sequence of affine group schemes

1→ Hom(Q,C∗)→ UnivGformal → UnivGregsing → 1.

The affine group scheme Hom(Q,C∗) is called the exponential torus. The
formal monodromy γ ∈ UnivRregsing acts on Q in an obvious way. This
induces an action of γ on the exponential torus. The latter coincides with
the action by conjugation of γ on the exponential torus. The action, by
conjugation, of UnivGregsing on the exponential torus is deduced from the
fact that UnivGregsing is the algebraic hull of the group 〈γ〉 ∼= Z.

Proof. The first part has been proved in Section 3.2. The morphism
UnivGformal → UnivGregsing is derived from the inclusion UnivRregsing ⊂
UnivRformal. One associates to the automorphism σ ∈ UnivGformal its restric-
tion to UnivRregsing . Any automorphism τ ∈ UnivGregsing of UnivRregsing is
extended to the automorphism σ of UnivRformal by putting σe(q) = e(q) for all
q ∈ Q. This provides the morphism UnivGregsing → UnivGformal. An element
σ in the kernel of UnivGformal → UnivGregsing acts on UnivRformal by fixing
each za and � and by σe(q) = h(q) · e(q) where h : Q → C∗ is a homomor-
phism. This yields the identification of this kernel with the affine group scheme
Hom(Q,C∗). Finally, the algebraic closure of K̂ is contained in UnivRregsing
and in particular γ acts on the algebraic closure of K̂ by sending each zλ (with
λ ∈ Q) to e2πiλzλ. There is an induced action on Q, considered as a subset of
the algebraic closure of K̂. A straightforward calculation proves the rest of the
theorem. �

10.4 Meromorphic Differential Equations

The differential field is K = C({z}), the field of the convergent Laurent series
over C. On both fields K and K̂ = C((z)) we will use the differentiation
δ = z d

dz . In this section we will treat the most interesting example and describe
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the universal Picard-Vessiot ring UnivRconv and the universal differential Galois
group UnivGconv for the category DiffK of all differential modules over K.
Differential modules over K, or their associated matrix differential equations
over K, are called meromorphic differential equations. In this section we present
a complete proof of the description of UnivGconv given in the inspiring paper
[202].

Our first claim that there is a more or less explicit expression for the universal
Picard-Vessiot ring UnivRconv of DiffK . For this purpose we define a K-algebra
D with K ⊂ D ⊂ K̂ as follows: f ∈ K̂ belongs to D if and only if f satisfies some
linear scalar differential equation f (n)+an−1f

(n−1) + · · ·+a1f
(1) +a0f = 0 with

all coefficients ai ∈ K. This condition on f can be restated as follows: f belongs
to D if and only the K-linear subspace of K̂ generated by all the derivatives
of f is finite dimensional. It follows easily that D is an algebra over K stable
under differentiation. The following example shows that D is not a field.

Example 10.3 The differential equation y(2) = z−3y (here we have used the
ordinary differentiation d

dz ) has a solution f =
∑

n≥2 anz
n ∈ K̂ given by a2 = 1

and an+1 = n(n − 1)an for n ≥ 2. Clearly f is a divergent power series and
by definition f ∈ D. Suppose that also f−1 ∈ D. Then also u := f ′

f lies in D
and there is a finite dimensional K-vector space W with K ⊂ W ⊂ K̂ which
is invariant under differentiation and contains u. We note that u′ + u2 = z−3

and consequently u2 ∈ W . Suppose that un ∈ W . Then (un)′ = nun−1u′ =
nun−1(−u2 +z−3) ∈ W and thus un+1 ∈ W . Since all the powers of u belong to
W the element u must be algebraic over K. It is known that K is algebraically
closed in K̂ and thus u ∈ K. The element u can be written as 2

z + b0 + b1z+ · · ·
and since f ′ = uf one finds f = z2 · exp(b0z + b1

z2

2 + · · · ). The latter is a
convergent power series and we have obtained a contradiction. We note that D
can be seen as the linear differential closure of K into K̂. It seems difficult to
make the K-algebra D really explicit. (See Exercise 1.39 for a general approach
to functions f such f and 1/f both satisfy linear differential equations). �

Lemma 10.4 The universal Picard-Vessiot ring for the category of all mero-
morphic differential equations is UnivRconv := D[{za}a∈C, �, {e(q)}q∈Q].

Proof. The algebra UnivRformal contains UnivRconv and UnivRconv is gen-
erated, as a K-algebra, by the entries of F and det(F )−1 of all fundamental
matrices F of meromorphic equations. The entries of a fundamental matrix are
expressions in za, �, e(q) and formal Laurent series. The formal Laurent series
that occur satisfy some linear scalar differential equation over K. From this the
lemma follows. �

The universal differential Galois group for DiffK is denoted by UnivGconv.
The inclusion UnivRconv ⊂ UnivRformal induces an injective morphism of affine
group schemes UnivGformal → UnivGconv. One can also define a morphism
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UnivGconv → UnivGformal of affine group schemes. In order to do this correctly
we replace UnivGconv and UnivGformal by their functors Gconv and Gformal from
the category of the commutative C-algebras to the category of groups. Let A be
a commutative C-algebra. One defines Gconv(A)→ Gformal(A) by sending any
automorphism σ ∈ Gconv(A) to τ ∈ Gformal(A) defined by the formula τ(g) =
σ(g) for g = za, �, e(q). The group homomorphism Gformal(A) → Gconv(A) is
defined by sending τ to its restriction σ on the subring A ⊗C UnivRconv of
A⊗C UnivRformal. The functor N is defined by letting N (A) be the kernel of
the surjective group homomorphism Gconv(A) → Gformal(A). In other words,
N (A) consists of the automorphisms σ ∈ Gconv(A) satisfying σ(g) = g for
g = za, �, e(q). It can be seen that N is representable and thus defines an affine
group scheme N . Thus we have shown:

Lemma 10.5 There is a split exact sequence of affine group schemes

1→ N → UnivGconv → UnivGformal → 1.

The above lemma reduces the description of the structure of UnivGconv to
a description of N and the action of UnivGformal on N . In the sequel we will
study the structure of the Lie algebra Lie(N) of N . We are working with affine
group schemes G, which are not linear algebraic groups, and consequently have
to be somewhat careful about their Lie algebras Lie(G).

Definition 10.6 A pro-Lie algebra L over C is the projective limit lim← Lj of
finite-dimensional Lie algebras. �

Clearly L has the structure of Lie algebra. We have to introduce a topology on
L in order to find the “correct” finite dimensional representations of L. This
can be done as follows. An ideal I ⊂ L will be called closed if I contains
∩j∈F ker (L→ Lj) for some finite set of indices F .

Definition 10.7 A representation of a pro-Lie algebra L on a finite dimensional
vector space W over C will be a homomorphism of complex Lie algebras L →
End(W ) such that its kernel is a closed ideal. �

For an affine group scheme G, which is the projective limit lim← Gj of linear

algebraic groups Gj , one defines Lie(G) as the pro-Lie algebra lim← Lie(Gj).
Suppose that G is connected, then we claim that any finite dimensional complex
representation of G yields a finite dimensional representation of Lie(G). Indeed,
this statement is known for linear algebraic groups over C. Thus Lie(Gj) and
Gj have the same finite dimensional complex representations. Since every finite
dimensional complex representation of G or of the pro-Lie algebra Lie(G) factors
over some Gj or some Lie(Gj), the claim follows.

Now we return to the pro-Lie algebra Lie(N). The identification of the affine
group scheme N with a group of automorphisms of UnivRconv leads to the
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identification of Lie(N) with the complex Lie algebra of the K-linear derivations
D : UnivRconv → UnivRconv, commuting with the differentiation on UnivRconv
and satisfying D(g) = 0 for g = za, �, e(q). A derivation D ∈ Lie(N) is therefore
determined by its restriction to D ⊂ UnivRconv. One can show that an ideal I
in Lie(N) is closed if and only if there are finitely many elements f1, . . . fs ∈ D
such that I ⊃ {D ∈ Lie(N)| D(f1) = · · · = D(fs) = 0}.

We search now for elements in N and Lie(N). For any direction d ∈ R and
any meromorphic differential module M one has defined in Section 8.3 an el-
ement Std acting on the solution space VM of M . In fact Std is a K-linear
automorphism of the Picard-Vessiot ring RM of M , commuting with the dif-
ferentiation on RM . The functoriality of the multisummation implies that Std
depends functorially on M and induces an automorphism of the direct limit
UnivRconv of all Picard-Vessiot rings RM . By construction Std leaves za, �, e(q)
invariant and therefore Std lies in N . The action of Std on any solution space
VM is unipotent. The Picard-Vessiot ring RM is as a K-algebra generated by
the coordinates of the solution space VM = ker(∂,RM ⊗M) in RM . It follows
that every finite subset of RM lies in a finite dimensional K-vector space, in-
variant under Std and such that the action of Std is unipotent. The same holds
for the action of Std on UnivRconv. We refer to this property by saying: Std
acts locally unipotent on Rconv.

The above property of Std implies that ∆d := logStd is a well defined K-
linear map UnivRconv → UnivRconv. Clearly ∆d is a derivation on UnivRconv,
belongs to Lie(N) and is locally nilpotent. The algebra UnivRconv has a di-
rect sum decomposition UnivRconv = ⊕q∈QUnivRconv, q where UnivRconv, q :=
D[{za}a∈C, �]e(q). This allows us to decompose ∆d : D → UnivRconv as direct
sum

∑
q∈Q∆d,q by the formula ∆d(f) =

∑
q∈Q∆d,q(f) and where ∆d,q(f) ∈

UnivRconv, q for each q ∈ Q. We note that ∆d,q = 0 if d is not a singular
direction for q. The map ∆d,q : D → UnivRconv has a unique extension to an
element in Lie(N).

Definition 10.8 The elements {∆d,q| d singular direction for q} are called alien
derivations. �

We note that the above construction and the term alien derivation are due to
J. Écalle [92]. This concept is the main ingredient for his theory of resurgence.

The group UnivGformal ⊂ UnivGconv acts on Lie(N) by conjugation. For
a homomorphism h : Q → C∗ one writes τh for the element of this group
is defined by the properties that τh leaves za, and � invariant and τe(q) =
h(q) · e(q). Let γ denote, as before, the formal monodromy. According to the
structure of UnivGformal described in Chapter 3, it suffices to know the action
by conjugation of the τh and γ on Lie(N). For the elements ∆d,q one has the
explicit formulas:

(a) γ∆d,qγ
−1 = ∆d−2π,γ(q).
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(b) τh∆d,qτ
−1
h = h(q) ·∆d,q.

Consider the set S := {∆d,q| d ∈ R, q ∈ Q, d singular for q}. We would like
to state that S generates the Lie algebra Lie(N) and that these elements are
independent. This is close to being correct. The fact that the ∆d,q act locally
nilpotent on UnivRconv however complicates the final statement. In order to
be more precise we have to go through some general constructions with Lie
algebras.

A Construction with Free Lie Algebras

We recall some classical constructions, see [143], Ch. V.4. Let S be any set. Let
W denote a vector space over C with basis S. By W⊗m we denote the m-fold
tensor product W ⊗C · · · ⊗C W (note that this is not the symmetric tensor
product). Then F{S} := C⊕

∑⊕
m≥1W

⊗m is the free associative algebra on the
set S. It comes equipped with a map i : S → F{S}. The universal property of
(i, F{S}) reads:

For any associative C-algebra B and any map φ : S → B there is a
unique C-algebra homomorphism φ′ : F{S} → B with φ′ ◦ i = φ.

The algebra F{S} is also a Lie algebra with respect to the Lie brackets [ , ]
defined by [A,B] = AB − BA. The free Lie algebra on the set S is denoted by
Lie{S} and is defined as the Lie subalgebra of F{S} generated by W ⊂ F{S}.
This Lie algebra is equipped with an obvious map i : S → Lie{S} and the pair
(i,Lie{S}) has the following universal property:

For any complex Lie algebra L and any map φ : S → L there is
a unique homomorphism φ′ : Lie{S} → L of complex Lie algebras
such that φ′ ◦ i = φ.

Further for any associative complex algebra B and any homomorphism ψ :
Lie{S} → B of complex Lie algebras (where B is given its canonical structure
as complex Lie algebra) there a unique homomorphism ψ′ : F{S} → B of
complex algebras such that the restriction of ψ′ to Lie{S} coincides with ψ.

Consider now a finite dimensional complex vector space W and an action of
Lie{S} on W . This amounts to a homomorphism of complex Lie algebras ψ :
Lie{S} → End(W ) or to a C-algebra homomorphism ψ′ : F{S} → End(W ).
Here we are only interested in those ψ such that:

(1) ψ(s) = ψ′(s) is nilpotent for all s ∈ S.
(2) there are only finitely many s ∈ S with ψ(s) �= 0.

For any ψ satisfying (1) and (2) one considers the ideal kerψ in the Lie algebra
Lie{S} and its quotient Lie algebra Lie{S}/ker ψ. One defines now a sort of
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completion L̂ie{S} of Lie{S} as the projective limit of the Lie{S}/ker ψ, taken
over all ψ satisfying (1) and (2).

Lemma 10.9 Let W be a finite dimensional complex vector space and let
N1, . . . , Ns denote nilpotent elements of End(W ). Then the Lie algebra L gener-
ated by N1, . . . , Ns is algebraic, i.e., it is the Lie algebra of a connected algebraic
subgroup of GL(W ).

Proof. Let N ∈ End(W ) be a nilpotent map and suppose N �= 0. Then the
map t ∈ Ga,C �→ exp(tN) ∈ GL(W ) is a morphism of algebraic groups. Its
image is an algebraic subgroup H of GL(W ), isomorphic to Ga,C. The Lie
algebra of H is equal to CN .

Let G1, . . . , Gs be the algebraic subgroups of GL(W ), each one isomorphic
to Ga,C, with Lie algebras CN1, . . . ,CNs. The algebraic group G generated
by G1, . . . , Gs is equal to H1 · H2 · · · · · Hm for some m and some choice for
H1, . . . , Hm ∈ {G1, . . . , Gs} ([141], Proposition 7.5). Then G is connected and
from this representation one concludes that the Lie algebra of G is the Lie
algebra generated by N1, . . . , Ns. �

We apply the lemma to the Lie algebra Lψ := Lie{S}/ker ψ, considered above.
By definition this is a Lie algebra in End(W ) generated by finitely many nilpo-
tent elements. Let Gψ denote the connected algebraic group with Lie(Gψ) = Lψ.
The connected linear algebraic groups Gψ form a projective system. We will
denote the corresponding projective limit by M . The pro-Lie algebra L̂ie{S} is
clearly the pro-Lie algebra of M .

In the sequel S will be the collection of all alien derivations S := {∆d,q| d ∈
R, q ∈ Q, d is singular for q}. The action of UnivGformal on the set of the
alien derivations induces an action on L̂ie{S} and an action on the affine group
scheme M . The affine variety M × UnivGformal is made into an affine group
scheme by the formula (m1, g1) · (m2, g2) = (m1 · g1m2g

−1
1 , g1g2) for the com-

position. The precise interpretation of this formula is obtained by replacing M
and UnivGformal by their corresponding functorsM and Gformal and define for
every commutative C-algebra A the group structure onM(A)×Gformal(A) by
the above formula, where g1m2g

−1
1 stands for the known action of UnivGformal

on M . The result is an affine group scheme which is a semi-direct product
M � UnivGformal. We can now formulate the description of J. Martinet and
J.-P. Ramis for the structure of UnivGconv and Lie(N), namely

Theorem 10.10 The affine group scheme M�UnivGformal is canonically iso-
morphic to UnivGconv. In particular N is isomorphic to M and therefore N is
connected. Let S denote again the set of all alien derivations {∆d,q| d ∈ R, q ∈
Q, d is singular for q}. Then there exists an isomorphism of complex pro-Lie
algebra ψ : L̂ie{S} → Lie(N) which respects the UnivGformal-action on both
pro-Lie algebras.
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Proof. By definition, the Tannakian categories DiffK and ReprUnivGconv
are

equivalent. According to Section 9.2 the Tannakian categories DiffK and Gr2 are
also equivalent. Now we consider the Tannakian category ReprM�UnivGformal

.
An object of this category is a finite dimensional complex vector space W pro-
vided with an action of M � UnivGformal. The action of UnivGformal on W
gives W the structure of an object of Gr1, namely a direct sum decomposition
W = ⊕q∈QWq and the action of the formal monodromy γ on W has image
γW ∈ GL(W ) satisfying the required properties. The additional action of M on
W translates into an action of its pro-Lie algebra L̂ie{S} on W . According to
the definition of this pro-Lie algebra the latter translates into a set of nilpotent
elements {∆W,d,q} ⊂ End(W ), where ∆W,d,q denotes the action of ∆d,q on W .
By definition there are only finitely many non-zero ∆W,d,q and every ∆W,d,q is
nilpotent. Using the structure of the semi-direct product M �UnivGformal and
in particular the action of UnivGformal on L̂ie{S} one finds the properties:

(a) γW∆W,d,qγ
−1
W = ∆W,d−2π,γ(q) and

(b) ∆W,d,q is a C-linear map which maps each summand Wq′ of W
to Wq+q′ .

Define now ∆W,d := ⊕q∈Q∆W,d,q. This is easily seen to be a nilpotent map. De-
fine StW,d := exp(∆W,d). Then it is obvious that the resulting tuple
(W, {Wq}, γW , {StW,d}) is an object of Gr2. The converse, i.e., every object
of Gr2 induces a representation of M � UnivGformal, is also true. The con-
clusion is that the Tannakian categories ReprM�UnivGformal

and Gr2 are equiv-
alent. Then the Tannakian categories ReprM�UnivGformal

and ReprUnivGconv

are equivalent and the affine group schemes M � UnivGformal and UnivGconv

are isomorphic. If one follows the equivalences between the above Tannakian
categories then one obtains an isomorphism φ of affine group schemes M �
UnivGformal → UnivGconv which induces the identity from UnivGformal to
UnivGconv/N ∼= UnivGformal. Therefore φ induces an isomorphism M → N
and the rest of the theorem is then obvious. �

Remarks 10.11
(1) Let W be a finite dimensional complex representation of UnivGconv. Then
the image of N ⊂ UnivGconv in GL(W ) contains all Std operating on W . As
in the above proof, W can be seen as an object of the category Gr2. One can
build examples such that the smallest algebraic subgroup of GL(W ) contain-
ing all Std is not a normal subgroup of the differential Galois group, i.e., the
image of UnivGconv → GL(W ). The above theorem implies that the smallest
normal algebraic subgroup of GL(W ) containing all the Std is the image of
N → GL(W ).

(2) Theorem 10.10 can be seen as a differential analogue of a conjecture of
I.R. Shafarevich concerning the Galois group Gal(Q/Q). Let Q(µ∞) denote
the maximal cyclotomic extension of Q. Further S denotes an explicitly given
countable subset of the Galois group Gal(Q/Q(µ∞). The conjecture states that
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the above Galois group is a profinite completion F̂ of the free non-abelian group
F on S. This profinite completion F̂ is defined as the projective limit of the
F/H , where H runs in the set of the normal subgroups of finite index of G such
that H contains a co-finite subset of S. �
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Chapter 11

Inverse Problems

11.1 Introduction

In this chapter we continue the investigation of Chapter 10 concerning the dif-
ferential Galois theory for special classes of differential modules. Recall that
K is a differential field such that its field of constants C = {a ∈ K| a′ = 0}
has characteristic 0, is algebraically closed and different from K. Further C
is a full subcategory of the category DiffK of all differential modules over K,
which is closed under all operations of linear algebra, i.e., kernels, cokernels,
direct sums and tensor products. Then C is a neutral Tannakian category and
thus isomorphic to ReprG for some affine group scheme G over C. The inverse
problem of differential Galois theory for the category C asks for a description of
the linear algebraic groups H which occur as a differential Galois group of some
object in C. We note that H occurs as a differential Galois group if and only
if there exists a surjective morphism G → H of affine group schemes over C.
The very few examples where an explicit description of G is known are treated
in Chapter 10. In the present chapter we investigate the, a priori, easier inverse
problem for certain categories C. This is a reworked version of [229].

It is interesting to compare this with Abhyankar’s conjecture [1] and its solution.
The simplest form of this conjecture concerns the projective line P1

k = A1
k∪{∞}

over an algebraically closed field k of characteristic p > 0. A covering of P1
k,

unramified outside ∞, is a finite morphism f : X → P1
k of projective non-

singular curves such that f is unramified at every point x ∈ X with f(x) �=∞.
The covering f is called a Galois covering if the group H of the automorphisms
h : X → X with f ◦ h = f has the property that X/H is isomorphic to P1

k.
If moreover X is irreducible then one calls f : X → P1

k a (connected) Galois
cover. Abhyankar’s conjecture states that a finite group H is the Galois group
of a Galois cover of P1

k unramified outside ∞ if and only if H = p(H) where
p(H) is the subgroup of H generated by its elements of order a power of p. We

281
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note in passing that p(H) is also the subgroup of H generated by all its p-Sylow
subgroups.

This conjecture has been proved by M. Raynaud [243] (and in greater generality
by Harbater [121]). The collection of all coverings of P1

k, unramified outside∞,
is easily seen to be a Galois category (see Appendix B). In particular, there
exists a profinite group G, such that this category is isomorphic to PermG. A
finite group H is the Galois group of a Galois cover of P1

k, unramified outside
∞, if and only if there exists a surjective continuous homomorphism of groups
G→ H . No explicit description of the profinite group G is known although the
collection of its finite continuous images is given by Raynaud’s theorem. We
will return to Abhyankar’s conjecture in Section 11.6 for a closer look at the
analogy with the inverse problem for differential equations.

Examples 11.1 Some easy cases for the inverse problem.
1. Let C denote the category of the regular singular differential modules over
the differential field C((z)). Corollary 3.32 states that the Galois group of
such a module is the Zariski closure of a subgroup generated by one element.
Conversely, given a constant n × n matrix D, let C be an n × n constant
matrix satisfying D = e2πiC . Theorem 5.1 implies that the local monodromy of
z∂zY = CY is given by D and that this coincides with the formal monodromy.
Therefore, we can conclude that a linear algebraic group G is a differential
Galois group for an object in C if and only if G is topologically generated by one
element (i.e., there exists a subgroup H of G generated by one element which
is dense in G for the Zariski topology). This also follows from the results of
Section 10.2.

2. Let X be a compact Riemann surface of genus g and S ⊂ X a finite set
of cardinality s. The differential field K is the field of meromorphic functions
on X . Let q ∈ X be a point and t a local parameter at q. Then the field of
the locally defined meromorphic functions Kq at q is isomorphic to C({t}). One
calls a differential module M over K regular or regular singular at q if M⊗KKq

is regular or regular singular (over Kq). Now one defines the full subcategory C
of DiffK whose objects are the differential modules M over K which are regular
for every q �∈ S and regular singular (or regular) at the points q ∈ S. The
answer to the inverse problem is:

Let π1(X \ S) denote the fundamental group of X \ S. A linear algebraic group
G is a differential Galois group for the category C if and only if there exists a
homomorphism π1(X \S)→ G such that its image is dense in G for the Zariski
topology. In particular if s ≥ 1 then G is a differential group for C if and only
if G is topologically generated by at most 2g + s − 1 elements (i.e., there is a
Zariski dense subgroup H of G generated by at most 2g + s− 1 elements).

The proof goes as follows. The solution of the weak form of the Riemann-Hilbert
Problem (Theorem 6.15) extends to the present situation. Thus an object M of
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C corresponds to a representation ρ : π1(X \ S) → GL(V ), where V is a finite
dimensional vector space over C. The Zariski closure of the image of ρ coincides
with the differential Galois group of M . Indeed, Theorem 5.8 and its proof are
valid in this more general situation. Finally, the fundamental group of X \ S is
known to be the free group on 2g + s− 1 elements, if s ≥ 1. �

Although the universal differential Galois group has been determined for
DiffK and the differential fields K = C((z)) and K = C({z}), it is not at
all evident how to characterize the linear algebraic groups which are factors of
this universal differential Galois group. Theorems 11.2 and 11.13 give such a
characterization. In this chapter we shall assume a greater familiarity with the
theory of linear algebraic groups and Lie algebras. Besides the specific references
given below, general references are [45], [141] and [279].

11.2 The Inverse Problem for C((z))

Theorem 11.2 A linear algebraic group G over C is a differential Galois group
of a differential module over C((z)) if and only if G contains a normal subgroup
T such that T is a torus and G/T is topologically generated by one element.

Proof. In Section 3.2 we introduced a category Gr1 of triples which is equiv-
alent to the Tannakian category DiffC((z)). If the differential module M corre-
sponds to the triple (V, {Vq}, γV ), then, according to Corollary 3.32, the differen-
tial Galois group G of M is the smallest algebraic subgroup of GL(V ) containing
the exponential torus T and the formal monodromy γV . The exponential torus
T is a normal subgroup of G and G/T is topologically generated by the image
of γV . This proves one direction of the theorem.

For the proof of the other direction, we fix an embedding of G into GL(V )
for some finite dimensional C-vector space (in other words V is a faithful G-
module). The action of T on V is given by distinct characters χ1, . . . , χs of
T and a decomposition V = ⊕si=1Vχi such that for every t ∈ T , every i and
every v ∈ Vχi one has tv = χi(t) · v. Let A ∈ G map to a topological generator
of G/T . Then A permutes the vector spaces Vχi . Indeed, for t ∈ T and v ∈
Vχi one has tAv = A(A−1tA)v = χi(A−1tA)Av. Define the character χj by
χj(t) = χi(A−1tA). Then AVχi = Vχj . The proof will be finished if we can find
a triple (V, {Vq}, γV ) in Gr1 such that V = Vq1 ⊕ · · · ⊕Vqs with Vqi = Vχi for all
i = 1, . . . , s and A = γV . This will be shown in the next lemma. �

We will write Aχi = χj . Recall that Q = ∪m≥1z
−1/mC[z−1/m] carries an

action of γ given by γzλ = e2πiλzλ.

Lemma 11.3 There are elements q1, . . . , qs ∈ Q such that

1. if Aχi = χj then γ(qi) = qj.
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2. if n1χ1 + · · · + nsχs = 0 (here with additive notation for characters) for
some n1, . . . , ns ∈ Z, then n1q1 + · · ·+ nsqs = 0.

Furthermore if N ≥ 1 is an integer, then there exists q1, . . . , qs satisfying 1. and
2. and such that for any i �= j the degrees of qi − qj in z−1 are ≥ N .

Proof. Conditions 1. and 2. can be translated into: the Z-module Zχ1 + · · ·+
Zχs can be embedded into Q such that the action of A is compatible with the
action of γ on Q. Let Q ⊂ C denote the algebraic closure of Q.

Consider M := Q ⊗ (Zχ1 + · · · + Zχs) ⊃ Zχ1 + · · · + Zχs with the induced
A action. Since a power of A acts as the identity on M we may decompose
M = ⊕ζjMζj , where ζj runs over a finite set of roots of unity and A acts on Mζj

as multiplication by ζj . Furthermore, Q = ⊕λ∈Q, λ<0Czλ and γ acts on Czλ as
multiplication by e2πiλ. Define λj ∈ Q, λj < 0 by e2πiλj = ζj and λj is maximal.
Choose for every j an embedding of Q-vector spaces Mζj ⊂ zλjz−NC[z−1].
Then the resulting embedding M ⊂ Q has the required properties. Moreover,
any non-zero element of M is mapped to an element of degree ≥ N in the
variable z−1. �

Remark 11.4 In Proposition 20 of [163], Kovacic characterizes (in a different
way) those connected solvable groups that appear as differential Galois groups
over C((z)). In this case, one can show that the two characterizations coincide.
We note that the differential Galois group for a Picard-Vessiot extension of
C((z)) is always solvable although not always connected. �

11.3 Some Topics on Linear Algebraic Groups

For the formulations of the solution of some inverse problem by J.-P. Ramis,
C. Mitschi and M.F. Singer we will need constructions with linear algebraic
groups which are not standard. Let C be an algebraically closed field of char-
acteristic zero.

Definition 11.5 The groups L(G) and V (G) = G/L(G).
Let G be a linear algebraic group over C. The subgroup L(G) of G is defined
as the group generated by all (maximal) tori lying in G. The group V (G) is
defined to be G/L(G). �

It is clear that L(G) is a normal subgroup of G, contained in the connected
component of the identity Go of G. According to the Proposition and its Corol-
lary of Chapter 7.5 of [141] (or Proposition 7.5 and Theorem 7.6 of [45]) L(G)
is a (connected) algebraic subgroup of G. The factor group V (G) := G/L(G) is
again a linear algebraic group.
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Let G be a connected linear algebraic group over C. The unipotent radical
of G is denoted by Ru. Let P ⊂ G be a Levi factor, i.e., a closed subgroup
such that G is the semi-direct product of Ru and P (see [141], p 184). The
group Ru/(Ru, Ru), where (Ru, Ru) is the (closed) commutator subgroup, is a
commutative unipotent group and so isomorphic to Gn

a(C) = Cn. The group P
acts onRu by conjugation and this induces an action on Ru/(Ru, Ru). Therefore
we may write Ru/(Ru, Ru) = Un1

1 ⊕ · · · ⊕ Uns
s , where each Ui is an irreducible

P -module. For notational convenience, we suppose that U1 is the trivial 1-
dimensional P -module and n1 ≥ 0. Since P is reductive, one can write P = T ·H ,
where T is a torus and H is a semi-simple group. Define mi := ni if the action
of H on Ui is trivial and mi := ni + 1 if the action of H on Ui is not trivial.
Define N = 0 if H is trivial and N = 1 otherwise.

Definition 11.6 The defect and the excess of a linear algebraic group.
The defect d(G) is defined to be n1 and the excess e(G) is defined as
max(N,m2, . . . ,ms). �

Since two Levi factors are conjugate, these numbers do not depend on the choice
of P . The results of Ramis are stated in terms of the group V (G) whereas
the results of Mitschi-Singer are stated in terms of the defect and excess of a
connected linear algebraic group. We wish to explain the connection between
V (G) and the defect. We start with the following lemma.

Lemma 11.7 If G is a connected linear algebraic group defined over C, then
d(G) = dimC Ru/(G,Ru).

Proof. We note that Ru/(G,Ru) is a commutative unipotent group and so
can be identified with a vector space over C. As in the definition of defect,
we let P be a Levi factor and write Ru/(Ru, Ru) = Un1

1 ⊕ . . . ⊕ Uns
s where

each Ui is an irreducible P -module and U1 is the trivial one dimensional P -
module. Since (Ru, Ru) ⊂ (G,Ru) we have a canonical surjective homomor-
phism π : Ru/(Ru, Ru) → Ru/(G,Ru). We shall show that the kernel of this
homomorphism is Un2

2 ⊕ . . .⊕ Uns
s and so d(G) = n1 = dim Ru/(G,Ru).

First note that the kernel of π is (G,Ru)/(Ru, Ru) and that this latter group
is (P,Ru)/(Ru, Ru). To see this second statement note that for g ∈ G we may
write g = pu, p ∈ P, u ∈ Ru. For any w ∈ Ru, gwg−1w−1 = puwu−1p−1w−1 =
p(uwu−1)p−1(uw−1u−1)(uwu−1w−1). This has the following consequence
(G,Ru)/(Ru, Ru) ⊂ (P,Ru)/(Ru, Ru). The reverse inclusion is clear.

Next we will show that (P,Ru)/(Ru, Ru) = Un2
2 ⊕ . . .⊕Uns

s . We write this latter
group additively and note that the group (P,Ru)/(Ru, Ru) is the subgroup
of Un1

1 ⊕ . . . ⊕ Uns
s generated by the elements pvp−1 − v where p ∈ P, v ∈

Un1
1 ⊕. . .⊕Uns

s . Since the action of P on U1 via conjugation is trivial, we see that
any element pvp−1− v as above must lie in Un2

2 ⊕ . . .⊕Uns
s . Furthermore, note

that for each i, the image of the map P ×Ui → Ui given by (p, u) �→ pup−1− u
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generates a P -invariant subspace of Ui. For i ≥ 2, this image is nontrivial so,
since Ui is an irreducible P -module, we have that the image generates all of Ui.
This implies that the elements pvp−1 − v, where p ∈ P, v ∈ Un1

1 ⊕ . . . ⊕ Uns
s ,

generate all of Un2
2 ⊕ . . .⊕ Uns

s and completes the proof. �

We now introduce the normal subgroup (Ru, Go) of G generated by the com-
mutators {aba−1b−1| a ∈ Ru, b ∈ Go} and the semi direct product S(G) =
Ru/(Ru, Go) �G/Go of Ru/(Ru, Go) and G/Go, with respect to the action (by
conjugation) of G/Go on Ru/(Ru, Go) (see [209]).

Proposition 11.8 (Ramis [234])
Let (V (G)o, V (G)o) denote the normal subgroup of V (G) generated by the com-
mutators {aba−1b−1| a, b ∈ V (G)o}. There is an isomorphism of linear algebraic
groups S(G)→ V (G)/(V (G)o, V (G)o).

Proof. (1) We start by proving that a reductive group M has the property
L(M) = Mo. We recall that in characteristic 0, a linear algebraic group is
reductive if and only if any finite dimensional representation is completely re-
ducible (see the Appendix of [32]). It follows at once that N := M/L(M) is also
reductive. Thus the unipotent radical of N is trivial. By construction No has
a trivial maximal torus and is therefore unipotent and equal to the unipotent
radical of N . Thus No = 1. Since L(M) is connected, the statement follows.

(2) Let G be a connected linear algebraic group and Ru its unipotent radical.
As noted above G is the semi-direct product Ru � M , where M is a Levi-
factor. We note that a maximal torus of M is also a maximal torus of G.
Let τ1 : G = Ru � M → V (G) := G/L(G) denote the canonical map. Since
L(M) = M , the kernel of τ1 is the smallest normal subgroup of G containing
M . The kernel of the natural map τ2 : G = Ru �M → V (G)/(V (G), V (G)) is
the smallest normal subgroup containing M and (G,G). This is the same as the
smallest normal subgroup containing M and (Ru, G), since G = Ru ·M . Thus
the map τ2 induces an isomorphism Ru/(Ru, G)→ V (G)/(V (G), V (G)).

(3) Let G be any linear algebraic group. We consider V (G) := G/L(G) and
S′(G) := V (G)/(V (G)o, V (G)o). The component of the identity S′(G)o is easily
identified with S′(Go) and according to (2) isomorphic to the unipotent group
Ru/(Ru, Go). Further S′(G)/S′(G)o is canonically isomorphic to G/Go. Using
that S′(G)o is unipotent, one can construct a left inverse for the surjective
homomorphism S′(G)→ G/Go (see Lemma 11.10.1). Thus S′(G) is isomorphic
to the semi-direct product of Ru/(Go, Ru) and G/Go, given by the action of
G/Go on Ru/(Ru, Go), defined by conjugation. Therefore S(G) and S′(G) are
isomorphic. �

To finish the proof of Proposition 11.8 (and show the connection between
the defect of G and V (G) in Corollary 11.11), we need to prove Lemma 11.10
below. We first prove an auxiliary lemma. Recall that a group G is divisible if
for any g ∈ G and n ∈ N− {0}, there is an h ∈ G such that hn = g.
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Lemma 11.9 Let H be a linear algebraic group such that Ho is abelian, divisible
and has a finite number of elements of any given finite order. Then H contains
a finite subgroup H̃ such that H = H̃Ho.

Proof. We follow the presentation of this fact given in [302], Lemma 10.10. Let
t1, . . . , ts be coset representatives of H/Ho. For any g ∈ H we have that tig =
tiσai for some ai ∈ Ho and permutation σ. Let H̃ = {g ∈ H | a1a2 · . . . ·as = 1}.
One can check that H̃ is a group and that the map φ : g �→ σ that associates each
g ∈ H̃ to the σ described above maps H̃ homomorphically into the symmetric
group Ss. If g ∈ H̃ and φ(g) = id then ai = g for all i and so g ∈ Ho and
of finite order s. Therefore the kernel of φ is a subset of the set of elements of
order at most s in Ho. Therefore the kernel of φ is finite and so H̃ is finite.

To finish the proof we will show that H = H̃Ho. The inclusion H̃Ho ⊂ H is
clear so it is enough to show that for any g ∈ H there is a go ∈ Ho such that
gg−1
o ∈ H̃ . Let tig = tiσai and let go ∈ Ho such that gso = a1 · . . . · as. Such

an element exists because Ho is divisible. We then have that tigg−1
o = tiσaig

−1
o

and a1g
−1
o a2g

−1
o · . . . · asg−1

o = a1 · . . . · asg−no = 1 so gg−1
o ∈ H̃ . �

Lemma 11.10 Let H be a linear algebraic group such that Ho is unipotent.
Then

1. H is isomorphic to a semi-direct product of Ho and H/Ho.

2. H and H/(Ho, Ho) have the same minimal number of topological (for the
Zariski topology) generators.

Proof. 1. Define the closed normal subgroups Ho
k of H by Ho

0 = Ho and
Ho
k+1 = (Ho, Ho

k) for k ≥ 0. Since Ho is a unipotent group Ho
k = {1} for large

k. Let l(H) denote the smallest integer m ≥ 0 such that Ho
k = {1} for all m > k.

We shall proceed by induction on l(H). The induction hypothesis implies that
H contains a subgroup H ′ such that H ′/Ho

k is finite and H = H ′Ho. The group
Ho
k is abelian, connected and unipotent. Since the base field is assumed to be

of characteristic zero, a unipotent matrix other than the identity cannot be of
finite order. Therefore, for any nonnegative integer s the map g �→ gs from Ho

k

to itself must be an isomorphism. This implies that Ho
k is divisible and has

no elements of finite order other than the identity. Lemma 11.9 implies that
H ′ = H̃Ho

k for some finite group H̃ and so H = H̃Ho. Since Ho is unipotent,
we have that H̃ ∩Ho is trivial and the conclusion follows.

2. It suffices to show the following:

Let a1, . . . , an ∈ H be such that their images in H/(Ho, Ho) are
topological generators, then a1, . . . , an are topological generators of
H itself.
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We will prove the above statement by induction on l(H). The cases l(H) = 0, 1
are trivial. Suppose l(H) = n > 1 and let M denote the closed subgroup of
H generated by a1, . . . , an. The induction hypotheses implies that the natural
homomorphism M → H/Ho

n is surjective. It suffices to show that M ⊃ Ho
n.

Take a ∈ Ho, b ∈ Ho
n−1 and consider the element aba−1b−1 ∈ Ho

n. One can
write a = m1A, b = m2B with m1,m2 ∈ M and A,B ∈ Ho

n. Since Ho
n

lies in the center of Ho, one has aba−1b−1 = m1Am2BA
−1m−1

1 B−1m−1
2 =

m1m2m
−1
1 m−1

2 ∈M . �

Corollary 11.11 The linear algebraic groups S(G), V (G) := G/L(G) and
V (G)/(V (G)o, V (G)o) have the same minimal number of topological generators
(for the Zariski topology). Moreover, for connected linear algebraic groups, the
defect d(G) of Definition 11.6, coincides with the minimal number of topological
generators of G/L(G).

Remark 11.12 Lemma 11.10.1 can be partially generalized to arbitrary linear
algebraic groups. The result (due to Platanov; see [302], Lemma 10.10) is: If C
is an algebraically closed field and G is a linear algebraic group defined over C,
then G = HGo for some finite subgroup H of G.

To prove this, let B be a Borel subgroup of Go (see Chapter VIII of [141]) and
N be the normalizer of B. We claim that G = NGo. Let g ∈ G. Since all Borel
subgroups ofGo are conjugate there exists an h ∈ Go such that gBg−1 = hBh−1.
Therefore h−1g ∈ N and so G ⊂ NGo. The reverse inclusion is clear.

It is therefore enough to prove the theorem forN and so we may assume thatG is
a group whose identity component is solvable. We therefore have a composition
series Go = Gm ⊃ Gm−1 ⊃ . . . ⊃ G1 ⊃ Go = {e} where each Gi/Gi−1 is
isomorphic to Ga(C) or Gm(C). By induction on m we may assume that there
is a subgroup K of G such that K/G1 is finite and G = KGo. This allows us
to assume that Go is itself isomorphic to Ga(C) or Gm(C). One now applies
Lemma 11.9.

Platonov’s Theorem, combined with Jordan’s Theorem, can also be used to
prove Proposition 4.18 (see [302], Theorem 3.6 and Corollary 10.11). �

11.4 The Local Theorem

In this section we give a proof of Ramis’s solution of the inverse problem for
DiffK with K = C({z}) (c.f., [234, 240, 241].

Theorem 11.13 (J.-P. Ramis) The local theorem.
A linear algebraic group G is a differential Galois group over the field C({z}) if
and only if G/L(G) is topologically (for the Zariski topology) generated by one
element.
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The proof of the “only if” part is more or less obvious. Suppose that G is
the differential Galois group of some differential module M over C({z}). The
differential Galois theory implies, see 1.34 part 2. and 2.34 (3), that G/L(G)
is also the differential Galois group of some differential module N over C({z}).
The differential Galois group of C((z)) ⊗ N , and in particular its exponential
torus, is a subgroup of G/L(G). Since G/L(G) has a trivial maximal torus,
Corollary 3.32 implies that N is regular singular and so its Galois group of
C((z))⊗N is generated by the formal monodromy. This element corresponds to
the topological monodromy in the Galois group of N so G/L(G) is topologically
generated by the topological monodromy of N . The latter is the image of the
topological monodromy ofM. This proves the “only if” part of Theorem 11.13
and yields the next corollary.

Corollary 11.14 Suppose that G is a differential Galois group over the field
C({z}), then G/L(G) is topologically generated by the image of the topological
monodromy.

The proof of the “if” part of Theorem 11.13 is made more transparent by
the introduction of yet another Tannakian category Gr3.

Definition 11.15 The category Gr3.
The objects of the category Gr3 are tuples (V, {Vq}, γV , stV,d) with

1. (V, {Vq}, γV ) is an object of Gr1.

2. For every d ∈ R there is given a stV,d ∈ ⊕qi,qj Hom(Vqi , Vqj ), where the
sum is taken over all pairs i, j with Vqi �= 0, Vqj �= 0 and d is a singular
direction for qi − qj .

3. For every d ∈ R one requires that γ−1
V stV,dγV = stV,d+2π.

The morphisms of Gr3 are defined as follows. We identify any linear map Ai,j :

Vqi → Vqj with the linear map V
projection→ Vqi

Ai,j→ Vqj

inclusion→ V . In this
way, Hom(Vqi , Vqj ) is identified with a subspace of End(V ). A morphism f :
(V, {Vq}, γV , stV,d) → (W, {Wq}, γW , stW,d) is a linear map V → W satisfying
f(Vq) ⊂Wq, f ◦ γV = γW ◦ f, f ◦ stV,d = stW,d ◦ f for all d. �

The tensor product of two objects (V, {Vq}, γV , stV,d), (W, {Wq}, γW , stW,d)
is the vector space V ⊗W with the data (V ⊗W )q = ⊕q1,q2;q1+q2=qVq1 ⊗Wq2 ,
γV⊗W = γV ⊗ γW and stV⊗W,d = stV,d ⊗ idW + idV ⊗ stW,d. It is easily seen
that Gr3 is again a neutral Tannakian category. In fact, we will show that the
Tannakian categories Gr2 and Gr3 are isomorphic.

Lemma 11.16

1. The exponential map exp : Gr3 → Gr2 induces an equivalence of Tan-
nakian categories.
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2. Let the object (V, {Vq}, γV , stV,d) be associated to a differential equation
over C({z}). Then the differential Galois group G ⊂ GL(V ) is the small-
est algebraic subgroup such that:
(a) The exponential torus and γV belong to G.
(b) All stV,d belong to the Lie algebra of G.

Proof. The exponential map associates to (V, {Vq}, γV , stV,d) the object
(V, {Vq}, γV , StV,d) with StV,d = exp(stV,d) for all d. It is easily seen that
this results in an equivalence of Tannakian categories. The second part of the
lemma is a reformulation of Theorem 8.10. �

Let G be given such that G/L(G) is topologically generated by one element.
The following lemma will be a guide for the construction of an object in the
category Gr3 having G as differential Galois group. For this we need to consider
G as a subgroup of GL(V ) for some finite dimensional C-vector space V and
describe the action of G on V in some detail. We shall consider linear algebraic
groups with the following data:

Let V be a finite dimensional vector space over C and G ⊂ GL(V ) an algebraic
subgroup. Let T denote a maximal torus and g, t ⊂ End(V ) be the Lie algebras
of G and T . The action of T on V yields a decomposition V = ⊕si=1Vχi , where
the χi are distinct characters of T and the non-trivial spaces Vχi are defined as
{v ∈ V | tv = χi(t)v for all t ∈ T }.

For each i, j one identifies Hom(Vχi , Vχj ) with a linear subset of End(V ) by

identifying φ ∈ Hom(Vχi , Vχj ) with V
pri→ Vχi

φ→ Vχj ⊂ V , where pri denotes
the projection onto Vχi , along ⊕k =iVχk

. The adjoint action of T on g yields a
decomposition g = g

0
⊕

∑
α=0 gα. By definition, the adjoint action of T on g

0
is the identity and is multiplication by the character α �= 0 on the spaces g

α
.

(We note that here the additive notation for characters is used. In particular,
α �= 0 means that α is not the trivial character).

Any B ∈ g can be written as
∑
Bi,j with Bi,j ∈ Hom(Vχi , Vχj ). The adjoint

action of t ∈ T on B has the form Ad(t)B =
∑
χ−1
i χj(t)Bi,j . It follows that

the α �= 0 with g
α
�= 0 have the form χ−1

i χj . In particular
∑

i,j;χ−1
i χj=αBi,j ∈

g
α
⊂ g. Let L(G) denote, as before, the subgroup of G generated by all the

conjugates of T .

Lemma 11.17 (J.-P. Ramis)
The Lie algebra of L(G) is generated by the subspaces t and {g

α
}α=0.

Proof. Consider some α �= 0 and a non-zero element ξ ∈ g
α
. From the defini-

tion of g
α

and α �= 0 it follows that there is an ordering, denoted by V1, . . . , Vs
, of the spaces {Vχi}, such that ξ maps each Vi into some Vj with j > i. In
particular, ξ is nilpotent and Cξ is an algebraic Lie algebra corresponding to
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the algebraic subgroup {exp(cξ)|c ∈ C} of G. Let h denote the Lie algebra gen-
erated by the algebraic Lie algebras t and Cξ for all ξ ∈ g

α
with α �= 0. Then

h is an algebraic Lie algebra. (see [45] Proposition (7.5), p. 190, and Theorem
(7.6), p. 192).

Take an element t ∈ T such that all χi(t) are distinct. Then clearly t · exp(ξ)
is semi-simple and lies therefore in a conjugate of the maximal torus T . Thus
exp(ξ) = t−1 · (t · exp(ξ)) ∈ L(G) and ξ lies in the Lie algebra of L(G). This
proves that the Lie algebra h is a subset of the Lie algebra of L(G).

On the other hand, h is easily seen to be an ideal in g. The connected normal
algebraic subgroup H ⊂ Go corresponding to h contains T and therefore L(G).
This proves the other inclusion. �

Continuation of the proof of theorem 11.13.
We add to the above data for G the assumption that G/L(G) is topologically
generated by one element a. The aim is to produce an object (V, {Vq}, γV , stV,d)
of Gr3 such that the group defined by the conditions (a) and (b) of the second
part of Lemma 11.16 is equal to G.

Choose a representative A ∈ G of a ∈ G/L(G). Since T is also a maximal torus
of L(G), there exists B ∈ L(G) such that ATA−1 = BTB−1. After replacing
A by B−1A we may suppose that ATA−1 = T . The element A ∈ G permutes
the spaces Vχi in the decomposition V = ⊕si=1Vχi with respect to the action
of T . As before we will write Ãχi = χj if χj(t) = χi(A−1tA) for all t ∈ T .
Lemma 11.3 produces an object (V, {Vq}, γV ) of Gr1 such that Vχi = Vqi for
i = 1, . . . , s and γV = A.

As before, g denotes the Lie algebra of G (or Go). The decomposition of g with
respect to the adjoint action of the torus T has already been made explicit,
namely

g
α

= ⊕i,j;χ−1
i χj=α

g ∩Hom(Vqi , Vqj ).

The above object (V, {Vq}, γV ) in Gr1 is made into an object of Gr3 by choosing
arbitrary elements stV,d ∈ gα, where α = χ−1

i χj and 0 ≤ d < 2π is a singular
direction for qi − qj . The number of singular directions d modulo 2π for qi − qj
is by construction sufficiently large to ensure a choice of the set {stV,d} such
that these elements generate the vector space ⊕α=0gα.

Finally, we verify that the algebraic group G̃, associated to the object
(V, {Vq}, γV , stV,d), is equal to G. By construction G̃ ⊂ G and by definition
G̃ is the smallest algebraic group with:

(a) The exponential torus and γV lie in G̃.
(b) The Lie algebra of G̃ contains all stV,d.
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By construction, the exponential torus is equal to T and lies in G̃. The Lie
algebra t lies in the Lie algebra of G̃. Again by construction, each g

α
(with

α �= 0) belongs to the Lie algebra of G̃. Lemma 11.17 implies that L(G) is
contained in G̃. The choice of γV = A implies that G̃ = G. �

Examples 11.18 Differential Galois groups in GL(2) for C({z}).
For convenience we consider order two equations over C({z}) with differential
Galois group in SL(2). The well known classification of the algebraic subgroups
G of SL(2) (c.f., Section 1.4) can be used to determine the G’s such that G/L(G)
is topologically generated by one element. The list (of conjugacy classes) that
one finds is:

SL2, B,Ga, {±1} ×Ga,Gm, D∞, finite cyclic ,

where B is the Borel subgroup, Ga the additive group, Gm the multiplicative
group and D∞ is the infinite dihedral group, i.e., the subgroup of SL2 leaving
the union of two lines L1 ∪ L2 ⊂ C2 (through the origin) invariant.

Every group in the above list can be realized by a scalar differential equation

y′′ +mz−1y′ − a0y = 0 where m ∈ {0, 1} and a0 ∈ C[z, z−1].

In fact the choices (m, a0)= (0, z), (0, z2 + 3z + 5/4), (1, 0), (0,− z−2

4 ), (0, z−2),
(0,− 3

16z
−2 + z−1), (0, 1

4 (−1 + ( tn )2)z−2) with t
n ∈ Q produce the above list of

differential Galois groups. �

Remark 11.19 In Proposition 21 of [163], Kovacic gives a characterization
of those connected solvable linear algebraic groups that appear as differential
Galois groups over C(z). Once again, this characterization can be shown to be
equivalent to the above in this case. �

11.5 The Global Theorem

In this section X is a compact (connected) Riemann surface of genus g and
S = {p1, . . . , ps} is a finite subset of X . The differential field K is the field
of the meromorphic functions on X . Let Diff(X,S) denote the full subcategory
of DiffK whose objects are the differential modules which are regular at every
point q ∈ X \ S.

Proposition 11.20 Let π1(X \S) denote the fundamental group of X \S. Let
M be a differential module in the category Diff(X,S) having differential Galois
group G. There is a natural homomorphism π1(X \ S) → G/L(G) which has
dense image with respect to the Zariski topology. In particular, G/L(G) is topo-
logically generated by at most 2g + s− 1 elements if s > 0.
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Proof. The Tannakian approach implies that there exists a differential module
N in the category Diff(X,S) with differential Galois group V (G) = G/L(G)
(see 2.34 (3)). Consider a point q ∈ X with local parameter t, which is singular
for N . Let Kq denote the field of meromorphic functions at q. Then Kq

∼=
C({t}). The differential Galois group of C((t))⊗N over C((t)) can be embedded
as a subgroup of V (G). Since the maximal torus of V (G) is trivial, we conclude
that every singular point of N is regular singular. Now Example 11.1.2 finishes
the proof. �

It is interesting to note that Proposition 11.20 implies a result of O. Gabber,
namely that π1(X \ S)→ G/Go is surjective (see [151], 1.2.5).

For non-empty S one defines the full subcategory C of DiffK to be the sub-
category whose objects are the differential modules M such that M is regular
for any q �∈ S and M is regular singular at p1, . . . , ps−1.

Theorem 11.21 (J.-P. Ramis) The global theorem.
A linear algebraic group G is the differential Galois group of a differential module
M in C if and only if G/L(G) is topologically generated by 2g+ s− 1 elements.

Proof. The “only if” part is proved in Proposition 11.20. Consider a linear
algebraic group G such that G/L(G) is topologically generated by at most 2g+
s− 1 elements.

One chooses small disjoint disks X1, . . . , Xs around the points p1, . . . , ps. Let
X∗i = Xi \{pi}. In X∗s one chooses a point c. The fundamental group π1(X0, c),
where X0 = X \ {p1, . . . , ps}, is generated by a1, b1, .., ag, bg, λ1, .., λs and has
one relation a1b1a

−1
1 b−1

1 · · ·λ1 · · ·λs = 1. The element λs is a loop in X∗s around
ps and the other λi are loops around p1, . . . , ps−1. The differential module over
X is constructed by glueing certain connections M0, . . . ,Ms (with possibly
singularities), living above the spaces X0, . . . , Xs.

Let pr : G → G/L(G) denote the canonical homomorphism. One chooses a
homomorphism ρ : π1(X0, c) → G ⊂ GL(V ), such that the homomorphism
prρ has Zariski dense image. Consider the algebraic group G′ = pr−1(<<
prρ(λs) >>), where << a >> denotes the algebraic subgroup generated by
the element a. The group G′ contains L(G) and so G′/L(G′) is topologically
generated by the image of ρ(λs). According to the Ramis’s local theorem, G′ is
the differential Galois group of a differential equation over the field Kps . One
can extend this very local object to a differential moduleMs, living above Xs,
with only ps as singular point. The solution space at the point c ∈ Xs and
the action of G′ on this space can be identified with V and G′ ⊂ GL(V ). The
topological monodromy corresponding to λs can be arranged to be ρ(λs) ∈ G′.

The usual solution of the Riemann-Hilbert problem (in weak form) provides
a differential module M0 above X0 such that the monodromy action is equal
to ρ. The restrictions of M0 to X∗s and Ms to X∗s are determined by their
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local monodromies. These are both equal to ρ(λs) ∈ G ⊂ GL(V ). Thus we
have a canonical way to glue M0 and Ms over the open subset X∗s . For each
point pi, i = 1, . . . , s − 1 one can consider the restriction of M0 to X∗i . This
restriction is determined by its local monodromy around the point pi. Clearly,
the restriction ofM0 to X∗i can be extended to a differential moduleMi above
Xi with a regular singular point at pi.

The modulesM0,M1, . . . ,Ms (or rather the corresponding analytic vector bun-
dles) are in this way glued to a vector bundleM above X . The connections can
be written as ∇ :M0 → ΩX ⊗M0, ∇ :Mi → ΩX(pi)⊗Mi for i = 1, . . . , s− 1
and ∇ : Ms → ΩX(dps) ⊗Ms for a suitable integer d ≥ 0. The connections
also glue to a connection ∇ : M → ΩX(p1 + · · · + ps−1 + dps) ⊗M. Let M∗
denote the set of all meromorphic sections of M. Then M∗ is a vector space
over K of dimension n with a connection ∇ : M∗ → ΩK/C ⊗M∗. Thus we
have found a differential module over K with the correct singularities. K has
a natural embedding in the field Kc. The differential module is trivial over Kc

and its Picard-Vessiot field PV over K can be seen as a subfield of Kc. The
solution space is V ⊂ PV ⊂ Kc.

Finally we have to show that the differential Galois groupH ⊂ GL(V ) is actually
G. By construction G′ ⊂ H and also the image of ρ lies in H . This implies that
G ⊂ H . In order to conclude that G = H we can use the Galois correspondence.
Thus we have finally to prove that an element f ∈ PV ⊂ Kc, which is invariant
under G, belongs to K.

Since G′ is by construction the differential Galois group of Ms above Xs, we
conclude from the invariance of f under G′ that f extends to a meromorphic
solution of the differential equation above Xs. The invariance of f under the
image of ρ implies that f extends to a meromorphic solution of the differen-
tial equation above X0 ∪Xs. The points p1, . . . , ps−1 are regular singular and
any solution of the differential equation above X∗i , i = 1, . . . , s − 1 extends
meromorphically to Xi. Thus f is meromorphic on X and belongs to K. �

Remark 11.22 For the case of X = P1 and ps =∞, it is possible to refine the
above reasoning to prove the following statement. �

Corollary 11.23 Let G ⊂ GLn(C) be an algebraic group such that G/L(G)
is topologically generated by s − 1 elements. Then there are constant matrices
A1, . . . , As−1 and there is a matrix A∞ with polynomial coefficients (all matrices
of order n× n) such that the matrix differential equation

y′ = (
A1

z − p1
+ · · ·+ As−1

z − ps−1
+A∞)y

has differential Galois group G ⊂ GLn(C).
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Examples 11.24 Some differential Galois groups for Diff(P1
C,S)

1. (P1, {0,∞}) and equations of order two.
The list of possible groups G ⊂ SL(2) coincides with the list given in Exam-
ples 11.18. This list is in fact the theoretical background for the simplification
of the Kovacic algorithm for order two differential equations having at most two
singular points, presented in [231].

2. (P1, {0, 1,∞}) and equations of order two.
Every algebraic subgroup G of GL(2) can be realized for this pair, since G/L(G)
is topologically generated by at most two elements. More precisely, every alge-
braic subgroup G ⊂ GL(2) is the differential Galois group of an equation

y′′ +
a1(z)
z(z − 1)

y′ +
a2(z)

z2(z − 1)2
y = 0,

where a1(z), a2(z) ∈ C[z]. This equation is regular singular at 0, 1 and has an
arbitrary singularity at ∞. �

11.6 More on Abhyankar’s Conjecture

The base field k is an algebraically closed field of characteristic p > 0, e.g. Fp.
One considers a curve X/k (irreducible, smooth, projective) of genus g and a
finite subset S ⊂ X with cardinality s ≥ 1. Abhyankar’s conjecture is concerned
with the Galois covers of X which are unramified outside S. For any group G we
write p(G) for the subgroup of G generated by all elements with order a power
of p. The group p(G) is a normal subgroup of G and G/p(G) is the largest
quotient of G which has no elements �= 1 of order p. We recall the well known
theorems.

Theorem 11.25 (M. Raynaud [243])
The finite group G is the Galois group of a covering of P1, unramified outside
∞, if and only if G = p(G).

Theorem 11.26 (D. Harbater [121])

1. Let the pair (X,S) be as above. The finite group G is a Galois group
of a Galois cover of X, unramified outside S, if and only if G/p(G) is
generated by 2g + s− 1 elements.

2. If G is a Galois group for the pair (X,S), then the natural homomorphism
π(p)(X \ S, ∗)→ G/p(G) is surjective.

3. Suppose that G/p(G) is generated by 2g + s − 1 elements. Then there
is a Galois cover of X with Galois group G, wildly ramified in at most
one (prescribed) point of S, tamely ramified at the other points of S and
unramified outside S.
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Remark 11.27 The group π(p)(X \ S, ∗) denotes the prime to p, algebraic
fundamental group of X \ S. This group is known to be isomorphic to the
profinite completion of the free group on 2g + s− 1 generators. �

The following transformation rules seem to link to two subjects:

Differential Characteristic p > 0
X/C curve, finite S ⊂ X, S �= ∅ X/k curve, finite S ⊂ X, S �= ∅
differential equation equation with Galois covering of X
singular point (in S) ramified point (in S)
local differential Galois group inertia group
regular singular tamely ramified
irregular singular wildly ramified
linear algebraic group finite group
L(G) p(G)
π1(X \ S)→ G/L(G) Zariski dense π(p)(X \ S)→ G/p(G) surjective.

In the work of P. Deligne, N. Katz and G. Laumon on (rigid) differential
equations there is also a link, this time more concrete, between differential
equations and certain sheaves living in characteristic p (see [152, 155, 156]).
Another link between the two theories is provided by recent work of B.H. Matzat
and M. van der Put [204] on differential equations in positive characteristic.

11.7 The Constructive Inverse Problem

In this section the differential field is C(z) where C is an algebraically closed field
of characteristic 0. The aim is to give a theoretical algorithm which produces a
linear differential equation over C(z) which has a prescribed differential Galois
group G. If the group G is not connected, then there is not much hope for an
explicit algorithm. Even for a finite group G it is doubtful whether a reasonable
algorithm for the construction of a corresponding linear differential equation
over C(z) exists. However for special cases, e.g., finite subgroups of GLn(C)
with n = 2, 3, 4, a reasonable algorithm has been developed in [232]. In this
section we describe the work of C. Mitschi and M.F. Singer [209] (see also [210])
which concerns connected linear algebraic groups. The main result is:

Theorem 11.28 (C. Mitschi and M.F. Singer [209])
Let G ⊂ GL(V ) be a connected linear algebraic group over C with defect d(G)
and excess e(G). Let a1, . . . , ad(G) denote arbitrary distinct points of C. There
is an algorithm, based on the given structure of the group G, which determines
matrices A1, . . . , Ad(G) ∈ End(V ) and a polynomial matrix A∞ ∈ C[z]⊗End(V )
of degree at most e(G), such that the linear differential equation

y′ = (
A1

z − a1
+ · · ·+

Ad(G)

z − ad(G)
+A∞)y,
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has differential Galois group G. In particular, the points a1, . . . , ad(G) are regular
singular for this equation and ∞ is possibly an irregular singular point.

Remark 11.29 This result is rather close to Corollary 11.23, since we have seen
(Corollary 11.11) that d(G) is the minimal number of topological generators for
G/L(G) There is however a difference. In Corollary 11.11 there seems to be no
bound on the degree of A∞. In the above Theorem 11.28 (only for connected
G) there a bound on the degree of A∞. The proof of the above result is purely
algebraic and moreover constructive. The special case of the theorem, where
the group G is supposed to be connected and reductive, is rather striking. It
states that G is the differential Galois group of a matrix differential equation
y′ = (A + Bz)y with A and B constant matrices. We will present the explicit
proof of this statement in case G is connected and semi-simple. This is at the
heart of [209]. The general result is then achieved by following the program
given by Kovacic in his papers [163, 164]. We refer to [209] for details. �

Theorem 11.30 (C. Mitschi and M.F. Singer [209])
The field C is supposed to be algebraically closed and of characteristic 0. Every
connected semi-simple linear algebraic group is the differential Galois group of
an equation y′ = (A0 +A1z)y over C(z), where A0, A1 are constant matrices.

The basic idea of the proof is simple: select matrices A0, A1 such that we
can guarantee that the Galois group of the equation is firstly a subgroup of G
and secondly is not equal to a proper subgroup of G. To guarantee the first
property it will be enough to select A0, A1 to lie in the Lie algebra of G (see
Proposition 1.31). The second step requires more work. We present here the
simplified proof presented in [229]. We will begin by reviewing the Tannakian
approach to differential Galois theory (c.f., Appendix C).

For a differential module M (over C(z)) one denotes by {{M}} the full Tan-
nakian subcategory of DiffC(z) “generated” by M. By definition, the objects
of {{M}} are the differential modules isomorphic to subquotients M1/M2 of
finite direct sums of tensor products of the formM⊗· · ·⊗M⊗M∗⊗· · ·⊗M∗
(i.e., any number of termsM and its dualM∗). For any linear algebraic group
H (over C) one denotes by ReprH the Tannakian category of the finite dimen-
sional representations of H (over C). The differential Galois group ofM is H if
there is an equivalence between the Tannakian categories {{M}} and ReprH .

Let V be a finite dimensional vector space over C and G ⊂ GL(V ) be a linear
algebraic group. Our first aim is to produce a differential moduleM = (C(z)⊗
V, ∂) and a functor of Tannakian categories ReprG → {{M}}.

The Functor ReprG → {{M}}. The Lie algebra of G will be written as
g ⊂ End(V ). One chooses a matrix A(z) ∈ C(z) ⊗ g ⊂ C(z)⊗ End(V ). There
corresponds to this choice a differential equation y′ = A(z)y and a differential
moduleM := (C(z)⊗V, ∂) with ∂ defined by ∂(v) = −A(z)v for all v ∈ V . Let
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a representation ρ : G → GL(W ) be given. The induced maps g → End(W )
and C(z) ⊗ g → C(z) ⊗ End(W ) are also denoted by ρ. One associates to
(W,ρ) the differential module (C(z) ⊗ W,∂) with ∂(w) = −ρ(A(z))w for all
w ∈ W . The corresponding differential equation is y′ = ρ(A(z))y. In this way
one obtains a functor of Tannakian categories ReprG → DiffC(z). We claim that
every (C(z)⊗W,∂), as above, lies in fact in {{M}}.

Indeed, consider {{V }}, the full subcategory of ReprG generated by V (the
definition is similar to the definition of {{M}}). It is known that {{V }} =
ReprG (see [82] or Appendix C.3). The representation V ⊗· · ·⊗V ⊗V ∗⊗· · ·⊗V ∗
is mapped to the differential moduleM⊗· · ·⊗M⊗M∗⊗· · ·⊗M∗. Let V2 ⊂ V1

be G-invariant subspaces of V ⊗ · · · ⊗ V ⊗ V ∗ ⊗ · · · ⊗ V ∗. Then V2 and V1 are
invariant under the action of g. Since A(z) ∈ C(z)⊗ g, one has that C(z)⊗ V2

and C(z)⊗ V1 are differential submodules of M⊗ · · · ⊗M⊗M∗ ⊗ · · · ⊗M∗.
It follows that the differential module (C(z) ⊗ V1/V2, ∂) lies in {{M}}. This
proves the claim.

The next step is to make the differential Galois group H ofM and the equiva-
lence {{M}} → ReprH as concrete as we can.

Differential modules over O. Fix some c ∈ C and let O denote the localiza-
tion of C[z] at (z−c). A differential module (N , ∂) over O is a finitely generated
O-module equipped with a C-linear map ∂ satisfying ∂(fn) = f ′n + f∂(n) for
all f ∈ O and n ∈ N . It is an exercise to show that N has no torsion elements.
It follows that N is a free, finitely generated O-module. Let DiffO denote the
category of the differential modules over O. The functor N �→ C(z) ⊗O N in-
duces an equivalence of DiffO with a full subcategory of DiffC(z). It is easily
seen that this full subcategory has as objects the differential modules over C(z)
which are regular at z = c.

Let Ô = C[[z − c]] denote the completion of O. For any differential module N
over O of rank n, one writes N̂ for Ô ⊗ N . We note that N̂ is a differential
module over Ô and that N̂ is in fact a trivial differential module. The space
ker(∂, N̂ ) is a vector space over C of dimension n, which will be called Solc(N ),
the solution space of N over C[[z− c]] (and also over C((z− c))). The canonical
map Solc(N )→ N̂/(z−c)N̂ = N/(z−c)N is an isomorphism. Let VectC denote
the Tannakian category of the finite dimensional vector spaces over C. The
above construction N �→ N/(z − c)N is a fibre functor of DiffO → VectC . For
a fixed objectM of DiffO one can consider the restriction ω : {{M}} → VectC ,
which is again a fibre functor. The differential Galois groupH ofM is defined in
[82] or Appendix C.3 as Aut⊗(ω). By definition H acts on ω(N ) for every object
N of {{M}}. Thus we find a functor {{M}} → ReprH , which is an equivalence
of Tannakian categories. The composition {{M}} → ReprH → VectC (where
the last arrow is the forgetful functor) is the same as ω. (We note that the
above remains valid if we replace O by any localization of C[z] ).
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Remark 11.31 Let G again be an algebraic subgroup of GL(V ), let A(z) ∈
C(z)⊗ g be chosen. Suppose that the matrix A(z) has no poles at z = c. Then
we have functors of Tannakian categories ReprG → {{M}} and {{M}} →
ReprH . The last functor is made by consideringM as differential module over
O. The composition of the two functors maps a representation (W,ρ) of G to
a representation of H on O/(z − c)O ⊗W which is canonically isomorphic to
W . Therefore the Tannakian approach allows us to conclude directly (without
an appeal to Proposition 1.31) that H is an algebraic subgroup of G. �

We now return to the problem of insuring that the differential Galois group of
our equation is not a proper subgroup ofG. Suppose thatH is a proper subgroup
of G, then there exists a representation (W,ρ) of G and a line W̃ ⊂ W such
that H stabilizes W̃ and G does not (c.f., [141], Chapter 11.2). The differential
module (C(z) ⊗W,∂) has as image in ReprH the space W with its H-action.
The H-invariant subspace W̃ corresponds with a one-dimensional (differential)
submodule C(z)w ⊂ C(z) ⊗ W . After multiplication of w by an element in
C(z), we may suppose that w ∈ C[z] ⊗W and that the coordinates of w with
respect to a basis of W have g.c.d. 1. Let us write d

dz for the differentiation on
C(z) ⊗W , given by d

dzfa = f ′a for f ∈ C(z) and a ∈ W . Then one finds the
equation

[
d

dz
− ρ(A(z))]w = cw for some c ∈ C(z). (11.1)

The idea for the rest of the proof is to make a choice for A(z) which contradicts
the equation for w above. For a given proper algebraic subgroup H ′ of G
one can produce a suitable A(z) which contradicts the statement that H lies
in a conjugate of H ′. In general however one has to consider infinitely many
(conjugacy classes) of proper algebraic subgroups of G. This will probably
not lead to a construction of the matrix A(z). In the sequel we will make
two restrictions, namely A(z) is a polynomial matrix (i.e., A(z) ∈ C[z] ⊗ g)
and that G is connected and semi-simple. As we will see in Lemma 11.32
the first restriction implies that the differential Galois group is a connected
algebraic subgroup of G. The second restriction implies that G has finitely
many conjugacy classes of maximal proper connected subgroups.

Lemma 11.32 Let W be a finite dimensional C-vector space and let A0, . . . , Am
be elements of End(W ). Then the differential Galois group G of the differential
equation y′ = (A0 +A1z + · · ·+Amz

m)y over C(z) is connected.

Proof. Let E denote the Picard-Vessiot ring and let Go= the component of
the identity of G. The field F = EG

o

is a finite Galois extension F of C(z) with
Galois group G/Go. The extension C(z) ⊂ F can be ramified only above the
singular points of the differential equation. The only singular point of the differ-
ential equation is∞. It follows that C(z) = F and by the Galois correspondence
G = Go. �
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As mentioned above, the key to the proof of Theorem 11.30 is the existence of
G-modules that allow one to distinguish a connected semi-simple group from its
connected proper subgroups. These modules are defined below.

Definition 11.33 A faithful representation ρ : G→ GL(W ), in other words a
faithful G-module W , will be called a Chevalley module if:

(a) G leaves no line in W invariant.
(b) Any proper connected closed subgroup of G has an invariant line. �

We will postpone to the end of this section the proof that a connected semi-
simple G has a Chevalley module.

Proof of Theorem 11.30: We now return to the construction of a differential
equation of the form y′ = (A0 + A1z)y having as differential Galois group a
given connected semi-simple group G. We shall describe the choices for A0 and
A1 in g ⊂ End(V ).

The connected semi-simple group G is given as an algebraic subgroup G ⊂
GL(V ), where V is a finite dimensional vector space over C. We recall that G is
semi-simple if and only if its Lie algebra g is semi-simple. For the construction of
the equation we will need the root space decomposition of g. This decomposition
reads (see [107] and [142]): g = h ⊕ (⊕αgα), where h is a Cartan subalgebra
and the one dimensional spaces g

α
= CXα are the eigenspaces for the adjoint

action of h on g corresponding to the non-zero roots α : h→ C. More precisely,
the adjoint action of h on h is zero and for any α �= 0 one has [h,Xα] = α(h)Xα

for all h ∈ h.

We fix a Chevalley module ρ : G→ GL(W ). The induced (injective) morphism
of Lie algebras g → End(W ) is also denoted by ρ. The action of h on W gives
a decomposition of W = ⊕Wβ into eigenspaces for a collection of linear maps
β : h→ C. The β’s are called the weights of the representation ρ.

For A0 one chooses
∑

α=0Xα. For A1 one chooses an element in h satisfying
conditions (a), (b) and (c) below.

(a) The α(A1) are non-zero and distinct (for the non-zero roots α of g).
(b) The β(A1) are non-zero and distinct (for the non-zero weights β of the
representation ρ.)
(c) If the integer m is an eigenvalue of the operator

∑
α=0

1
−α(A1)

ρ(X−α)ρ(Xα)
on W , then m = 0.

It is clear that A1 satisfying (a) and (b) exists. Choose such an A1. If A1 does
not yet satisfy (c) then a suitable multiple cA1, with c ∈ C∗, satisfies all three
conditions. We now claim:
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Let A0, A1 ∈ g ⊂ End(V ) be chosen as above, then the action of the
differential Galois group of y′ = (A0 + A1z)y on the solution space
can be identified with G ⊂ GL(V ).

The differential Galois group of the proposed equation is a connected alge-
braic subgroup H of G by Remark 11.31 and Lemma 11.32. If H �= G, then
by definition the group H has an invariant line in W . Furthermore, there ex-
ists an equation similar to Equation (11.1), that is an equation [ ddz − (ρ(A0) +
ρ(A1)z)]w = cw with c ∈ C(z) and a non-trivial solution w ∈ C[z] ⊗W such
that the g.c.d. of the coordinates of w is 1. It follows that c ∈ C[z] and by
comparing degrees one finds that the degree of c is at most 1. More explicitly,
one has

[
d

dz
− (ρ(A0) + ρ(A1)z)]w = (c0 + c1z)w,

with w = wmz
m+· · ·+w1z+w0, all wi ∈W , wm �= 0 and c0, c1 ∈ C. Comparing

the coefficients of zm+1, zm, zm−1 one obtains three linear equations:

ρ(A1)(wm) = −c1wm
ρ(A0)(wm) + ρ(A1)(wm−1) = −c0wm − c1wm−1

−mwm + ρ(A0)(wm−1) + ρ(A1)(wm−2) = −c0wm−1 − c1wm−2.

We let Wβ be one of the eigenspaces for the action of ρ(A1) on W corresponding
to the eigenvalue b := β(A1) of ρ(A1). We will write Wb = Wβ . Any element
w̃ ∈ W is written as w̃ =

∑
b w̃b, with w̃b ∈ Wb and where b runs over the set

{β(A1) | β is a weight} of the eigenvalues of ρ(A1). The relation [A1, Xα] =
α(A1)Xα implies that ρ(Xα)(Wd) ⊂ Wd+α(A1) for any eigenvalue d of ρ(A1).
One concludes that A0 =

∑
α=0Xα has the property ρ(A0)(Wd) ⊂ ⊕b=dWb.

We analyse now the three equations. The first equation can only be solved with
wm ∈ Wd, wm �= 0 and d = −c1. The second equation, which can be read as
c0wm = −ρ(A0)(wm) + (−ρ(A1) − c1)wm−1, imposes c0 = 0. Indeed, the two
right hand side terms −ρ(A0)(wm) and (−ρ(A1)− c1)wm−1 have no component
in the eigenspace Wd for ρ(A1) to which wm belongs. Further

wm−1 =
∑
b=d

1
−b+ d

ρ(A0)(wm)b + vd =
∑
α=0

1
−α(A1)

ρ(Xα)(wm) + vd,

for some vd ∈Wd. The third equation can be read as

−mwm + ρ(A0)(wm−1) = (−ρ(A1)− c1)wm−2.

A necessary condition for this equation to have a solution wm−2 is that the left
hand side has 0 as component in Wd. The component in Wd of the left hand
side is easily calculated to be

−mwm + (ρ(A0)(wm−1))d = (−m+
∑
α=0

1
−α(A1)

ρ(X−α)ρ(Xα) )(wm).
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Since this component is zero, the integer m is an eigenvalue of the operator∑
α=0

1
−α(A1)

ρ(X−α)ρ(Xα). It follows from our assumption on A1 that m = 0.
This leaves us with the equation [ ddz − (ρ(A0) + ρ(A1)z)]w = c1zw and w ∈W .
Since d

dzw = 0, one finds that Cw is invariant under ρ(A0) and ρ(A1). The Lie
algebra g is generated by A0 and A1 ([49], Chap. 8, Sec. 2, Ex. 8, p. 221). Thus
Cw is invariant under g and under G. Our assumptions on the G-module W
lead to the contradiction that w = 0. The proof of Theorem 11.30 is completed
by a proof of the existence of a Chevalley module. �

Lemma 11.34 (C. Mitschi and M.F. Singer [209]).
Every connected semi-simple linear algebraic group has a Chevalley module.

Proof. Let the connected semi-simple closed subgroup G ⊂ GL(V ) be given.
Chevalley’s theorem (see [141], Chapter 11.2) states that for any proper alge-
braic subgroup H there is a G-module E and a line L ⊂ E such that H is the
stabilizer of that line. Since G is semi-simple, E is a direct sum of irreducible
modules. The projection of L to one of these irreducible components is again
a line. Thus we find that H stabilizes a line in some irreducible G-module E
of dimension greater than one. Any subgroup of G, conjugated to H , stabilizes
also a line in E. Dynkin’s theorem [91] implies that there are only finitely many
conjugacy classes of maximal connected proper algebraic subgroups of G. One
chooses an irreducible G-module Wi, i = 1, . . . ,m for each class and one chooses
an irreducible faithful module W0. Then W = W0 ⊕ · · · ⊕Wm has the required
properties. �

Examples 11.35 Chevalley modules for SL2 and SL3.
1. The standard action of SL2(C) on C2 is a Chevalley module. The elements
A0, A1 constructed in the proof of Theorem 11.30 are

A0 =
(

0 1
1 0

)
, A1 =

(
1 0
0 −1

)

Therefore, the equation

y′ =
(
z 1
1 −z

)
y

has differential Galois group SL2(C).

2. The standard action of SL3(C) on C3 will be called V . The induced repre-
sentation on

W = V ⊕ (Λ2V )⊕ (sym2V ) = V ⊕ (V ⊗ V )

is a Chevalley module. Here Λ2V is the second exterior power and sym2V is
the second symmetric power. Indeed, let H be a maximal proper connected
subgroup of SL3. Then H leaves a line in V invariant or leaves a plane in V
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invariant or H is conjugated with PSL2 ⊂ SL3. In the second case H leaves a
line in Λ2V invariant and in the third case H leaves a line in sym2V invariant.
Further SL3 leaves no line in W invariant. �

Remarks 11.36 1. In [209], Theorem 11.28 is used to show:

Let C be an algebraically closed field of characteristic zero, G a connected linear
algebraic group defined over C, and k a differential field containing C as its field
of constants and of finite transcendence degree over C; then G can be realized
as a Galois group of a Picard-Vessiot extension of k.

2. We now give a brief history of work on the inverse problem in differential
Galois theory. An early contribution to this problem is due to Bialynicki-Birula
[35] who showed that, for any differential field k of characteristic zero with
algebraically closed field of constants C, if the transcendence degree of k over
C is finite and nonzero then any connected nilpotent group is a Galois group
over k. This result was generalized by Kovacic, who showed the same is true
for any connected solvable group. In [163], [164] Kovacic’s paper introduced
powerful machinery to solve the inverse problem. In particular he developed an
inductive technique that gave criteria to lift a solution of the inverse problem
for G/Ru to a solution for the full group G. Using this, Kovacic showed that
to give a complete solution of the inverse problem, one needed only solve the
problem for reductive groups (note that G/Ru is reductive). He was able to
solve the problem for tori and so could give a solution when G/Ru is such a
group (i.e., when G is solvable). He also reduced the problem for reductive
groups to the problem for powers of simple groups. The work of [211] described
in this chapter together with Kovacic’s work yields a solution to the inverse
problem for connected groups.

When one considers specific fields, more is known. As described above, Kovacic
[163, 164] characterized those connected solvable linear algebraic groups that
can occur as differential Galois groups over C((z)) and C({z}) and Ramis [234,
240, 241] gave a complete characterization of those linear algebraic groups that
occur as differential Galois groups over C({z}). The complete characterization
of linear algebraic groups that occur as differential Galois groups over C((z)) is
new.

As described in Section 5.2, Tretkoff and Tretkoff [282] showed that any linear
algebraic group is a Galois group over C(z) when C = C, the field of complex
numbers. For arbitrary C, Singer [269] showed that a class of linear algebraic
groups (including all connected groups and large classes of non-connected linear
algebraic groups) are Galois groups over C(z). The proof used the result of
Tretkoff and Tretkoff and a transfer principle to go from C to any algebraically
closed field of characteristic zero. In the second edition of [182], Magid gives
a technique for showing that some classes of connected linear algebraic groups
can be realized as differential Galois groups over C(z). As described above, the
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complete solution of the inverse problem over C(z) was given by Ramis and, for
connected groups over C(z), by Mitschi and Singer.

Another approach to the inverse problem was given by Goldman and Miller.
In [111], Goldman developed the notion of a generic differential equation with
group G analogous to what E. Noether did for algebraic equations. He showed
that many groups have such an equation. In his thesis [205], Miller developed
the notion of a differentially hilbertian differential field and gave a sufficient
condition for the generic equation of a group to specialize over such a field to
an equation having this group as Galois group. Regrettably, this condition gave
a stronger hypothesis than in the analogous theory of algebraic equations. This
condition made it difficult to apply the theory and Miller was unable to apply
this to any groups that were not already known to be Galois groups. Another
approach using generic differential equations to solve the inverse problem for
GLn is given by L. Juan in [146].

Finally, many groups have been shown to appear as Galois groups for classical
families of linear differential equations. The family of generalized hypergeomet-
ric equations has been particularly accessible to computation, either by algebraic
methods as in Beukers and Heckmann [33], Katz [153] and Boussel [50], or by
mixed analytic and algebraic methods as in Duval and Mitschi [88] or Mitschi
[206, 207, 208]. These equations in particular provide classical groups and the
exceptional group G2. Other examples were treated algorithmically, as in Duval
and Loday-Richaud [87] or Ulmer and Weil [291] using the Kovacic algorithm
for second order equations, or in Singer and Ulmer [273]. Finally, van der Put
and Ulmer [232] give a method for constructing linear differential equations with
Galois group a finite subgroup of GLn(C). �



Chapter 12

Moduli for Singular
Differential Equations

12.1 Introduction

The aim of this chapter is to produce a fine moduli space for irregular singu-
lar differential equations over C({z}) with a prescribed formal structure over
C((z)). In Section 9.5, it is remarked that this local moduli problem, studied in
[13], leads to a set E of meromorphic equivalence classes, which can be given the
structure of an affine algebraic variety. In fact E is for this structure isomorphic
to AN

C for some integer N ≥ 1. However, it can be shown that there does not ex-
ist a universal family of equations parametrized by E (see [227]). This situation
is somewhat similar to the construction of moduli spaces for algebraic curves of
a given genus g ≥ 1. In order to obtain a fine moduli space one has to consider
curves of genus g with additional finite data, namely a suitable level structure.
The corresponding moduli functor is then representable and is represented by a
fine moduli space (see Proposition 12.3).

In our context, we apply a result of Birkhoff (see Lemma 12.1) which states
that any differential module M over C({z}) is isomorphic to C({z})⊗C(z) N ,
where N is a differential module over C(z) having singular points at 0 and ∞.
Moreover the singular point∞ can be chosen to be a regular singularity. In con-
sidering differential modules N over C(z) with the above type of singularities,
the topology of the field C plays no role anymore. This makes it possible to
define a moduli functor F from the category of C-algebras (i.e., the commuta-
tive rings with unit element and containing the field C) to the category of sets.
The additional data attached to a differential module (in analogy to the level
structure for curves of a given genus) are a prescribed free vector bundle and an
fixed isomorphism with a formal differential module over C((z)). The functor F
turns out to be representable by an affine algebraic variety AN

C . There is a well

305
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defined map from this fine moduli space (which is also isomorphic to AN
C) to E.

This map is analytic, has an open image and its fibres are in general discrete
infinite subsets of AN

C . This means that the “level” data that we have added
to a differential equation, is not finite. The “level” that we have introduced
can be interpreted as prescribing a conjugacy class of a logarithm of the local
topological monodromy matrix of the differential equation.

In Section 12.2 we introduce the formal data and the moduli functor for the
problem. A special case of this moduli functor, where the calculations are very
explicit and relatively easy, is presented in Section 12.3. The variation of the
differential Galois group on the moduli space is studied.

The construction of the moduli space for a general irregular singularity is some-
what technical in nature. First, in Section 12.4 the “unramified case” is studied
in detail. The more complicated “ramified case” is reduced in Section 12.5 to
the former one. Finally some explicit examples are given and the comparison
with the “local moduli problem” of [13] is made explicit in examples.

We note that the method presented here can be modified to study fine moduli
spaces for differential equations on P 1

C with a number of prescribed singular
points and with prescribed formal type at those points.

Lemma 12.1 (G. Birkhoff) Let M be a differential module over C({z}). There
is an algebraic vector bundleM on P 1(C) and a connection ∇ :M→ Ω(a[0]+
[∞]) ⊗ M, such that the differential modules C({z}) ⊗ M0 and M are iso-
morphic over C({z}) (where M0 is the stalk at the origin). If the topological
local monodromy of M is semi-simple then M can be chosen to be a free vector
bundle.

Proof. The differential module M can be represented by a matrix differential
equation y′ = Ay such that the entries of the matrix A are meromorphic func-
tions on some neighbourhood of 0 having only poles at 0 of order ≥ −a, for
some integer a ≥ 0. Thus M extends to a connection on some neighbourhood
U1 = {z ∈ C| |z| < ε} of 0, having a certain singularity at 0. This connec-
tion can be written as ∇1 : M1 → Ω(a[0]) ⊗M1, where M1 is an analytic
vector bundle on U1 with rank equal to the dimension of M over C({z}). The
restriction of this connection to U∗1 := U1 \ {0} has no singularity and is there-
fore determined by its topological monodromy T . More precisely, let V denote
the local solution space of the connection ∇1 at the point ε/2 ∈ U1. Then
T : V → V is the map obtained by analytical continuation of solutions along
the circle {eiφ · ε/2|0 ≤ φ ≤ 2π}. Put U2 = P 1(C) \ {0} and consider the
connection ∇2 :M2 → Ω([∞])⊗M2 above U2 given by the data:

(a) M2 = O ⊗C V , where O is the sheaf of holomorphic functions on U2.
(b) ∇2 is determined by the requirement that for v ∈ V one has ∇2(v) =
dz
z ⊗ L(v), where L : V → V is a linear map satisfying e2πiL = T .
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The restrictions of the connections (Mi,∇i), for i = 1, 2, to U∗1 = U1 ∩ U2

are isomorphic. After choosing an isomorphism one glues to two connections
to a connection (M,∇) on P 1(C). This connection has clearly the required
properties. We recall that the GAGA principle (see Example 6.6.5), that (M,∇)
is the analytification of an algebraic vector bundle provided with an algebraic
connection.

In case T is semi-simple then one can take for L also a diagonal matrix. The
eigenvalues of L can be shifted over integers. This suffices to produces a con-
nection such that the vector bundle M is free. (See Remark 6.23.2). �

12.2 The Moduli Functor

Let C be an algebraically closed field of characteristic 0. The data on P 1(C)
for the moduli problem are:

(i) a vector space V of dimension m over C;
(ii) a formal connection ∇0 on N0 := C[[z]] ⊗ V of the form
∇0 : N0 → C[[z]]z−kdz ⊗N0 with k ≥ 2.

We note that k ≤ 1 corresponds to a regular singular differential equation and
these equations are not interesting for our moduli problem. The objects over
C, that we consider are tuples (M,∇, φ) consisting of:

(a) a free vector bundle M on P 1(C) of rank m provided with a
connection ∇ :M→ Ω(k[0] + [∞])⊗M;
(b) an isomorphism φ : C[[z]]⊗M0 → N0 such that (id⊗ φ) ◦ ∇ =
∇0 ◦ φ (whereM0 is the stalk ofM at 0).

Two objects over C, (M,∇, φ) and (M′,∇′, φ′) are called isomorphic if
there exists an isomorphism f : M → M′ of the free vector bundles which is
compatible with the connections and the prescribed isomorphisms φ and φ′. For
the moduli functor F from the category of the C-algebras (always commutative
and with a unit element) to the category of sets, that we are in the process of
defining, we prescribe that F(C) is the set of equivalence classes of objects over
C. In the following remarks we will make F(C) more explicit and provide the
complete definition of the functor F .

Remarks 12.2 1. Let W denote the vector space H0(P 1(C),M). Then ∇ is
determined by its restriction to W . This restriction is a linear map L : W →
H0(P 1(C),Ω(k[0] + [∞]))⊗W . Further φ : C[[z]]⊗M0 = C[[z]]⊗W → N0 =
C[[z]]⊗V is determined by its restriction to W . The latter is given by a sequence
of linear maps φn : W → V , for n ≥ 0, such that φ(w) =

∑
n≥0 φn(w)zn holds

for w ∈ W . The conditions in part (b) are equivalent to the conditions that
φ0 is an isomorphism and certain relations hold between the linear map L and
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the sequence of linear maps {φn}. These relations can be made explicit if ∇0 is
given explicitly (see Section 12.3 for an example). In other words, (a) and (b)
are equivalent to giving a vector space W of dimension m and a set of linear
maps L, {φn} having certain relations.

An object equivalent to the given (M,∇, φ) is, in terms of vector spaces and
linear maps, given by a vector space V ′ and an isomorphism V ′ → V compatible
with the other data. If we use the map φ0 to identify W and V , then we have
taken a representative in each equivalence class and the elements of F(C) can
be described by pairs (∇, φ) with:

(a’) ∇ :M→ Ω(k[0] + [∞])⊗M is a connection on the free vector
bundle M := OP 1(C) ⊗ V .
(b’) φ is an isomorphism C[[z]]⊗M0 → N0 such that (id⊗φ)◦∇ =
∇0 ◦ φ and such that φ modulo (z) is the identity from V to itself.

2. Let R be any C-algebra. The elements of F(R) are given by:

(a’) A connection ∇ : M → Ω(k[0] + [∞]) ⊗M on the free vector
bundle M := OP 1(R) ⊗ V .
(b’) An isomorphism φ : R[[z]]⊗M0 → R[[z]]⊗N0 such that (id⊗
φ) ◦ ∇ = ∇0 ◦ φ and such that φ modulo (z) is the identity from
R ⊗ V to itself.

As in the first remark, one can translate an object into a set of R-linear maps
L : R⊗V → H0(P 1(R),Ω(k[0] + [∞]))⊗V and φn : R⊗V → R⊗V for n ≥ 0,
such that φ(v) =

∑
n≥0 φn(v)z

n for v ∈ R ⊗ V . The conditions are that φ0 is
the identity and the relations which translate (id⊗ φ) ◦ ∇ = ∇0 ◦ φ. �

We will show that the translation of F(R) in terms of maps implies that F
is representable by some affine scheme Spec(A) over C (see Definitions B.8 and
B.18) .

Proposition 12.3 The functor F described above is representable.

Proof. Indeed, fix a basis of V and consider the basis {z−sdz| s = 1, . . . , k}
of H0(P 1(C),Ω(k[0] + [∞])). The connection ∇ or, what amounts to the same
data, the linear map L can be decomposed as L(v) =

∑k
s=1 z

−sdz ⊗ Ls(v)
where L1, . . . , Lk are linear maps form V to itself. The entries of the matrices
of L1, . . . , Lk and the φn for n ≥ 1 (with respect to the given basis of V ) are first
seen as a collection of variables {Xi}i∈I . The condition (id ⊗ φ) ◦ ∇ = ∇0 ◦ φ
induces a set of polynomials {Fj}j∈J in the ring C[{Xi}i∈I ] and generate some
ideal S. The C-algebra A := C[{Xi}i∈I ]/S has the property that Spec(A)
represents F . �



AN EXAMPLE 309

Spec(A) is referred to as a fine moduli space. We recall the formalism of
representable functors. There is a bijection αA : Homk(A,A) → F(A). Let
ξ = αA(idA) ∈ F(A). This ξ is called the universal family above Spec(A).
For any η ∈ F(R) there exists a unique k-algebra homomorphism ψ : A → R
such that ψ(ξ) = η. One can make ξ more explicit by writing it as a pair
(
∑k
s=1 z

−sdz ⊗ Ls, φ) where the Ls : V → A ⊗C V are C-linear, where φ ∈
GL(A[[z]] ⊗ V ) such that φ ≡ id mod(z) and φ(

∑k
s=1 z

−sdz ⊗ Ls)φ−1 = ∇0,
viewed as a linear map from V to C[[z]]z−kdz ⊗ V . Then ψ(ξ) is obtained by
applying ψ to the coordinates of L1, . . . , Lk and φ. The aim of this chapter is to
make A explicit and in particular to show that A ∼= C[Y1, . . . , YN ] for a certain
integer N ≥ 1.

12.3 An Example

12.3.1 Construction of the Moduli Space

The data for the moduli functor F are:

A vector space V of dimensionm overC and a linear mapD : V → V
having distinct eigenvalues λ1, . . . , λm. The formal connection at
z = 0 is given by ∇0 : N → z−2dz⊗N0, where N0 = C[[z]]⊗ V and
∇0(v) = z−2dz ⊗D(v) for v ∈ V .

The moduli problem, stated over C for convenience, asks for a description of the
pairs (∇, φ) satisfying:

(a) ∇ is a connectionM→ Ω(2 · [0]+1 · [∞])⊗M on the free vector
bundle M = OP 1(C) ⊗ V .
(b) φ is an isomorphism between the formal differential modules
C[[z]]⊗M0 and N0 over C[[z]].

Theorem 12.4 The moduli functor F is represented by the affine space

Am(m−1)
C = Spec(C[{Ti,j}i=j ]).

For notational convenience we put Ti,i = 0. The universal family of differential
modules is given in matrix form by the operator

z2 d

dz
+

⎛
⎜⎜⎜⎜⎝

λ1

λ2

.
.
λm

⎞
⎟⎟⎟⎟⎠ + z · (Ti,j).
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Proof. The connection onM is given by a map ∇ from V to H0(P 1(C),Ω(2 ·
[0] + 1 · [∞]))⊗V . After replacing the ∇ by ∇z2 d

dz
one finds a map C[z]⊗V →

C[z] ⊗ V of the form m �→ z2 d
dzm + A0(m) + zA1(m) with A0, A1 : V → V

linear maps (extended to C[z]-linear maps on C[z]⊗ V ). In the above one has
only used (a). Condition (b) needs only to be stated for elements in V and it
can be written as (z2 d

dz +D) ◦ φ = φ ◦ (z2 d
dz +A0 + zA1). This translates into∑

nφnz
n+1 +

∑
Dφnz

n =
∑

φnA1z
n+1 +

∑
φnA0z

n and φ0 = 1

Comparing the coefficients of the above formula one finds the relations

D = A0, Dφ1 = A1 + φ1A0, (n− 1)φn−1 +Dφn = φn−1A1 + φnA0

for n ≥ 2. Or in more convenient form D = A0 and

Dφ1 − φ1D = A1, Dφn − φnD = φn−1A1 − (n− 1)φn−1 for n ≥ 2.

The map D determines a decomposition of V as a direct sum of m lines Vj . We
will call a map B : V → V diagonal if BVj ⊂ Vj for all j and anti-diagonal
if BVj ⊂ ⊕i=jVi for all j. Every map B is a unique direct sum Bd + Ba of a
diagonal map and an anti-diagonal map. We start now with the first equality
Dφ1 − φ1D = A1 and conclude that A1 is anti-diagonal. In the following we
will show that for any choice of an anti-diagonal A1 there is a unique collection
{φn} such that all the equalities are satisfied.

The first equation Dφ1 − φ1D determines uniquely the anti-diagonal part of
φ1. The second equation Dφ2 − φ2D = φ1A1 − φ1 can only be solved if the
right hand side is anti-diagonal. This determines uniquely the diagonal part of
φ1. The second equation determines the anti-diagonal part of φ2 and the third
equation determines the diagonal part of φ2. Et cetera.

It is obvious that the above calculation remains valid if one replaces C by any C-
algebra R and prescribes A1 as an anti-diagonal element of HomR(R⊗V,R⊗V ).
We conclude that there is a fine moduli space Am(m−1) = Spec(C[{Ti,j}i=j ])
for the moduli problem considered above. The universal object is thus given
by A0 = D and A1 is the anti-diagonal matrix with entries Ti,j outside the
diagonal. Further φ0 = id and the coordinates of the φn are certain expressions
in the ring C[{Ti,j}i=j ]. �

Exercise 12.5 Compute the moduli space and the universal family for the
functor F given by the same data as in Theorem 12.4, but with D replaced
by any semi-simple (i.e., diagonalizable) linear map from V to itself. Hint:
Consider the decomposition V = V1 ⊕ · · · ⊕ Vs of V according to the distinct
eigenvalues λ1, . . . , λs of D. A linear map L on V will be called diagonal if
L(Vi) ⊂ Vi for all i. The map L is called anti-diagonal if L(Vi) ⊂ ⊕j =iVj holds
for all i. Show that the universal family can be given by z2 d

dz +D+ zA1 where
A1 is the “generic” anti-diagonal map. �
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12.3.2 Comparison with the Meromorphic Classification

We consider the case C = C of the example of the last subsection in order to
compare the moduli space with the analytic classification of Chapter 9. Let
K = C({z}) and K̂ = C((z)). As before, an m-dimensional C-vector space V
and a linear D : V → V with distinct eigenvalues λ1, . . . , λm are given. Then
N0 := C[[z]] ⊗ V and ∇0 : N0 → z−2dz ⊗ N0 satisfies ∇0(v) = z−2dz ⊗D(v)
for all v ∈ V . Let N denote the differential module K̂ ⊗N0 over K̂.

We recall that the analytic classification describes the collection of isomorphism
classes E of pairs (M,ψ) such that M is a differential module over K := C({z})
and ψ : K̂ ⊗M → N is an isomorphism of differential modules. In Chapter 9 it
is shown that this set of isomorphism classes E is described by the cohomology
set H1(S1, STS), where S1 is the circle of directions at z = 0 and STS the
Stokes sheaf. The explicit choice of 1-cocycles for this cohomology set leads to an
isomorphismH1(S1, STS)→ Cm(m−1). The interpretation of this isomorphism
is that one associates to each (isomorphism class) (M,ψ) the Stokes matrices
for all singular directions of N .

The moduli space Am(m−1)
C of Theorem 12.4 (identified with the point set

Cm(m−1)) has an obvious map to H1(S1, STS). This map associates to any
(M,∇, φ) the differential module M := K ⊗ M0 and the isomorphism ψ :
K̂ ⊗M → N induced by φ : C[[z]]⊗M0 → N0. In other words, any C-valued
point of the moduli space corresponds to a differential operator of the form

z2 d

dz
+

⎛
⎜⎜⎜⎜⎝

λ1

λ2

.
.
λm

⎞
⎟⎟⎟⎟⎠ + z · (ti,j), with ti,j ∈ C and ti,i = 0.

The map associates to this differential operator its collection of Stokes matrices
(i.e., this explicit 1-cocycle) and the latter is again a point in Cm(m−1). We will
show later on that this map α : Am(m−1)

C → E = H1(S1, STS) = Cm(m−1) is a
complex analytic map.

The image of α and the fibres of α are of interest. We will briefly discuss these
issues. Let a point (M,ψ) of H1(S1, STS) be given. Let M0 denote the C{z}-
lattice in M such that C[[z]]⊗M0 is mapped by the isomorphism ψ to N0 ⊂ N .
We denote the restriction of ψ to C[[z]] ⊗M0 by φ. The differential module
M0 over C{z} extends to some neighbourhood of z = 0 and has a topological
monodromy. According to Birkhoff’s Lemma 12.4 one chooses a logarithm of
the topological monodromy around the point z = 0 and by gluing, one obtains a
vector bundleM on P 1(C) having all the required data except for the possibility
thatM is not free. At the point 0 one cannot change this vector bundle. At ∞
one is allowed any change. In case the topological monodromy is semi-simple
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one can make the bundle free. Thus the point (M,ψ) lies in the image of α. In
the general case this may not be possible.

It is easily calculated that the Jacobian determinant of the map α at the point
0 ∈ Am(m−1)

C is non zero. In particular the image of α contains points (M,ψ)
such that the topological monodromy has m distinct eigenvalues. The formula
(see Proposition 8.12) which expresses the topological monodromy in Stokes
matrices and the formal monodromy implies that the subset of E where the
topological monodromy has m distinct eigenvalues is Zariski open (and non-
empty) in E = Cm(m−1). The image of α contains this Zariski open subset.

The surjectivity of the map α is also related to Birkhoff’s Problem of repre-
senting a singular differential module over K by a matrix differential equation
involving only polynomials in z−1 of a degree restricted by the “irregularity” of
the equation at z = 0.

We consider now the fibre over a point (M,ψ) in E such that the topological
monodromy has m distinct eigenvalues µ1, . . . , µm. In the above construction
of an object (M,∇, φ) ∈ Am(m−1)

C the only freedom is the choice of a logarithm
of the topological monodromy. This amounts to making a choice of complex
numbers c1, . . . , cm such that e2πicj = µj , j = 1, . . . ,m such that the cor-
responding vector bundle M is free. Let c1, . . . , cm be a good choice. Then
c1 + n1, . . . , cm + nm is also a good choice if all nj ∈ Z and

∑
nj = 0. Thus

the fibre α−1(M,ψ) is countable and discrete in Am(m−1)
C since α is analytic.

In other cases, e.g., the topological monodromy is semi-simple and has multiple
eigenvalues, the fibre will be a discrete union of varieties of positive dimension.

We now illustrate the above with an explicit formula for α in case m = 2.

The universal family is given by the operator in matrix form

z2 d

dz
+

(
λ1 0
0 λ2

)
+ z

(
0 a
b 0

)
.

The λ1, λ2 ∈ C are fixed and distinct. The a, b are variable and (a, b) ∈ C2 is
a point of the moduli space. In Example 8.17 we showed that the equation has

two Stokes matrices of the form
(

1 x1

0 1

)
and

(
1 0
x2 1

)
. Moreover (x1, x2)

is a point of E ∼= C2. Furthermore the calculation in this example shows

Proposition 12.6 The map α : A2
C → E = H1(S1, STS) = C2 has the form

(a, b) �→ (x1, x2) = f(ab) · (a, b) with f(t) := 2i sin(π
√
t)√

t
.

We give now some details about the map α. A list of its fibres is:

1. α−1(0, 0) = {(a, b)| ab is the square of an integer}.
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2. If x1 �= 0, then α−1(x1, 0) = {( x1
2πi , 0)}.

3. If x2 �= 0, then α−1(0, x2) = {(0, x2
2πi)}.

4. If x1x2 �= 0, then α−1(x1, x2) = {λ(x1, x2)| where 2i sin(λπ
√
x1x2)√

x1x2
= 1}.

The set of λ’s satisfying this condition is infinite and discrete.

In particular α is surjective. For the topological monodromy matrix(
1 + x1x2 x1

x2 1

)
one can distinguish the following cases:

1. (x1, x2) = (0, 0) and the monodromy is the identity.

2. x1 �= 0, x2 = 0 and the monodromy is unipotent.

3. x1 = 0, x2 �= 0 and the monodromy is unipotent.

4. x1x2 = −4 and the monodromy has only the eigenvalue −1 and is different
from −id.

5. x1x2 �= 0,−4 and the monodromy has two distinct eigenvalues.

Let S ⊂ C2 denote the set of points where the map α is smooth, i.e., is locally
an isomorphism. The points of S are the points where the Jacobian determinant
−f(ab)(f(ab) + 2abf ′(ab)) of α is non zero. The points where this determinant
is 0 are:

1. f(ab) = 0. This is equivalent to ab �= 0 is the square of an integer.

2. f(ab) �= 0 and f(ab) + 2abf ′(ab) = 0. This is equivalent to the condition
that 4ab is the square of an odd integer.

A point (a, b) where the map α is not smooth corresponds, according to the
above calculation, to a point where the eigenvalues of the “candidate” for the

monodromy matrix
(

0 a
b 0

)
has eigenvalues which differ by an integer �= 0.

Let S ⊂ C2 denote the set where the map α is smooth, i.e, the Jacobian
determinant is �= 0. The above calculations show that α(S) = {(x1, x2)| x1x2 �=
−4}. Then α(S) is the Zariski open subset of E = C2, where the monodromy has
two distinct eigenvalues. The fibre of a point (x1, x2) ∈ α(S) can be identified
with the set of conjugacy classes of the 2 × 2-matrices L with trace 0 and
with exp(2πiL) being the topological monodromy of the differential equation
corresponding to (x1, x2).

Another interesting aspect of the example is that the dependence of the
differential Galois group on the parameters a, b can be given. According to
a theorem of J. Martinet and J.-P. Ramis (see Theorem 8.10) the differen-
tial Galois group is the algebraic subgroup of GL(2) generated by the formal
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monodromy, the exponential torus and the Stokes matrices. From this one de-
duces that the differential equation has a 1-dimensional submodule if and only
if ab = 0 or ab �= 0 and sin(π

√
ab) = 0. In the first case the differential Galois

group is one of the two standard Borel subgroups of GL(2) if a �= 0 or b �= 0.
The second case is equivalent to ab = d2 for some integer d ≥ 1. The two
Stokes matrices are both the identity, the equation is over C({z}) equivalent

with z2 d
dz +

(
λ1 0
0 λ2

)
and the differential Galois group is the standard torus

in GL(2) (assuming λ1 and λ2 are linearly independent over the rationals). We
return now to the moduli space and the universal family of Theorem 12.4 and
investigate the existence of invariant line bundles as a first step in the study of
the variation of the differential Galois group on the moduli space.

12.3.3 Invariant Line Bundles

We consider the moduli problem of Exercise 12.5. Let V be a vector space
of dimension m and D : V → V a semi-simple linear map. The (distinct)
eigenvalues of D are λ1, . . . , λs and Vi is the eigenspace corresponding to the
eigenvalue λi. The dimension of Vi is denoted by mi. The data for the moduli
functor F is the formal differential module N0 = C[[z]] ⊗ V with connection
∇0 : N0 → C[[z]]z−2 ⊗N0 given by ∇0(v) = z−2dz ⊗D(v) for all v ∈ V . The
moduli space for this functor is AN

C with N =
∑

i=jmimj.

Let (M,∇, φ) be an object over C corresponding to a (closed) point of this
moduli space AN

C . This object is represented by a differential operator of the
form z2 d

dz + D + zA1 where A1 is an anti-diagonal matrix. The generic fibre
Mη is a differential module over C(z). We want to investigate the possibility
of a 1-dimensional submodule L of Mη. Any L corresponds uniquely to a
line bundle L ⊂ M such that M/L is a vector bundle of rank m − 1 and
∇ : L → Ω(2[0] + [∞])⊗ L. Let the degree of L be −d ≤ 0. Then L(d · [∞]) ⊂
M(d · [∞]) is free and generated by an element e = v0 + v1z + · · ·+ vdz

d with
all vi ∈ V = H0(P 1(C),M) and vd �= 0. The invariance of L under ∇ can
be formulated as (z2 d

dz +D + A1z)e = (t0 + t1z)e, for certain t0, t1 ∈ C. The
condition thatM/L is again a vector bundle implies that v0 �= 0. The equation
is equivalent to a sequence of linear equations:

(D − t0)v0 = 0

(D − t0)v1 = (−A1 + t1)v0

(D − t0)vi = (−A1 − (i− 1) + t1)vi−1 for i = 2, . . . , d

0 = (−A1 − d+ t1)vd.

The first equation implies that t0 is an eigenvalue λi of D and v0 ∈ Vi, v0 �=
0. The second equation can only have a solution if t1 = 0. Moreover the
components of v1 in Vj for j �= i are uniquely determined by v0. The third
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equation determines the component of v1 in Vi and the components of v2 in Vj
for j �= i. Et cetera. The last equation determines vd completely in terms of
v0 and the map A1. The last equation can be read as a set of homogeneous
linear equations for the vector v0 ∈ Vi. The coordinates of these equations are
polynomial expressions in the entries of A1. The conclusion is:

Lemma 12.7 The condition that there exists an invariant line bundle L of
degree −s with s ≤ d determines a Zariski closed subset of the moduli space
AN
C .

Example 12.8 z2 d
dz+D+z ·A1, where D =

(
λ1 0
0 λ2

)
and A1 =

(
0 a
b 0

)
.

As above we assume here that λ1 �= λ2. We consider first the case d = 0. The
line bundle L is generated by some element v ∈ V, v �= 0 and the condition is
(D +A1z)v = (t0 + t1z)v. Clearly t0 is one of the two eigenvectors of D and a
or b is 0.
Consider now d ≥ 1 and ab �= 0. Let e = v0 + · · ·+vdz

d with v0 �= 0 �= vd satisfy
(z2 d

dz +D+z ·A1)e = (t0 + t1z)e. We make the choice t0 = λ1 and v0 is the first
basis vector. As before t1 = 0. A somewhat lengthy calculation shows that the
existence of e above is equivalent with the equation ab = d2. If one starts with
the second eigenvalue λ2 and the second eigenvector, then the same equation
ab = d2 is found. We note that the results found here agree completely with
the calculations in Section 12.3.2. �

12.3.4 The Differential Galois Group

We continue the moduli problem of Exercise 12.5 and Section 12.3.3 and keep
the same notations. Our aim is to investigate the variation of the differential
Galois group on the moduli space AN

C . The first goal is to define a natural
action of the differential Galois group of an object (M,∇, φ) on the space V =
H0(P 1(C),M). For this we introduce symbols f1, . . . , fs having the properties
z2 d

dz fi = λifi, where λ1, . . . , λs are the distinct eigenvalues of D. The ring
S = C[[z]][f1, f−1

1 , . . . , fs, f
−1
s ]/I where I is the ideal generated by the set of all

polynomials fm1
1 · · · fms

s − 1 with mi integers such that m1λ1 + . . .+msλs = 0.
The differentiation z2 d

dz on S is defined by z2 d
dz z = z2 and z2 d

dzfi = λifi.
In this way S is a differential ring. For any M := (M,∇, φ), the solution
space Sol(M) can be identified with the kernel of the operator z2 d

dz +D+A1z
on S ⊗C[z](z)

M0 = S ⊗C V (note that our assumption on the formal normal
form of the equation implies that there is no formal monodromy and so the
equation has a full set of solutions in S ⊗C V ). This space has dimension m
over C. The ring homomorphism C[[z]][f1, f−1

1 , . . . , fs, f
−1
s ] → C, given by

z �→ 0, f1, . . . , fs �→ 1, induces a bijection Sol(M) → V . The smallest ring
R with C[z](z) ⊂ R ⊂ S, which contains all the coordinates of the elements
of Sol(M) with respect to V has the property: R is a differential ring for
the operator z2 d

dz and the field of fractions of R is the Picard-Vessiot field of
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Mη over C(z). The differential Galois group Gal(M), acting upon this field of
fractions, leaves R invariant. Thus Gal(M) acts on Sol(M) and on V according
to our chosen identification Sol(M)→ V . We note that the formal Galois group
at z = 0, which is a subgroup of Gs

m,C , is a subgroup of Gal(M). We can now
formulate our result.

Proposition 12.9 For any algebraic subgroup G ⊂ GL(V ), the set of theM :=
(M,∇, φ) ∈ AN

C with Gal(M) ⊂ G, is a countable union of Zariski-closed
subsets.

Proof. By Chevalley’s theorem, there is a vector space W over C obtained
from V by a construction of linear algebra and a line L ⊂ W , such that G
consists of the elements g ∈ GL(V ) with gL ⊂ L. This construction of linear
algebra can be extended to a construction of an object (N ,∇, ψ) from (M,∇, φ)
corresponding to new formal data at z = 0 (of the same type that we have
been considering here) and regular singularity at z = ∞. The invariance of
L under the differential Galois group is equivalent to the existence of a line
bundle L ⊂ N , invariant under ∇, such that N/L is again a vector bundle and
L0/zL0 = L ⊂ N0/zN0 = W . If we bound the degree −s of L by s ≤ d then the
existence of L defines an algebraic subset of the corresponding moduli space, by
Lemma 12.7. The proposition now follows. �

Remarks 12.10 1. The occurrence of countable unions of algebraic subsets of
the moduli space AN

C corresponding to the existence of an invariant line bundle
or a condition Gal(M) ⊂ G, where G ⊂ GL(V ) is a fixed algebraic subgroup, is
due to our choice of not prescribing the regular singularity at∞. Indeed, let us
add to the moduli functor a regular singular module N∞ := C[[z−1]]⊗ V with
some ∇∞ and an isomorphism C[[z−1]] ⊗M∞ → N∞ of differential modules.
We will show that there is a bound B, depending on the moduli problem, such
that the existence of an invariant line bundle implies that its degree −d satisfies
d ≤ B.

To prove this assertion, let L be an invariant line bundle of degree −d. There is
given an inclusion C[[z−1]]⊗L∞ ⊂ N∞, which induces an inclusion L∞/(z−1) ⊂
N∞/(z−1). The operator∇z d

dz
has on L∞/(z−1) an eigenvalue µ, which is one of

the at most m eigenvalues of the corresponding operator on N∞/(z−1). Let e =
v0+v1z+ · · ·+vdzd, with v0 �= 0 �= vd be the generator of H0(P 1(C),L(d · [∞])).
As before we have an equation (z2 d

dz +D+A1z)e = (t0 + t1z)e. From v0 �= 0 it
follows that t1 = 0. This implies that ∇z d

dz
on L(d · [∞])∞/(z−1) has eigenvalue

0. According to the shift that we have made at z = ∞ this eigenvalue is also
d+ µ.

We conclude that after prescribing the regular singularity at z = ∞, the set
corresponding to the condition Gal(M) ⊂ G is an algebraic subspace of the
moduli space.
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2. The question of how the Galois group varies in a family of differential equa-
tions is also considered in [269]. In this paper one fixes integers m and n and
considers the set Ln,m of linear differential operators of the form

L =
n∑
i=0

(
m∑
j=0

ai,jz
j)(

d

dz
)i

of order n with coefficients in C[z] of degree at most m. Such an operator
may be identified with the vector (ai,j) and so Ln,m may be identified with
C(m+1)(n+1). Let S be a finite subset of C ∪ Q = ∪m≥1z

−1/mC[z−1/m] and let
Ln,m(S) be the set of operators in Ln,m having exponents and eigenvalues (c.f.,
Definition 3.26) in S at each singular point. Note that we do not fix the singular
points. In [269], it is shown that for many linear algebraic groups G (e.g., G
finite, G connected, G0 unipotent) the set of operators in Ln,m(S) with Galois
group G is a constructible subset of C(m+1)(n+1). An example is also given to
show that this is not necessarily true for all groups. �

12.4 Unramified Irregular Singularities

A connection (N,∇) over K̂ := C((z)) is called unramified if its canonical form
does not use roots of z. For our formulation of this canonical form we will use
the operator δ = ∇z d

dz
on N . For q ∈ z−1C[z−1] we write E(q) = Ke for the

1-dimensional connection with δe = qe. Further we fix a set of representatives
for C/Z. Any regular singular connection over K̂ can (uniquely) be written as
K̂ ⊗C V where V is a finite dimensional vector space over C and with δ given
on V as a linear map l : V → V such that all its eigenvalues are in the set of
representatives of C/Z (see Theorem 3.1). The canonical form for an unramified
connection (N,∇) over K̂ is given by:

(a) distinct elements q1, . . . , qs ∈ z−1C[z−1].
(b) finite dimensional C-vector spaces Vi and linear maps li : Vi → Vi
for i = 1, . . . , s with eigenvalues in the set of representatives of C/Z.

The unramified connection with these data is N := ⊕si=1K̂ei ⊗C Vi with the
action of δ = ∇z d

dz
, given by δ(ei ⊗ vi) = qiei ⊗ vi + ei ⊗ li(vi). We note that

this presentation is unique. We write N0 := ⊕si=1C[[z]]ei⊗C Vi and define ki to
be the degree of the qi in the variable z−1. Put k = max ki. Write V := ⊕Vi.
One identifies N0 with C[[z]] ⊗ V by ei ⊗ vi �→ vi for all i and vi ∈ Vi. The
connection on N0 is denoted by ∇0.

The moduli problem that we consider is given by the connection (N0,∇0) at
z = 0 and a non specified regular singularity at z = ∞. More precisely we
consider (equivalence classes of) tuples (M,∇, φ) with:
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(a) M is a free vector bundle of rank m on P 1(C) and
∇ :M→ Ω((k + 1) · [0] + [∞])⊗M is a connection.
(b) φ : C[[z]] ⊗M0 → N0 is an isomorphism, compatible with the
connections.

Theorem 12.11 The functor associated to the above moduli problem is repre-
sented by the affine space AN

C , where N =
∑

i=j degz−1(qi− qj) ·dim Vi ·dimVj .

The proof of this theorem is rather involved. We start by writing the functor
F from the category of C-algebras to the category of sets in a more convenient
form. Let δ0 denote the differential (∇0)z d

dz
: N0 = C[[z]] ⊗ V → C((z)) ⊗ V .

For any C-algebra R, δ0 induces a differential R[[z]] ⊗ V → R[[z]][z−1] ⊗ V ,
which will also be denoted by δ0.

For any C-algebra R, one defines G(R) as the group of the R[[z]]-linear auto-
morphisms g of R[[z]]⊗C V such that g is the identity modulo z. One can make
this more explicit by considering the restriction of g to R⊗V . This map is sup-
posed to have the form g(w) =

∑
n≥0 gn(w)zn, where each gn : R⊗V → R⊗V

is R-linear. Moreover g0 is required to be the identity. The extension of any
g ∈ G(R) to an automorphism of R[[z]][z−1]⊗ V is also denoted by g.

We now define another functor G by letting G(R) be the set of tuples (g, δ) with
g ∈ G(R) such that the restriction of the differential gδ0g−1 : R[[z]] ⊗ V →
R[[z]][z−1]⊗ V maps V into R[z−1]⊗ V . This restriction is denoted by δ.

Lemma 12.12 The functors F and G from the category of C-algebras to the
category of sets are isomorphic.

Proof. Let R be a C-algebra. An element of F(R) is the equivalence class
of some (M,∇, φ). A representative for this equivalence class is chosen by
taking forM the trivial vector bundle OP 1(R)⊗V and requiring that φ modulo
(z) is the identity. Thus φ is an R[[z]]-linear automorphism of R[[z]] ⊗ V and
the identity modulo (z). Further, ∇z d

dz
is equal to φ−1δ0φ. By assumption,

∇ : R ⊗ V → H0(P 1(C),Ω((k + 1) · [0] + [∞])) ⊗C (R ⊗ V ). This implies that
the image of V under ∇z d

dz
lies in R[z−1] ⊗ V and therefore (φ−1, δ) ∈ G(R)

where δ = φ−1δ0φ. In this way one obtains a map F(R)→ G(R) and in fact a
morphism of functors F → G. It is easily seen that the map F(R) → G(R) is
bijective for every R. �

Now we proceed by proving that the functor G is representable.

Lemma 12.13 Let (g, δ) ∈ G(R). Then g is uniquely determined by δ.

Proof. Suppose that (g1, δ), (g2, δ) ∈ G(R). Then there exists h ∈ G(R) (i.e.,
h is an R[[z]]-linear automorphism h of R[[z]]⊗ V which is the identity modulo
(z)) such that hδ0 = δ0h. It suffices to show that h = 1.
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We introduce some notations. R((z)) will denote R[[z]][z−1]. A “linear map”
will mean linear with respect to the ring R((z)). For a linear map L : R((z))⊗
V → R((z))⊗V one writes L = (Lji) where the Lji : R((z))⊗Vi → R((z))⊗Vj
are again linear maps. For a linear map Lji one writes L′ji for the linear map
with matrix (w.r.t. bases of Vi and Vj) obtained by applying ′ = z d

dz to all
the coefficients of the matrix of Lji. Further z d

dz : R((z)) ⊗ V → R((z)) ⊗ V
denotes the obvious derivation, i.e., this derivation is 0 on V . Then clearly
L′ji = z d

dz ◦Lji−Lji ◦ z
d
dz . Write the prescribed δ0 as z d

dz +L where L = (Lji)
is linear. According to the definition of N0 one has Lji = 0 if i �= j and
Lii = qi + li. Write, as above, h = (hji). Then δ0h− hδ0 = 0 implies that

h′ji + hjili − ljhji + (qi − qj)hji = 0 for all i, j.

Suppose that hji �= 0 for some i �= j. Let n be maximal such that hji ≡ 0
modulo (zn). One finds the contradiction (qi − qj)hji ≡ 0 modulo (zn). So
hji = 0 for i �= j.

For i = j one finds h′ii + hiili − lihii = 0. Write hii =
∑

n≥0 hii(n)zn where
hii(n) : R⊗Vi → R⊗Vi are R-linear maps. Then nhii(n)+hii(n)li−lihii(n) = 0
for all n ≥ 0. The assumption on the eigenvalues of li implies that a non zero
difference of eigenvalues cannot be an integer. This implies that the maps
End(R⊗ Vi)→ End(R⊗ Vi), given by A �→ nA+Ali − liA, are bijective for all
n > 0. Hence hii(n) = 0 for n > 0. Since h is the identity modulo z we also
have that all hii(0) are the identity. Hence h = 1. �

We introduce now the concept of principal parts. The principal part Pr(f) of
f =

∑
rnz

n ∈ R((z)) is defined as Pr(f) :=
∑

n≤0 rnz
n. Let L : R((z))⊗ V →

R((z)) ⊗ V be R((z))-linear. Choose a basis {v1, . . . , vm} of V and consider
the matrix of L with respect to this basis given by Lvi =

∑
j αj,ivj . Then

the principal part Pr(L) of L is the R((z))-linear map defined by Pr(L)vi =∑
j Pr(αj,i)vj . It is easily seen that the definition of Pr(L) does not depend on

the choice of this basis. Any derivation δ of R((z)) ⊗ V has the form z d
dz + L

where L is an R((z))-linear map. The principal part Pr(δ) of δ is defined as
z d
dz + Pr(L).

Lemma 12.14 To every g ∈ G(R) one associates the derivation Pr(gδ0g−1).
Let H(R) denote the subset of G(R) consisting of the elements h such that
Pr(hδ0h−1) = δ0. Then:

1. H(R) is a subgroup of G(R). Let di,j denote the degree of qi − qj with
respect to the variable z−1. Then g ∈ G(R) belongs to H(R) if and only
if g − 1 maps each Vi into ⊕sj=1z

di,j+1R[[z]]⊗ Vj .

2. Pr(g1δ0g−1
1 ) = Pr(g2δ0g−1

2 ) if and only if g1H(R) = g2H(R).

3. For every differential module (R((z))⊗ V, δ) such that Pr(δ) = δ0 there is
a unique h ∈ H(R) with hδ0h−1 = δ.
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Proof. 1. For g ∈ G(R) one defines (a “remainder”) Rem(gδ0g−1) by the
formula gδ0g

−1 = Pr(gδ0g−1) + Rem(gδ0g−1). Hence Rem(gδ0g−1) is linear
and maps V into zR[[z]] ⊗ V . For any g1, g2 ∈ G(R) we also have that
g1Rem(g2δ0g−1

2 )g−1
1 maps V into zR[[z]]⊗V and so Pr(g1(Rem(g2δ0g−1

2 )g−1
1 ) =

0. Hence Pr((g1g2)δ0(g1g2)−1) = Pr(g1Pr(g2δ0g−1
2 )g−1

1 ). This formula easily
implies that H(R) is a subgroup of G(R).

Let g ∈ G(R) and write g − 1 := (Li,j), where Li,j is a R[[z]]-linear map
R[[z]]⊗Vj → R[[z]]⊗Vi. The condition g ∈ H(R) is equivalent to the condition
that gδ0−δ0g maps V into zR[[z]]⊗V . The last condition means that (for all i, j)
the map Li,jδ0−δ0Li,j maps Vj into zR[[z]]⊗Vi. This is seen to be equivalent to
(qj− qi)Li,j maps Vj into zR[[z]]⊗Vi or equivalently Li,jVj ⊂ zdi,j+1R[[z]]⊗Vi.

2. Pr(g1δ0g−1
1 ) = Pr(g2δ0g−1

2 ) is equivalent to the condition that g1δ0g−1
1 −

g2δ0g
−1
2 maps R[[z]]⊗V into zR[[z]]⊗V . The latter is equivalent to the condition

that g−1
2 g1δ0g

−1
1 g2−δ0 maps R[[z]]⊗V into zR[[z]]⊗V . This is again the same as

Pr(g−1
2 g1δ0g

−1
1 g2) = δ0. The last statement translates into g1H(R) = g2H(R).

3. Suppose now that Pr(δ) = δ0. Then we try to solve hδ0h−1 = δ with h ∈
H(R). From the step by step construction that we will give, the uniqueness
of h will also follow. We remark that the uniqueness is also a consequence of
Lemma 12.13. The problem is equivalent to solving hδ0h−1 − δ0 = M for any
R[[z]]-linear map M : R[[z]] ⊗ V → zR[[z]] ⊗ V . This is again equivalent to
solving hδ0 − δ0h = Mh modulo zN for all N ≥ 1. For N = 1, a solution is
h = 1. Let a solution hN−1 modulo zN−1 be given. Then hN−1δ0 − δ0hN−1 =
MhN−1 + zN−1S with S : R[[z]] ⊗ V → R[[z]] ⊗ V . Consider a candidate
hN = hN−1 + zN−1T for a solution modulo zN with T given in block form
(Tj,i) by maps Tj,i : R[[z]] ⊗ Vi → zdj,iR[[z]] ⊗ Vj . Then we have to solve
Tδ0 − δ0T − (N − 1)T = −S modulo z. The linear map Tδ0 − δ0T − (N − 1)T
has block form (−(z d

dz )(Tj,i)+Tj,ilj− liTj,i−(N−1)Tj,i+(qj−qi)Tj,i). Let the
constant map Lj,i be equivalent to z−dj,iTj,i modulo z and let cj,i be the leading
coefficient of qj − qi (for j �= i). Then for i �= j the block for the pair j, i is
modulo z congruent to cj,iLj,i. The block for the pair i, i is modulo z equivalent
to Li,ili − liLi,i − (N − 1)Li,i. Since the non-zero differences of the eigenvalues
of li are not in Z, the map A ∈ End(Vi) �→ (Ali − liA − (N − 1)A) ∈ End(Vi)
is bijective. We conclude from this that the required T exists. This shows that
there is an element h ∈ H(R) with hδ0h−1 = δ. �

Corollary 12.15 1. The functors R �→ G(R)/H(R) and G are isomorphic.
2. The functor F is representable by the affine space AN

C , where
N =

∑
i=j degz−1(qi − qj) · dim Vi · dimVj.

Proof. 1. Define the map αR : G(R)/H(R)→ G(R) by by g �→ (g̃,Pr(gδ0g−1)),
where g̃ = gh with h ∈ H(R) the unique element with hδ0h

−1 =
δ := g−1Pr(gδ0g−1)g = δ0 − R(gδ0g−1). By Lemma 12.14, αR is a bijection.
Moreover αR depends functorially on R.
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2. The coset G(R)/H(R) has as set of representatives the g’s of the form g =
1 + L with L = (Lj,i), where Li,i = 0 and Lj,i, for i �= j, is an R-linear map
R⊗Vi → Rz⊗Vj⊕Rz2⊗Vj⊕· · ·⊕Rzdi,j⊗Vj . Thus the functor R �→ G(R)/H(R)
is represented by the affine space ⊕i=jHom(Vi, Vj)di,j . �

We note that Theorem 12.4 and Exercise 12.5 are special cases of Corol-
lary 12.15.

12.5 The Ramified Case

Let (N,∇) be a connection over K̂ = C((z)). We define δ : N → N by δ = ∇z d
dz

.

For any integer e ≥ 1 we write K̂e = C((t)) with te = z. The ramification index
ofN is defined as the smallest integer e ≥ 1 such thatM := K̂e⊗N is unramified
as defined in Section 12.4. The idea of the construction of the moduli space for
the ramified case given by N (or rather given by some lattice N0 ⊂ N) is the
following. One considers for the unramified case M over C((t)) a suitable lattice
M0 on which the Galois group of C((t))/C((z)) operates. For the ramified case
one chooses for the lattice N0 the invariants of the lattice M0 under the action
of the Galois group. Then one has two moduli functors, namely F for N0

and F̃ for M0. The second functor is, according to Section 12.4, representable
by some AN

C . Moreover, the Galois group of C((t))/C((z)) acts on F̃ and its
moduli space. A canonical isomorphism F(R) → F̃(R)inv, where inv means
the invariants under this Galois group and R is any C-algebra, shows that F is
representable by the (AN

C )inv. The latter space turns out to be isomorphic with
AM
C for some integer M ≥ 1. Although the functors F and F̃ are essentially

independent of the chosen lattices, a rather delicate choice of the lattices is
needed in order to make this proof work.

We will now describe how one makes this choice of lattices and give a fuller
description of the functors.

The decomposition M = ⊕si=1E(qi)⊗Mi, with distinct q1, . . . , qs ∈ t−1C[t−1],
E(qi) = K̂eei with δei = qiei and Mi regular singular, is unique. We fix a set of
representatives of C/(1

eZ). Then each Mi can uniquely be written as K̂e⊗C Vi,
where Vi is a finite dimensional vector space over C and such that δ(Vi) ⊂ Vi and
the eigenvalues of the restriction of δ to Vi lie in this set of representatives. The
uniqueness follows from the description of Vi as the direct sum of the generalized
eigenspaces of δ on Mi taken over all the eigenvalues belonging to the chosen
set of representatives.

Fix a generator σ of the Galois group of K̂e/K̂ by σ(t) = ζt and ζ a primitive
eth-root of unity. Then σ acts on M in the obvious way and commutes with the
δ on M . Further σ(fm) = σ(f)σ(m) for f ∈ K̂e, m ∈ M . Thus σ preserves
the above decomposition. In particular, if σ(qi) = qj then σ(E(qi) ⊗Mi) =
E(qj)⊗Mj. We make the convention that σ is the bijection from E(qi) to E(qj)
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which maps ei to ej. Using this convention one defines the map Lj,i : Mi →Mj

by σ(ei ⊗mi) = ej ⊗Li,j(mi). It is easily seen that Li,j commutes with the δ’s
and Lj,i(fmi) = σ(f)Lj,i(mi). From the description of Vi and Vj it follows that
Lj,i(Vi) = Vj .

We note that Lj,i need not be the identity if qi = qj . The reason for this is that
C/(Z) and C/(1

eZ) do not have the same set of representatives. In particular,
a regular singular differential module N over K̂ and a set of representatives
of C/(Z) determines an isomorphism N ∼= K̂ ⊗ W . The extended module
M = K̂e⊗N is isomorphic to K̂e⊗W , but the eigenvalues of δ on W may differ
by elements in 1

eZ. Thus for the isomorphism M = K̂e ⊗ V corresponding to a
set of representatives of C/(1

eZ) one may have that V �= W .

We can summarize the above as follows: The extended differential module M :=
K̂e ⊗N is given by the following data:

(a) Distinct elements q1, . . . , qs ∈ t−1C[t−1].
(b) Finite dimensional vector spaces V1, . . . , Vs and linear maps li :
Vi → Vi such that the eigenvalues of li lie in a set of representatives
of C/(1

eZ).
(c) σ permutes the set {q1, . . . , qs} and for every pair i, j with σqi =
qj , there is given a C-linear bijection σj,i : Vi → Vj such that σj,i ◦
li = lj ◦ σj,i.

The data define a lattice M0 = ⊕C[[t]]ei ⊗ Vi in the differential module M ,
with δei⊗vi = qiei⊗vi+ei⊗ li(vi) such that δfm = fδm+1/e · tdfdtm. Further
the data define an automorphism on M0, also denoted by σ, which has the
properties: σ(fm) = σ(f)σ(m) and if σ(qi) = qj , then σ(ei ⊗ vi) = ej ⊗ σj,ivi.

We consider now the lattice N0 = Mσ
0 , i.e., the elements invariant under the

action of σ, in the differential module N over K̂. We will call this the standard
ramified case.

Again we consider the moduli problem for connections (N ,∇, ψ) on P 1(C); N
a free vector bundle; the connection (N ,∇) with the two singular points 0,∞;
the point ∞ regular singular; ψ : C[[z]]⊗N0 → N0 an isomorphism compatible
with the two connections. This defines the functor F on the category of the
C-algebras, that we want to represent by an affine space over C.

Let X → P 1(C) denote the covering of P 1(C) given by te = z. We consider
above X the moduli problem (of the unramified case): tuples (M,∇, φ) with
a free vector bundle M; a connection (M,∇) with singularities at 0 and ∞;
the singularity at ∞ is regular singular; further an isomorphism φ : C[[t]] ⊗
M0 → M0. This defines a functor F̃ on the category of the C-algebras. The
important observation is that σ acts canonically on F̃(R). Indeed, an element
(M,∇, φ) ∈ F̃ is given by R-linear maps ∇ : H0(X ⊗ R,M) → H0(X,Ω(k ·
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[0] + [∞]))⊗H0(X ⊗R,M) and φ : H0(X ⊗R,M)→ R[[t]]⊗M0 having some
compatibility relation. One defines σ(M,∇, φ) = (M,∇, σ ◦ φ).

Lemma 12.16 There is a functorial isomorphism F(R)→ F̃(R)σ.

Proof. We mean by F̃(R)σ the set of σ-invariant elements. For convenience
we will identify ei ⊗ Vi with Vi. Put V = ⊕Vi, then M0 = C[[t]]⊗ V . The map
σ on V has eigenvalues 1, ζ, . . . , ζe−1. Let V = ⊕e−1

i=0V (i) be the decomposition
in eigenspaces. Put W := V (0)⊕ te−1V (1)⊕ te−2V (2)⊕ · · · ⊕ tV (e− 1). Then
one has N0 = C[[z]]⊗W .

The functor F is “normalized” by identifying N with OP 1(R) ⊗W and by re-
quiring that ψ0 is the identity. The same normalization will be made for F̃ .
We start now by defining the map F(R) → F̃(R)σ. For notational conve-
nience we will omit the C-algebra R in the notations. An element on the left
hand side is given by ∇ : W → H0(Ω(k[0] + [∞])) ⊗ W and a sequence of
linear maps ψn : W → W with ψ0 = id, satisfying some compatibility con-
dition. The isomorphism ψ : C[[z]] ⊗W → N0 extends to a C[[t]]-linear map
C[[t]]⊗W → C[[t]]⊗C[[z]]N0 ⊂M0. Call this map also ψ. Then ψ mapsW iden-
tically into the subset W ⊂ N0 ⊂M0. The latter W has been written as a direct
sum⊕e−1

i=0 t
e−iV (i). On the left hand side one can embed C[[t]]⊗W into C[[t]]⊗V

(with V as above) and extend ψ uniquely to an isomorphism φ : C[[t]]⊗V →M0

such that φ0 is the identity. The ∇ : W → H0(P 1(C),Ω(k[0] + [∞])) ⊗W ex-
tends in a unique way to a ∇ : V → H0(X,ΩX(e · k · [0] + [∞])) ⊗ V such that
the compatibility relations hold. Moreover, one observes that the element in
F̃(R) that we have defined is invariant under σ.

On the other hand, starting with a σ-invariant element of F̃(R) one has a σ-
equivariant isomorphism φ : C[[t]] ⊗ V → M0 with φ0 = id. After taking
invariants one obtains an isomorphism ψ : C[[z]]⊗W → N0, with ψ0 = id. The
given ∇ induces a ∇ : W → H0(P 1(C),Ω(k[0] + [∞])) ⊗W . In total, one has
defined an element of F(R). The two maps that we have described depend in a
functorial way on R and are each others inverses. �

Corollary 12.17 There is a fine moduli space for the standard ramified case.
This space is the affine space AN

C , with N equal to
∑

i=j degz−1(qi−qj) ·dimVi ·
dimVj.

Proof. We keep the above notations. The functor F̃ is represented by the
affine space ⊕i=jHom(Vi, Vj)di,j , where di,j is the degree of qi− qj with respect
to the variable t−1. On this space σ acts in a linear way. The standard ramified
case is represented by the σ-invariant elements. From the description of the
σ-action on ⊕Vi and the last lemma the statement follows. �

Example 12.18 Take e = 2, t2 = z and M0 the C[[t]]-module generated by
e1, e2. The derivation δ0 is given by δ0e1 = t−1e1 and δ0e2 = −t−1e2. Let σ
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be the generator of the Galois group of C((t))/C((z)). We let σ act on M0 by
interchanging e1 and e2. Thus σ commutes with δ0. Then N0 = Mσ

0 is the
C[[z]]-module generated by f1 = e1 + e2, f2 = t(e1− e2). The action of δ0 with
respect to this basis is equal to z d

dz + Ez−1 + B, where E,B are the matrices(
0 0
1 0

)
and

(
0 1
0 1/2

)
.

The universal object for the unramified case is given in matrix form by

δ = z
d

dz
+ t−1

(
1 0
0 −1

)
+

(
0 a
b 0

)
.

The action of σ on the universal object permutes a and b. Thus the universal
σ-invariant object is

δ = z
d

dz
+ t−1

(
1 0
0 −1

)
+

(
0 a
a 0

)
.

This δ has with respect to the basis f1, f2 the matrix form

δ = z
d

dz
+ z−1

(
0 0
1 0

)
+

(
a 1
0 1/2− a

)

For a = 0 one has of course the standard module in the ramified case. The above
differential operator is the universal family above the moduli space, which is A1

C .
�

12.6 The Meromorphic Classification

Let C be the field of complex numbers C. We consider a moduli functor F
associated to a formal differential module (N0,∇0) as in Section 12.4 or 12.5. Its
fine moduli space is denoted by AN

C . The meromorphic classification, attached
to K̂ = C((z)), is described by the cohomology set H1(S1, STS) or equivalently
by the set of Stokes matrices. One identifies, as before, H1(S1, STS) with CN .

Theorem 12.19 The canonical map α : AN
C → H1(S1, STS) ∼= CN is complex

analytic. The image of α contains the Zariski open subset of CN consisting of
the points ξ for which the topological monodromy has m distinct eigenvalues.
The fibre of a point ξ ∈ CN , such that its topological monodromy has m distinct
eigenvalues, is a discrete infinite subset of AN

C .

Proof. The map α is defined as in Subsection 12.3.2 and associates to a C-
valued point of AN

C , represented by (M,∇, φ), the pair (M,ψ), where M :=
C({z}) ⊗ H0(P 1(C),M) with the connection induced by ∇ and where ψ is
the isomorphism C((z)) ⊗M → C((z)) ⊗ N0 induced by φ. Write U for the
algebra of regular functions on AN

C and write (gu, δu) ∈ G(U) for the universal
element. Then δ0 = z d

dz +A0 and δu = z d
dz +A, where the matrices A0 and A
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have coordinates in C[z−1] and U [z−1]. Further gu is a formal solution of the
differential equation z d

dz (gu)+Agu−guA0 = 0. Let d be a non-singular direction
of this differential equation. Multisummation yields a unique lift Sd(gu) of gu
valid in a fixed sector S around d. Suppose that one knows that Sd(gu) is an
analytic function on S×AN

C . Consider now a singular direction d. Then Sd+(gu)
and Sd−(gu) are both analytic functions on S×AN

C (where S is a suitable sector
around the direction d). Then it follows that the Stokes matrix for direction d is
an analytic function on AN

C . One concludes that α is an analytic map. The other
statements of the theorem follow from the arguments given in Subsection 12.3.2.
�

Thus the theorem is a consequence of the following result in the theory of
multisummation.

Proposition 12.20 (B.L.J. Braaksma) Let x denote a set of n variables. Con-
sider a matrix differential equation

z
d

dz
y −Ay = h, where A and h have coefficients in C[z−1, x].

Let a formal solution f̂ which has coefficients in C[x][[z]] be given and suppose
that z d

dz −A is equivalent, via a g ∈ GL(m,C[x][[z]]) such that g is the identity
modulo z, with a (standard) differential equation over C[z−1] (not involving x).
Let d be a nonsingular direction for z d

dz −A and S the fixed sector with bisector
d, given by the multisummation process.

Then the multisum Sd(f̂)(z, x) in the direction d is holomorphic on S×Cn.

Proof. It suffices to prove that Sd(f̂)(z, x) depends locally holomorphically on
x. This means that we must verify that Sd(f̂)(z, x) is holomorphic on S ×{a ∈
Cn | ‖a‖ < ε} for the required sector and some positive ε. The analytic way
to produce the multisummation Sd by formal Borel and Laplace integrals (see
Example 7.45 and Remarks 7.62) will imply the required result without too
much extra effort. Indeed, the various Borel and Laplace transforms of f̂ are
given by integrals and these integrals depend locally holomorphically on x. In
our more algebraic setting of multisummation, we will have to show that after
each step in the construction the result depends locally holomorphically on x.
We only sketch the procedure.

The Main Asymptotic Existence Theorem (Theorem 7.10) has to be adapted
to the case of parameters x. For this one considers the scalar equation (δ −
q)f̂ = g with q ∈ z−1C[z−1] and g = g(z, x) depending holomorphically on
x. A version of the Borel-Ritt Theorem (Theorem 7.3) with parameters can be
applied to f̂ and this reduces the problem to the special case where g is flat,
uniformly in x in some neighborhood of 0 ∈ Cn. One then extends Lemma 7.13
to the case of parameters. A somewhat tedious calculation shows that the
estimates of the integrals, involved in the proof of Lemma 7.13, hold uniformly
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for x in a neighborhood of 0 ∈ Cn. A similar verification can be done for the
proof of Lemma 7.17. The conclusion is that Theorem 7.10 holds for the case
of parameters. We therefore have that f̂ has asymptotic lifts fi with respect
to some open cover {Si}i∈I of S1 and furthermore, that these lifts depend
holomorphically on x. This induces a 1-cocycle ξ = {fi − fj} for the sheaf
KA = ker(δ −A, (A0

1/k)
m) and the open cover {Si} of S1 and that this cocycle

depends holomorphically on x (see Lemma 7.40).

It is given that δ − A is equivalent, by a transformation g ∈ GLm(C[x][[z]])
with g ≡ 1 mod z, to δ − B where B is independent of x. For convenience
we suppose that δ − A has only one positive slope k. One can verify that
Lemma 7.41 remains valid for our case of parameters. This means that for a
sector S = (d − α, d + α) with d not a singular direction and some α > π

2k the
sheaf KA is isomorphic to KB ⊗C O, where O denotes the ring of holomorphic
functions on {a ∈ Cn | ‖a‖ < ε}. Both H0(S,KB) and H1(S,KB) are zero.
Therefore the restriction of the 1-cocycle ξ to S is the image of a (unique)
element η = {ηi} in

∏
iKA(S∩Si) (depending holomorphically on x). The new

choice of lifts {fi − ηi} for the cover {S ∩ Si} of S glue to together to form the
k-sum Sd(F̂ ) on S. Thus Sd(f̂) depends holomorphically on x. The general
case, involving more than one positive slope, can be handled in the same way
(and with some more effort). �



Chapter 13

Positive Characteristic

Linear differential equations over differential fields of characteristic p > 0 have
been studied for a long time ([139], [151], [152], [8],...). Grothendieck’s con-
jecture on p-curvatures is one of the motivations for this. Another motivation
is the observation that for the factorization of differential operators over, say,
the differential field Q(z) the reductions modulo prime numbers yield useful
information.

In this Chapter we first develop the classification of differential modules over
differential fields K with [K : Kp] = p. It turns out that this classification is
rather explicit and easy. It might be compared with Turrittin’s classification
of differential modules over C((z)). Algorithms are developed to construct and
obtain standard forms for differential modules.

From the view point of differential Galois theory, these linear differential
equations in characteristic p do not behave well. A completely different class
of equations, namely the “linear iterative differential equations”, is introduced.
These equations have many features in common with linear differential equations
in characteristic 0. We will give a survey and explain the connection with p-adic
differential equations.

13.1 Classification of Differential Modules

In this chapter K denotes a field of characteristic p > 0 satisfying [K : Kp] =
p. The universal differential module ΩK of K has dimension 1 over K. Indeed,
choose an element z ∈ K \ Kp. Then K has basis 1, z, . . . , zp−1 over Kp and
this implies that ΩK = Kdz. Let f → f ′ = df

dz denote the derivation given by

(a0 + a1z + · · ·+ ap−1z
p−1)′ = a1 + 2a2z + · · ·+ (p− 1)ap−1z

p−2,

for any a0, . . . , ap−1 ∈ Kp. Every derivation on K has the form g d
dz for a unique

g ∈ K.

327
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Examples of fields K with [K : Kp] = p are k(z) and k((z)) with k a perfect
field of charactersitic p. We note that any separable algebraic extension L ⊃ K
of a field with [K : Kp] = p has again the property [L : Lp] = p.

A connection over the fieldK is a pair (∇,M) whereM is a finite dimensional
vector space over K and where ∇ : M → ΩK ⊗M is an additive map satisfying
the usual rule ∇(fm) = df ⊗m+ f∇(m) for f ∈ K and m ∈M . One observes
that ∇ is determined by ∂ := ∇ d

dz
: M → M given by ∂ = � ⊗ id ◦ ∇ where

� : ΩK → K is the K-linear map defined by �(dz) = 1. In what follows we will
fix z, the derivation f �→ f ′ = df

dz and consider instead of connections differential
modules (M,∂) defined by: M is a finite dimensional vector space over K and
∂ : M → M is an additive map satisfying ∂(fm) = f ′m+ f∂m for f ∈ K and
m ∈M .

Our aim is to show that, under some condition onK, the Tannakian category
DiffK of all differential modules over K is equivalent to the Tannakian category
ModKp[T ] of all Kp[T ]-modules which are finite dimensional as vector spaces
over the field Kp. The objects of the latter category can be given as pairs
(N, tN ) consisting of a finite dimensional vector space N over Kp and a Kp-
linear map tN : N → N . The tensor product is defined by (N1, t1)⊗ (N2, t2) :=
(N1⊗KpN2, t3), where t3 is the map given by the formula t3(n1⊗n2) = (t1n1)⊗
n2 + n1 ⊗ (t2n2). We note that this tensor product is not at all the same as
N1 ⊗Kp[T ] N2. All further details of the structure of the Tannakian category
ModKp[T ] are easily deduced from the definition of the tensor product.

Exercise 13.1 Let f ∈ Kp[T ] be a separable irreducible polynomial andm ≥ 1.
Prove that Kp[T ]/(fm) is isomorphic to Kp[T ]/(f)⊗Kp Kp[T ]/(Tm).
Hint: Let e1, e2 denote the images of 1 in Kp[T ]/(f) and in Kp[T ]/(Tm). For
any polynomial Q ∈ Kp[T ] one defines a sequence of polynomials Q0, Q1, Q2, . . .
by the formula Q(T + U) =

∑
n≥0Qn(T )Un.

Prove that Q(e1 ⊗ e2) =
∑m−1

n=0 (Qn(T )e1)⊗ (T ne2).
Prove that fm(e1 ⊗ e2) = 0 and that fm−1(e1 ⊗ e2) �= 0. �

Every object of ModKp[T ] is isomorphic to a unique finite direct sum
⊕(Kp[T ]/(fn))m(f,n), where f runs in the set of monic irreducible polynomials
in Kp[T ] and n ≥ 1 and m(f, n) ≥ 0. The classification of the objects in
DiffK follows from the above equivalence of Tannakian categories. Let I(f, n)
denote the differential module overK corresponding to Kp[T ]/(fn). Then every
differential module overK is isomorphic to a finite direct sum ⊕I(f, n)m(f,n) for
uniquely determined m(f, n) ≥ 0. For two differential modules M1,M2 over K
the set of morphisms Mor(M1,M2) consists of the K-linear maps � : M1 →M2

satisfying �∂ = ∂�. This is a vector space over Kp and, by the equivalence,
equal to Mor(N1, N2) for suitable objects N1, N2 of ModKp[T ]. Using the direct
sum decompositions of N1 and N2, one easily finds Mor(N1, N2).

The functor F : ModKp[T ] → DiffK , which provides the equivalence, will
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send an object (N, tN ) to an object (M,∂M ) with M = K ⊗Kp N and ∂M is
chosen such that ∂pM = 1K ⊗Kp tN . At this point there are many details to be
explained.

For a differential module (M,∂M ) one defines its p-curvature to be the map
∂pM : M → M . The map ∂M is clearly Kp-linear and thus the same holds
for the p-curvature. The p-curvature is in fact a K-linear map. An easy way
to see this is to consider D := K[∂], the ring of differential operators over K.
A differential module (M,∂M ) is the same thing as a left D-module of finite
dimension over K. The action of ∂ ∈ D on M is then ∂M on M . Now ∂p ∈ D
commutes with K and thus ∂pM is K-linear. The importance of the p-curvature
is already apparent from the next result.

Lemma 13.2 P. Cartier. Let (M,∂) be a differential module of dimension d
over K. The following statements are equivalent:
(1) The p-curvature ∂p is zero.
(2) The differential module (M,∂) is trivial, i.e., there is a basis e1, . . . , ed of
M over K such that ∂ej = 0 for all j.

Proof. (2)⇒(1) is obvious from ∂pei = 0 for all i and ∂p is K-linear.
Suppose that ∂p = 0. Then the Kp-linear operator ∂ is nilpotent. In particular
there exists a nonzero e1 ∈M with ∂e1 = 0. By induction on the dimension ofM
one may assume that the differential module M/Ke1 has a basis ẽ2, . . . , ẽd with
∂ẽi = 0 for i = 2, . . . , d. Let e2, . . . , ed ∈ M be preimages of ẽ2, . . . , ẽd. Then
∂ei = fie1, i = 2, . . . , d for certain elements fi ∈ K. Now ∂p(ei) = f

(p−1)
i e1 = 0.

Thus f (p−1)
i = 0 and this easily implies that there are elements gi ∈ K with

fi = g′i. Now e1, e2 − g2e1, . . . , ed − gde1 is the required basis. �

Much more is true, namely the p-curvature “determines” the differential
module M completely. A precise formulation is in fact the equivalence of Tan-
nakian categories F : ModKp[T ] → DiffK , that we want to establish.

Exercise 13.3
(1) Show that a trivial differential moduleM overK of dimension strictly greater
than p has no cyclic vector.
(2) Show that a differential module M of dimension ≤ p over K has a cyclic
vector. Hint: Try to adapt the proof of Katz to characteristic p. �

It is convenient to regard Z := Kp[T ] as subring of D by identifying T with
∂p ∈ D. An object (N, tN ) is then a left Z-module and M = K ⊗Kp N is a left
module over the subring Z[z] = K ⊗Kp Z of D. The aim is to extend this to a
structure of left D-module by defining an action of ∂ on M .

Let us consider the simplest case, N = Kpe with tNe = ae and a ∈ Kp.
Then M = Ke. For any b ∈ K one considers Ke as differential module by
∂e = be. Define the element τ(b) by ∂pe = τ(b)e. Apply ∂ to both sides of the
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last equation. This yields τ(b)′ = 0 and so τ(b) ∈ Kp. We are looking for a
b ∈ K such that τ(b) = a. The answer is the following.

Lemma 13.4 (see Lemma 1.4.2 of [226] )
(1) τ(b) = b(p−1) + bp.
(2) τ : K → Kp is additive and has kernel { f

′

f |f ∈ K∗}.
(3) τ is surjective if there are no skew fields of degree p2 over its center Kp.

This lemma is the main ingredient for the proof of the following theorem,
given in [226].

Theorem 13.5 Suppose that K has the property that no skew fields of degree
p2 over a center L exist with L a finite extension of K. Then there exists an
equivalence F : ModKp[T ] → DiffK of Tannakian categories.

Sketch of the construction of F(N).
Since F respects direct sums, it suffices to consider N of the form Kp[T ]/(fm)
where f is a monic irreducible polynomial and m ≥ 1. In the case that f
is separable, Kp[T ]/(fm) ∼= Kp[T ]/(f) ⊗Kp Kp[T ]/(Tm) according to Exer-
cise 13.1. Since F respects tensor products, F(Kp[T ]/(fm)) is isomorphic to
F(Kp[T ]/(f))⊗K F(Kp[T ]/(Tm). Now we have to consider the following cases
for the Kp[T ]-module N :

(i) N = Kp[T ]/(Tm).
Define the element c∞ ∈ K[[T ]] by the formula c∞ := −z−1

∑
n≥0(z

pT )p
n

. One

easily verifies that c(p−1)
∞ + cp∞ = T . Consider, for m ≥ 1 the image cm of c∞

in K[[T ]]/(Tm) = K[T ]/(Tm). Then also c(p−1)
m + cpm = Tmod (Tm). Thus the

differential module M = K[T ]/(Tm)e with ∂e = cme has the property ∂pe =
(Tmod(Tm))e. These explicit formulas justify the definition F(Z/(Tm)) :=
K[T ]/(Tm)e with ∂e = cme.

(ii) N = Kp[T ]/(f) with f (monic) irreducible and separable.
Write Lp for the field Kp[T ]/(f). Then M = K ⊗Kp N = Le, where L =
K ⊗Kp Lp = K[T ]/(f) = Lp(z) is again a field. In this situation tNe = ae,
where a is the image of T in Lp, and we search for a b ∈ L with ∂Me = be such
that τ(b) = a. Lemma 13.4 and the assumption of the theorem guarantee the
existence of b. Thus F(N) = M with ∂e = be for some choice of b. We observe
that F(N) is well defined up to isomorphism. Indeed, according to part (2) of
the lemma, any other solution b̃ of the equation τ(b̃) = a has the form b̃ = b+ f ′

f .
Thus the differential module obtained from the choice b̃ is isomorphic to F(N)
with the choice ∂e = be.

(iii) N = Kp[T ]/(f) with f monic, irreducible and inseparable.
Then K ⊗Kp Kp[T ]/(f) = Kp[T ]/(f)[X ]/(Xp − zp). Since Kp ⊂ Kp[T ]/(f)
is inseparable, there exists an element g ∈ Kp[T ]/(f) with gp = zp. Let s
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be the image of X − g. Then K ⊗Kp Kp[T ]/(f) = Kp[T ]/(f)[s] with the
properties sp = 0 and s′ = 1. The map τ : Kp[T ]/(f)[s] → Kp[T ]/(f) has the
form τ(a0 + a1s + · · · + ap−1s

p−1) = −ap−1 + ap0. Clearly, τ is surjective. In
particular F(N) = Kp[T ]/(f)[s]e with ∂e = −asp−1e where a is the image of T
in Kp[T ]/(f). Again F(N) does not depend, up to isomorphism, on the choice
of the solution τ(.) = a.

(iv) N = Kp[T ]/(fm) with f monic, irreducible, inseparable and m ≥ 1.
For the exercise 13.1 the condition f separable is essential. Therefore we have
to extend (iii) “by hand”. Consider M = K ⊗Kp Kp[T ]/(fm)e and let a denote
the image of T in Kp[T ]/(fm). We have to produce an element b ∈ K ⊗Kp

Kp[T ]/(fm) with τ(b) = a. Then M with ∂(e) = be is the definition of F(N).
Choose a g ∈ Kp[T ]/(fm) such that gp = zp − fR with R ∈ Kp[T ]/(fm). Put
s = z ⊗ 1 − 1 ⊗ g. Then K ⊗Kp Kp[T ]/(fm) = Kp[T ]/(fm)[s] where s has
the properties sp = fR and s′ = 1. Now τ(−bsp−1) = b − bp(fR)p−1 for any
b ∈ Kp[T ]/(fm). Thus we have to solve b− bp(fR)p−1 = a. Since f is nilpotent
in Kp[T ]/(fm), one easily computes a solution b of the equation, by a simple
recursion.

Remarks 13.6
(1) For a C1-field K, see A.52, there are no skew fields of finite dimension
over its center K. Further any finite extension of a C1-field is again a C1-field.
Therefore any C1-field K satisfies the condition of the theorem. Well known
examples of C1-fields are k(z) and k((z)) where k is algebraically closed.
(2) If K does not satisfy the condition of the theorem, then there is still a
simple classification of the differential modules over K. For every irreducible
monic f ∈ Z and every integer n ≥ 1 there is an indecomposable differential
module I(f, n). There are two possibilities for the central simple algebra D/fD
with center Z/fZ. It can be a skew field or it is isomorphic to the matrix
algebra Matr(p, Z/fZ). In the first case I(f, n) = D/fnD and in the second
case I(f, n) ∼= K ⊗Kp Z/fnZ provided with an action of ∂ as explained above.
Moreover any differential module over K is isomorphic with a finite direct sum
⊕I(f, n)m(f,n) with uniquely determined integers m(f, n) ≥ 0.
(3) The category DiffK (for a field K satisfying the condition of Theorem 13.5)
can be seen to be a neutral Tannakian category. However the Picard-Vessiot
theory fails and although differential Galois groups do exist they are rather
strange objects. �

Examples 13.7
(1) Suppose p > 2 and let K = Fp(z). The differential modules of dimension 2
over K are:
(i) I(T 2 + aT + b) with T 2 + aT + b ∈ Fp(zp)[T ] irreducible.
(ii) I(T − a)⊕ I(T − b) with a, b ∈ Fp(zp).
(iii) I(T − a, 2) with a ∈ Fp(zp).
These differential modules can be made explicit by solving the equation τ(B) =
A in the appropriate field or ring. In case (i), the field is L = Fp(z)[T ]/(T 2 +
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aT + b) and the equation is τ(B) = A where A is the image of T in Lp =
Fp(zp)[T ]/(T 2 + aT + b). The differential module is then Le with ∂ given by
∂e = Be.
(2) Let K = F2(z). The element ( z

z2+z+1 )2 does not lie in the image of τ : K →
K2. Indeed, essentially the only element in K which could have the required
τ -image is a0+a1z

z2+z+1 . This leads to the equation (a1 + a2
1)z

2 + a1 + a0 + a2
0 = z2.

Thus a1 = a0 + a2
0 and a4

0 + a0 = 1. Thus a0 ∈ F16 \ F4. The algebra
F := K[∂]/K[∂](T−( z

z2+z+1 )2) can be shown to be a central simple algebra over
K2. It has dimension 4 over K2. There are two possibilities: F is isomorphic
to the matrix algebra M2(K2) or F is a skew field. The fact that τ(B) =
( z
z2+z+1 )2 has no solution translates into F is a skew field. The differential

module I(T−( z
z2+z+1 )2) is now Fe and has dimension 2 overK. This illustrates

(the converse of) part (3) of Lemma 13.4. �

13.2 Algorithmic Aspects

Making Theorem 13.5 effective has two aspects. For a given Kp[T ]-module N
of finite dimension over Kp one has to solve explicitly some equations of the
form b(p−1) + bp = a in order to obtain F(N).

The other aspect is to construct an algorithm which produces for a given
differential module M over K the Kp[T ]-module N with F(N) ∼= M . We
introduce some notations. Let V be a finite dimensonal vector space over a
field F and let L : V → V be an F -linear operator. Then minF (L, V ) and
charF (L, V ) denote the minimal polynomial and the characteristic polynomial
of L. Let F(N) = M and write tN and tM for the action of T on N and M .
Thus tM = ∂p acting upon M . One has the following formulas:

minKp(tN , N) = minK(tM ,M) and charKp(tN , N) = charK(tM ,M).

For N of the form Kp[T ]/(G) with G monic, one has M = K[T ]/(G). Thus G
is the mimimal polynomial and the characteristic polynomial of both N and M .
In the general case N = ⊕ri=1K

p[T ]/(Gi) and the mimimal polynomial of both
tN and tM is the least common multiple of G1, . . . , Gr. Further, the product of
all Gi is the characteristic polynomial of both tN and tM .

Suppose that tM and its characteristic (or minimal) polynomial F are known.
One factors F ∈ Kp[Y ] as fm1

1 · · · fms
s , where f1, . . . , fs ∈ Kp[Y ] are dis-

tinct monic irreducible polynomials. Then N = ⊕si=1(K
p[T ]/(fni ))m(fi,n) and

M = ⊕si=1(K[T ]/(fni ))m(fi,n) with still unknown multiplicities m(fi, n). These
numbers follow from the Jordan decomposition of the operator tM and can be
read of from the dimensions of the cokernels (or kernels) of fi(tM )a acting on
M . More precisely,
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dimK coker(fi(tM )a : M →M) =
∑
n

m(fi, n) ·min(a, n) · deg fi.

We note that the characteristic and the minimal polynomials of tM and ∂ are
linked by the formulas:

minK(tM ,M)(Y p) = minKp(∂,M)(Y ) and

charK(tM ,M)(Y p) = charKp(∂,M)(Y ).

For the proof, it suffices to consider the case M = K ⊗Kp Kp[T ]/(fm)e with
f ∈ Kp[T ] irreducible and m ≥ 1. The equalities follow from the observation
that the element zp−1e is a cyclic vector for the Kp-linear action of ∂ on M and
also for the K-linear action of tM on M .

Thus, a calculation of the characteristic polynomial or the minimal polyno-
mial of the Kp-linear operator ∂ on M produces the characteristic polynomial
or the minimal polynomial of tM and tN .

13.2.1 The Equation b(p−1) + bp = a

We discuss here an algorithmic version of Lemma 13.4. We know already that
τ : K → Kp is surjective for K = Fp(z). This can also be seen by the following
formulas for the map τ1/p : K → K.
τ(azn)1/p = azn − a1/pz(n−p+1)/p if n ≡ −1 mod p.
τ(azn)1/p = azn if n �≡ −1 mod p.
τ( a

(z−b)n )1/p = a
(z−b)n + −a1/p

(z−b)(n+p−1)/p if n ≡ 1 mod p.

τ( a
(z−b)n )1/p = a

(z−b)n if n �≡ 1 mod p.

After decomposing an a ∈ K in partial fractions the formulas lead to an
explicit solution of (τb)1/p = a.

For the field K = Fp(z), the map τ : K → Kp is not surjective. Still we
would like to solve (τb)1/p = a (whenever there is a solution b ∈ K) without
involving the partial fractions decomposition of a. One writes a = A+ T

F with
A, T, F ∈ Fp[z], T and F relatively prime and deg T < degF . Let d be the
degree of A. The map τ1/p induces an Fp-linear bijection on the Fp-vector
space {B ∈ Fp[z] | degB ≤ d}. This map is in fact unipotent and the solution
of τ(B)1/p = A is easily computed.

Put V := {BF | B ∈ Fp[z], degB < degF}. There is a solution w ∈ V

of τ(w)1/p = T
F . Any other solution has the form w +

∑
c∈S

1
z−c , where S is

a finite subset of Fp. We conclude that τ(C)1/p = T
F has a solution in Fp(z)

if and only if there is a solution in V := Fp(z) ∩ V . Thus trying to solve the
Fp-linear equation τ(v)1/p = T

F with v ∈ V , leads to the answer of our problem.
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In the special case, where F is irreducible and separable, the kernel of τ1/p :
V → V is Fp F

′
F and the image of τ1/p is {BF | B ∈ Fp[z], deg(B) ≤ −2+degF}.

Exercise 13.8 Let K = Fp((z)). Give an explicit formula for the action of
τ1/p on K. Use this formula to show that τ1/p is surjective. �

Let L ⊃ K = Fp(z) be a separable extension of degree d. The map
τ1/p : L → L is, as we know, surjective. It is not evident how to con-
struct an efficient algorithm for solving τ(b)1/p = a. A possibility is the fol-
lowing. One takes a subring O of the integral closure of F p[z] in L, hav-
ing basis b1, . . . , bd over Fp[z]. Since L ⊃ K is separable, bp1, . . . , b

p
d is also

a basis of L over K. For elements f1, . . . , fd ∈ K one has the following for-
mula τ(

∑d
i=1 ffb

p
i )

1/p =
∑d

i=1(f
(p−1)
i )1/pbi +

∑d
i=1 fib

p
i . Each bpi has the form∑d

j=1 cj,i(z)bj with cj,i(z) ∈ Fp[z]. There results a system of semi-linear equa-
tions for f1, . . . , fd ∈ K, namely

(f (p−1)
i )1/p +

d∑
j=1

ci,j(z)fj = gi for i = 1, . . . , d

where g1, . . . , gd ∈ K are given. A decomposition of the g1, . . . , gd in partial
fractions leads to equations and solutions for the partial fraction expansions of
the f1, . . . , fd.

We illustrate this for the case d = 2 and p > 2. There is a basis {1, b} of L
over K such that b2 = h ∈ Fp[z] has simple zeros. Now

τ(f0 + f1b)1/p = {(f (p−1)
0 )1/p + f0}+ {(f (p−1)

1 )1/p + f1h
p−1
2 }b.

The new equation that one has to solve is T (f) := (f (p−1))1/p + fh
p−1
2 = g

where g ∈ K is given. For T (f) one has the following formulas:
If f = azn, then T (f) = εa1/pz(n−p+1)/p+aznh

p−1
2 , where ε = 1 if n ≡ −1modp

and ε = 0 otherwise.
If f = a(z − b)n, n < 0, then T (f) = εa1/p(z − b)(n−p+1)/p + a(z − b)nh( p−1

2 ,
where ε = 1 if n ≡ −1mod p and ε = 0 otherwise.

The above, combined with the sketch of the proof of Theorem 13.5, presents a
solution of the first algorithmic aspect of this theorem. The following subsection
continues and ends the second algorithmic aspect of the theorem.

13.2.2 The p-Curvature and its Minimal Polynomial

For explicity we will suppose that K is either Fp(z) or Fp(z). In the first case we
will restrict ourselves to differential modules over K with dimension strictly less
than p. In the second case the fieldK satisfies the requirements of Theorem 13.5.
For a given differential module M over K we will develop several algorithms in
order to obtain the decomposition M ∼= ⊕I(f, n)m(f,n) which classifies M .
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Suppose that the differential module M is given as a matrix differential
operator d

dz + A acting on Km ∼= M . According to N. Katz [152] the following
algorithm produces the p-curvature. Define the sequence of matrices A(i) by
A(1) = A and A(i + 1) = A(i)′ + A · A(i). Then A(p) is the matrix of the
p-curvature.

If the differential module M is given in the form D/DL, with D = K[∂] and
L ∈ D an operator of degree m, then there are cheaper ways to calculate the
p-curvature. One possibility is the following:

Let e denote the image of 1 in D/DL. Then e, ∂e, . . . , ∂m−1e is a basis of D/DL
over K. The p-curvature t of L is by definition the operator ∂p acting upon
D/DL.

Write L = ∂m + �m−1∂
m−1 + · · ·+ �1∂ + �0.

Define the sequence Rn ∈ D by: ∂n = ∗L + Rn, where ∗ means some element
in D (which we do not want to calculate) and where Rn has degree < m. The
calculation of the

Rn = R(n, 0) +R(n, 1)∂ + · · ·+R(n,m− 1)∂m−1 is the recursion:

Rn = ∂n for n = 0, . . . ,m− 1 and for n ≥ m: Rn = ∗L+ ∂Rn−1 =

m−1∑
i=0

R(n− 1, i)′∂i +
m−2∑
i=0

R(n− 1, i)∂i+1 −
m−1∑
i=0

R(n− 1,m− 1)�i∂i,

and thus R(n, 0) = R(n− 1, 0)′ −R(n− 1,m− 1)l0 and for 0 < i < m one has
R(n, i) = R(n− 1, i− 1) +R(n− 1, i)′ −R(n− 1,m− 1)�i.
The expressions for Rp, Rp+1, . . . , Rp+m−1 form the columns of the matrix of
t = ∂p acting upon D/DL. Indeed, for 0 ≤ i < m the term ∂p∂ie equals

Rp+ie = R(p+ i, 0)e+R(p+ i, 1)∂e+ · · ·+R(p+ i,m− 1)∂m−1e.

For the calculation of the minimal polynomial of t one has also to compute
Rip for i = 2, . . . ,m. In the sequel we will write T = ∂p. Thus T = ∗L + Rp
and T 2 = ∗L+Rp∂

p =

= ∗L+
m−1∑
i=0

R(p, i)
m−1∑
j=0

R(p+ i, j)∂j .

More generally the recurrence step is T k = ∗L+Rp(k−1)∂
p =

= ∗L+
m−1∑
i=0

R(p(k − 1), i)
m−1∑
j=0

R(p+ i, j)∂j.



336 CHAPTER 13. POSITIVE CHARACTERISTIC

The minimal monic polynomial F ∈ Kp[T ], satisfied by the p-curvature, is
written as

∑m0
i=0 ciT

i with 1 ≤ m0 ≤ m, ci ∈ Fp(zp) and cm0 = 1. We note
that

∑m0
i=0 ciT

i (with 1 ≤ m0 ≤ m, ci ∈ Fp(zp) and cm0 = 1) is the minimal
polynomial if and only if (

∑
i=0 ciT

i)e = 0. This translates into
∑m0

i=0 ciRpi = 0.
The latter expression can be seen as a system ofm linear equations over the field
Fp(z) in the unknows c0, . . . , cm0−1. The solution c0, . . . , cm0−1 (with minimal
m0) has the property that all cj ∈ Fp(zp).

For the classification of the moduleM := D/DL one has to factor F ∈ Kp[T ].
Let F = fm1

1 · · · fms
s with distinct monic irreducible f1, . . . , fs. The dimensions

of theK-vector spacesM/fai M (for i = 1, . . . , s and a = 1, . . . ,mi−1) determine
the multiplicities m(fi, n). The space M/fai M is the same as D/(DL + Dfai ).
Further DL + Dfai = DR, where R is the greatest common right divisor of L
and fai .

13.2.3 Example: Operators of Order Two

Consider a differential operator L = ∂2 − r with r ∈ Q(z). For all but finitely
many primes p, the obvious reduction Lp = ∂2 − rp modulo p makes sense.
We will suppose that p is small and not too small, say p > 3. The aim is
to compute the classification of Lp and to indicate how this information can
be used to find liouvillian solutions of y′′ = ry such that y′

y is algebraic over
Q(z). We recall from Chapter 4 that these liouvillian solutions correspond to 1-
dimensional submodules of symmD/DL for somem ≥ 1 whereD = Q(z)[∂]. For
order two differential equations it is often possible to obtain relevant information
without going through a maybe costly computation of the p-curvature.

Let Dp := Fp(z)[∂]. There are four possibilities for Dp/DpLp, namely:
(i) I(T 2−D) with T 2−D ∈ Fp(zp)[T ] irreducible. The second symmetric power
is I(T )⊕ I(T 2 − 4D).
(ii) I(T −w)⊕ I(T +w) with w ∈ Fp(zp), w �= 0. The second symmetric power
is I(T )⊕ I(T − 2w)⊕ I(T + 2w).
(iii) I(T 2). The second symmetric power is I(T 3).
(iv) I(T )2. The second symmetric power is I(T )3.
The cases (iii) and (iv) are characterized (and detected) by the dimension of the
kernel of the Fp(zp)-linear map ∂2 − rp : Fp(z)→ Fp(z) being 1 and 2.

For the actual computation we consider the usual basis e0 = e, e1 = ∂e of
Dp/DpLp and from the last subsection one can conclude that the matrix of the
p-curvature w.r.t. this basis has the form(

−f ′/2 rf − f ′′/2
f f ′/2

)
with f ∈ Fp(z) s.t. f (3) − 4rpf (1) − 2r′pf = 0.

This equation is the second symmetric power of Lp. In case (iv) the p-curvature
is 0. For the moment we will exclude this case. The 1-dimensional kernel of
the Fp(zp)-linear map on Fp(z), given by y �→ y(3) − 4rpy(1) − 2r′py, is easily
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computed. So f �= 0 is known up to multiplication by a nonzero element of
Fp(zp) and the same holds for the p-curvature. Now we can give a list of
the 1-dimensional submodules of symmDp/DpLp. We will restrict ourselves to
m = 1, 2. Put E := − 1

4 (f
′
f )2 − 1

2 (f
′
f )′ + rp. For the elements in the second

symmetric power we will simplify the notation by omitting tensors, e.g., e0e1
denotes e0 ⊗ e1

Case (i). For m = 1 there is no 1-dimensional submodule. For m = 2, the
1-dimensional submodule has generator

e21 −
f ′

f
e0e1 + (

1
2
(
f ′

f
)2 +

1
2
(
f ′

f
)′ − r)e20.

Case (ii). For m = 1 the 1-dimensional submodules have generators e1 − u±e0
with u± := 1

2
f ′
f ± E1/2. For m = 2 the generators of the 1-dimensional sub-

modules are (e1 − u+e0)2, (e1 − u−e0)2, (e1 − u+e0)(e1 − u−e0).
Case (iii). For m = 1 the unique 1-dimensional submodule has generator
e1 − 1

2
f ′

f e0 and for m = 2 the unique 1-dimensional submodule has genera-

tor (e1 − 1
2
f ′
f e0)

2.

Consider a possible factorization L = (∂ + v)(∂ − v) with v algebraic of
degree 1 or 2 over Q(z). A candidate for v ∈ Q(z) is a lift of u± for case (ii) or
1
2
f ′
f for case (iii).

A candidate for the degree two polynomial over Q(z) for v is a lift of:
X2 − f ′

f X + (1
2 (f

′

f )2 + 1
2 (f

′

f )′ − r) for case (i),
(X − u+)2, (X − u−)2, (X − u+)(X − u−) for case (ii),
(X − 1

2
f ′

f )2 for case (iii).

Lifting an element of Fp(z) to an element T
N ∈ Q(z) can be done by prescrib-

ing a maximum for the degrees of the polynomials T and N and using LLL to
obtain T and N with small coefficients. One can also combine the information
in positive characteristic for various primes and even for powers of primes.

In case (iv), the p-curvature is 0 and this leads to a large set of factorizations
of Lp. This occurs in particular when the differential Galois group of L is finite.
One can still try to produce lifts of factorization of Lp with “small terms”.
A better method seems to refine the notion of p-curvature. One calculates in
characteristic 0 (or alternatively modulo p2) the operator ∂p acting upon D/DL.
The operator ∂(p) := 1

p!∂
p has a reduction modulo p, which we will also call ∂(p).

The space where the latter operates is the 2-dimensional Fp(zp)-vector space
W , given as the kernel of ∂ on Fp(z)e0 + Fp(z)e1. The field Fp(zp) is made
into a differential field by the formula (zp)′ = 1. Then (W,∂(p)) is again a
differential module. The p-curvature of ∂(p) is an Fp(zp)-linear map on W .
Lifts of the eigenvectors for this new p-curvature on symmetric powers symmW
provide candidates for 1-dimensional submodules of symmD/DL.
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13.3 Iterative Differential Modules

Differential modules in positive characteristic have, as we have seen, some at-
tractive properties. However, the absence of a Picard-Vessiot theory and suit-
able differential Galois groups is a good reason for considering other theories in
positive characteristic. The basic idea, proposed by B.H. Matzat, is to consider
“higher differentiations and corresponding higher differential equations”. The
most elementary setting of this reads as follows:
On the field K = C(z) one considers the higher derivation {∂(n)}n≥0, which is
a sequence of additive maps given by the formulas ∂(n)zm =

(
m
n

)
zm−n. One

verifies (at least for f, g powers of z) the rules:
(i) ∂(0) is the identity.
(ii) ∂(n)(fg) =

∑
a+b=n ∂

(a)f · ∂(b)g.
(iii) ∂(n) ◦ ∂(m) =

(
n+m
n

)
∂n+m.

If we assume that the ∂(n) are C-linear and that these rules hold for all f, g ∈
C(z), then the ∂(n) are uniquely defined. We remark further that ∂(1) is the
ordinary differentiation and that ∂(n) is a substitute for 1

n! (∂
(1))n. Higher dif-

ferentiations, or here sometimes called iterative differentiations, were invented
and studied by H. Hasse and F.K. Schmidt [125]. The definition of an iterative
differential equation over say C(z) is most easily formulated in module form.
An iterative differential module over K is a finite dimensional vector space M
over K equipped with a sequence of additive maps ∂(n)

M : M → M having the
properties:
(a) ∂(0)

M is the identity.
(b) ∂(n)

M (fm) =
∑
a+b=n ∂

(a)f · ∂(b)
M m for all f ∈ K and all m ∈M .

(c) ∂(n)
M ◦ ∂(m)

M =
(
n+m
n

)
∂

(n+m)
M .

After choosing a basis of M over K one can translate the above into a sequence
of matrix equation ∂(n)y = Any, where each An is a matrix with coefficients in
K.
The theory of iterative differential equations has recently been developed, see
[204]. In this section we will give a survey of the main results. It was a surprise
to learn that (linear iterative) differential equations were in fact introduced
as early as 1963 by H. Okugawa [216]. He proposed a Picard-Vessiot theory
along the lines of E.R. Kolchin’s work on linear differential equations in char-
acteristic 0. His theory remained incomplete since efficient tools for handling
Picard-Vessiot theory and differential Galois groups were not available at that
time.

13.3.1 Picard-Vessiot Theory and some Examples

The field K is supposed to have characteristic p > 0 and to be provided with
an iterative differentiation {∂(n)}n≥0 satisfying the rules (i)–(iii) given above.
We suppose that ∂(1) �= 0 and that the field C of differential constants, i.e., the
elements a ∈ K with ∂(n)a = 0 for all n ≥ 1, is algebraically closed. An iterative
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differential module M over K is defined by the rules (a)–(c) above. Let M have
dimension d over K.

We want to indicate the construction of a Picard-Vessiot field L for M . Like
the characteristic zero case, one defines L by:
(PV1) On L ⊃ K there is given an iterative differentiation, extending the one
of K.
(PV2) C is the field of constants of L.
(PV3) V := {v ∈ L ⊗K M |∂(n)v = 0 for all n ≥ 1} is a vector space over C of
dimension d.
(PV4) L is minimal, or equivalently L is generated over K by the set of coeffi-
cients of all elements of V ⊂ L⊗K M w.r.t. a given basis of M over K.

After choosing a basis of M overK, the iterative differential module is trans-
lated into a sequence of matrix equations ∂(n)y = Any (for n ≥ 0). Consider
a matrix of indeterminates (Xi,j)di,j=1 and write D for its determinant. The
ring K[Xi,j ,

1
D ] is given an iterative differentiation, extending the one of K, by

putting (∂(n)Xi,j) = An · (Xi,j) for all n ≥ 0. An iterative differential ideal
J ⊂ K[Xi,j,

1
D ] is an ideal such that ∂(n)f ∈ J for all n ≥ 0 and f ∈ J . Let I

denote an iterative differential ideal which is maximal among the collection of
all iterative differential ideals. Then I can be shown to be a prime ideal. Fur-
ther the field of fractions L of K[Xi,j,

1
D ]/I inherits an iterative differentiation.

The field of differential constants of L is again C and the matrix (xi,j), where
the xi,j ∈ L are the images of the Xi,j , is a fundamental matrix for the above
iterative differential equation. The C-vector space V generated by the columns
of (xi,j) is the solution space of the iterative differential equation. The differ-
ential Galois group G is, as in the characteristic 0 case, defined as the group of
the K-linear automorphisms of L commuting with all ∂(n). This group operates
on V and is actually a reduced algebraic subgroup of GL(V ). In short, the
Picard-Vessiot theory can be copied, almost verbatim, from the characteristic
zero situation.

Exercise 13.9 Verify that the proofs of Chapter 1 carry over to the case of
iterative differential modules.

In contrast with the characteristic zero case, it is not easy to produce inter-
esting examples of iterative differential modules. A first example, which poses
no great difficulties, is given by a Galois extension L ⊃ K of degree d > 1. By
a theorem of F.K. Schmidt, the higher differential of K extends in a unique
way to a higher differential on L. Let the iterative differential module M be
this field L and let {∂(n)

M }n≥0 be the higher differentiaton on L. One observes
that {m ∈M | ∂(n)

M m = 0 for all n ≥ 1} is a 1-dimensional vector space over C.
Indeed, since C is algebraically closed, it is also the field of constants of L. We
claim that L is the Picard-Vessiot field for M . This has the consequence that
the differential Galois group of M coincides with the ordinary Galois group of
L/K.
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A proof of the claim goes as follows. The object L ⊗K M = L ⊗K L is
also a ring and the formula ∂(n)(ab) =

∑
α+β=n ∂

(α)(a)∂(β)(b) holds for the
multiplication in this ring. It is well known that L⊗K L is, as ring, isomorphic
to ⊕di=1Lei, the direct sum of d copies of L. Each ei is idempotent. This easily
implies that ∂(n)ei = for all n ≥ 1. Then {v ∈ L⊗KM | ∂(n)v = 0 for all n ≥ 1}
is clearly ⊕di=1Cei. Finally, for any field N with K ⊂ N ⊂ L one has again that
N ⊗K M = N ⊗K L is a direct sum of copies of L. If {v ∈ N ⊗K M | ∂(n)v =
0 for all n ≥ 1} has dimension d, then also [N : K] = d and N = L.

As a small experiment we will try to make an iterative differential module
M of rank one. Let e be a basis of M , then we have to produce a sequence of
elements an ∈ K with ∂

(n)
M e = ane for n ≥ 0, such that the defining properties

are satisfied.
First of all a0 = 1. Further ∂(n)

M fe =
∑

s+t=n ∂
(s)(f)ate must hold for any

f ∈ K. This does not pose conditions on the an’s. The final requirement
∂

(n)
M ◦ ∂(m)

M e =
(
n+m
n

)
∂

(n+m)
M e translates into quite a number of conditions on

the an’s, namely

∑
s+t=n

∂(s)(am)at =
(
n+m

n

)
an+m for all n,m ≥ 0.

It seems almost hopeless to give an interesting solution of this set of equations.
We have to develop some more theory to produce examples.

Consider an iterative differential module M of dimension one. Thus M =
Ke. If one applies the formula ∂(n)

M ◦ ∂(m)
M =

(
n+m
n

)
∂

(n+m)
M a number of times

then one obtains (∂(1)
M )p = 0. This means that the ordinary differential module

(M,∂
(1)
M ) has p-curvature 0. According to Lemma 13.2, there is a basis e1 of M

such that ∂(1)
M e1 = 0. Let K1 be the subfield of K consisting of the elements

a ∈ K with ∂(1)a = 0. Then the kernel M1 of ∂(1)
M on M is equal to K1e1.

Since ∂(1)
M commutes with ∂

(p)
M one has that ∂(p)

M maps M1 into itself. The pair
(M1, ∂

(p)
M ) can be seen as an ordinary differential module over the differential

field K1 with differentiation ∂(p)
M . Again (∂(p)

M )p = 0 and there is an element e2
with K1e1 = K1e2 and ∂(p)

M e2 = 0. Let K2 denote the subfield of K1 consisting
of the elements a ∈ K1 with ∂(p)a = 0. The kernel M2 of ∂(p)

M on M1 is equal
to K2e2. One can continue in this way and define by induction:
(a) Subfields Ks of K by Ks+1 = {a ∈ Ks| ∂(ps)a = 0}.
(b) Subsets Ms of M by Ms+1 = {m ∈Ms| ∂(ps)

M m = 0}.
(c) Elements es ∈M such that Ms = Kses.
We note that the element es is unique up to multiplication by an element in
K∗s . We write now es = fse with fs ∈ K∗. Then the sequence {fsmodK∗s }
is a projective sequence and determines an element ξ in the projective limit
lim← K∗/K∗s . On the other hand, for a fixed choice of the basis e of M , any ξ in
this projective limit determines a sequences of “subspaces” M ⊃ M1 ⊃ M2 ⊃
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· · · . From this sequence one can produce a unique iterative differential module
structure {∂(n)

M }n≥0 on M by requiring that ∂(ps)
M is zero on Mn for s < n. If

one changes the original basis e of M by fe with f ∈ K∗, then the element ξ
in the projective limit is changed into fξ. We conclude that the cokernel Q of
the natural map K∗ → lim← K∗/K∗s describes the set of isomorphisms classes of
the one-dimensional iterative differential modules over K. The group structure
of Q corresponds with the tensor product of iterative differential modules. For
some fields K one can make Q explicit.

Proposition 13.10 Let C denote an algebraically closed field of characteris-
tic p > 0. The field K = C((z)) is provided with the higher differentiation
{∂(n)}n≥0 given by the formulas ∂(n)

∑
m amz

m =
∑

m

(
m
n

)
amz

m−n. Then the
group of isomorphism classes Q of the one-dimensional iterative differential
modules over K is isomorphic with Zp/Z.

Proof. We note that Ks = C((zp
s

)) for all s ≥ 1. The group K∗ can be
written as zZ × C∗ × (1 + zC[[z]]) where 1 + zC[[z]] is seen as a multiplicative
group. A similar decomposition holds forK∗s . ThenK∗/K∗s has a decomposition
zZ/p

sZ × (1 + zC[[z]])/(1 + zp
s

C[[zp
s

]]). The projective limit is isomorphic to
zZp × (1 + C[[z]]) since the natural map (1 + zC[[z]])→ lim← (1 + zC[[z]])/(1 +

zp
s

C[[zp
s

]]) is a bijection. Thus the cokernel Q of K∗ → lim← K∗/K∗s is equal to

Zp/Z. �

In particular there exists for every p-adic integer α ∈ Zp an iterative dif-
ferential module of dimension one. For every n ≥ 0 the expression

(
α
n

)
is the

“binomial coefficient” α(α−1)···(α−n+1)
n! . This expression is an element of Zp.

By
(
α
n

)
we mean the image of

(
α
n

)
in Fp = Zp/pZp. The iterative differential

module M = Ke corresponding to α can now be given by the explicit formula
∂

(n)
M e =

(
α
n

)
z−ne for all n ≥ 0. We note that for α ∈ Z this module is trivial

since f = z−αe satisfies ∂(n)
M f = 0 for all n ≥ 1. The differential Galois group of

the module M can easily be computed. If α is not a rational number then this
group is the multiplicative group Gm,C . If α is rational and has denominator
m ≥ 1, then the differential Galois group is the cyclic group of order m. Indeed,
the expression z−α is an algebraic function over K and f = z−αe satisfies again
∂

(n)
M f = 0 for all n ≥ 1.

The local theory of iterative differential modules concerns those objects over
the fieldK = C((z)) provided with the higher derivation as in Proposition 13.10.
The main result, which resembles somewhat the Turrittin classification of ordi-
nary differential modules over C((z)), is the following.

Theorem 13.11 Let K = C((z)) be as above.
(1) Every iterative differential module over K is a multiple extension of one-
dimensional iterative differential modules.
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(2) A reduced linear algebraic group G over C is the differential Galois group
of an iterative differential module over K if and only if the following conditions
are satisfied:
(a) G is a solvable group.
(b) G/Go is an extension of a cyclic group with order prime to p by a p-group.

13.3.2 Global Iterative Differential Equations

Let C be an algebraically closed field of characteristic p > 0 and let X be a
smooth, irreducible projective curve over C of genus g. The function field K of
X is provided with a higher derivation {∂(n)

K }n≥0 determined by the formulas
∂

(n)
K zm =

(
m
n

)
zm−n for all n,m ≥ 0. Here z ∈ K is choosen such that C(z) ⊂ K

is a finite separable extension. The global theory is concerned with iterative
differential modules over K. In order to avoid pathological examples one fixes
a finite subset S in X with cardinality s ≥ 1. One considers those iterative
differential modules M over K such that M is regular outside S. This means
that for every point x �∈ S there exists a local coordinate t at x, a Zariski open
neighbourhood U of x and a free OX(U)-module N ⊂ M which generates M
and such that N is invariant under all ∂(n)

t . Here the ∂(n)
t are adaptations of

the ∂(n)
M with respect to the local parameter t.

The main issue is the following conjecture.

Conjecture 13.12 Let (X,S) be as above. Then a reduced linear algebraic
group G over C can be realized as the differential Galois group of an iterative
differential module over K which is regular outside S if and only G/p (G) can
be realized.

The group p (G) is defined to be the subgroup of G generated by all the
elements of order a power of p (see also section 11.6). It turns out that p (G)
is a normal algebraic subgroup of G and thus H := G/p (G) is again a reduced
linear algebraic group over C. The group H has no elements of order p. This
implies that H has the properties: Ho is either a torus or equal to 1, and H/Ho

is a finite group with order prime to p. The question when such H can be
realized for the pair (X,S) depends on the nature of the Jacobian variety of X .
For “general” X and large enough field C the answer is:
H as above can be realized for the pair (X,S) if and only if H contains a Zariski
dense subgroup generated by at most 2g + s− 1 elements.

For a finite group G Conjecture 13.12 is actually equivalent to Abhyankar’s
conjecture. Indeed, let L ⊃ K denote the Galois extension corresponding to a
Galois cover Y → X which is unramified outside S. Then L seen as iterative
differential module over K (see above) is regular outside S. Further the Galois
group of L/K is the differential Galois group. On the other hand, suppose that
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an iterative differential module overK, which is regular outside S, has a Picard-
Vessiot extension L ⊃ K which is a finite Galois extension with group G. Then
the corresponding cover Y → X is unramified outside S. In particular, according
to the work of Raynaud and Harbater (see section 11.6), Conjecture 13.12 holds
for finite groups. However we have not found an independent proof.

The conjecture can also be seen as a characteristic p analogue of Ramis’
Theorem 11.21. One of the main results of [204] is:

Theorem 13.13 The conjecture holds for (reduced) connected linear algebraic
groups over C.

A special case, which is the guiding example in the proof of Theorem 13.13, is:

The group SL2(C) can be realized as a differential Galois group for the affine
line over C, i.e., X = P1

C and S = {∞}.

We note that this is a special case of the Conjecture 13.12. Indeed, one easily
verifies that p (SL2(C)) = SL2(C).

13.3.3 p-Adic Differential Equations

In this subsection we will compare iterative differential equations and p-adic
differential equations. In order to avoid technical complications we simplify the
setup somewhat. In the examples we allow ourselves more freedom.

Let R0 be a complete discrete valuation ring of characteristic zero such that
pR0 is the maximal ideal of R0. The residue field R0/pR0 is denoted by
C. The field of fractions of R0 is denoted by L. On L(z) we consider the
Gauss norm as valuation. For a polynomial

∑
aiz

i this Gauss norm is defined
as |

∑
aiz

i|gauss = max |ai|. For a rational function T
N ∈ L(z) one defines

| TN |gauss = |T |gauss

|N |gauss
. Let F denote the completion of L(z) with respect to the

Gauss norm. Then F is again a discretely valued field. Let R denote the valu-
ation ring of F . Then p generates the maximal ideal of R and the residue field
R/pR of F is equal to K = C(z).
The differentiation f �→ df

dz on L(z) is continuous with respect the Gauss norm
and extends uniquely to a differentiation, denoted by ∂F , on F such that ∂FR ⊂
R. A small calculation shows that for every n ≥ 1 one has that 1

n!∂
n
F (R) ⊂ R.

Moreover, the reduction of 1
n!∂

n
F modulo pR coincides with the standard higher

differentiation ∂(n)
K on K given by the formula ∂(n)

K zm =
(
m
n

)
zm−n.

A p-adic differential equation is a differential equation over the field L(z) or over
its completion F . These equations have attracted a lot of attention, mainly be-
cause of their number theoretical aspects. B. Dwork is one of the initiators of the
subject. We will investigate the following question which is rather importance
in our context.
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Which p-adic differential equations can be reduced modulo p to an iterative dif-
ferential equation over K?

We need to introduce some terminology in order to formulate an answer to this
question. Let M be a finite dimensional vector space over F . A norm on M is
a map ‖ ‖ : M → R having the properties:
(i) ‖m‖ ≥ 0 for all m ∈M .
(ii) ‖m‖ = 0 if and only m = 0.
(iii) ‖m1 +m2‖ ≤ max(‖m1‖, ‖m2‖).
(iv) ‖fm‖ = |f | · ‖m‖ for f ∈ F and m ∈M .
Any two norms ‖ ‖, ‖ ‖∗ are equivalent, which means that there are positive
constants c, C such that c‖m‖ ≤ ‖m‖∗ ≤ C‖m‖ for all m ∈M . For any additive
map A : M → M one defines ‖A‖ = sup{ ‖A(m)‖

‖m‖ | m ∈ M, m �= 0}. In general
‖A‖ can be ∞.
An R-lattice Λ ⊂ M is an R-submodule of M generated by a basis of M over
F .

Theorem 13.14 Let (M,∂M ) be a differential module over F . Let ∂(n)
M denote

the operator 1
n!∂

n
M . The following properties are equivalent.

(1) There is an R-lattice Λ ⊂M which is invariant under all ∂(n)
M .

(2) Let ‖ ‖ be any norm on M , then supn≥0 ‖∂
(n)
M ‖ <∞.

Both conditions are independent of the chosen norm. Further, condition (2) can
be made explicit for a matrix differential equation y′ = Ay with coefficients in
the field F . By differentiating this equation one defines a sequence of matrices
An with coefficients in F satisfying 1

n! (
d
dz )

ny = Any. Let the norm of a matrix
B = (bi,j) with coefficients in F be given by ‖B‖ = max |bi,j |. Then condition
(2) is equivalent to supn≥0 ‖An‖ <∞.

Suppose that (M,∂M ) has the equivalent properties of Theorem 13.14. Then
the ∂(n)

M induce maps ∂(n) on N = Λ/pΛ, which make the latter into an iter-
ative differential module over K. The next theorem states that every iterative
differential module over K can be obtained in this way.

Theorem 13.15 Let N be an iterative differential module over K. Then there
exists a differential module (M,∂) over F and an R-lattice Λ ⊂ M such that
Λ is invariant under all 1

n!∂
n
M and such that the induced iterative differential

module Λ/pΛ is isomorphic to N .

Let (M,∂) and N be as in Theorem 13.15. The differential module (M,∂)
has a differential Galois group G over the algebraic closure L of L. The iterative
differential module N has a differential Galois group defined over the algebraic
closure C of C. The two groups are clearly related. We formulate a conjecture
concerning this relation:
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Conjecture 13.16 There is a group scheme G over the ring of integers O of
the algebraic closure L of L such that G ⊗O L = G and G ⊗O C contains H.
Moreover if G is a finite group then, after replacing the differential equation by
an equivalent one, the groups G and H coincide.

As we have seen above, it is not easy to produce interesting iterative differen-
tial modules. The same holds for p-adic differential modules which have the
equivalent properties of Theorem 13.14. We will discuss some examples.

Example 1. Consider the matrix differential equation y′ = Ay with A a con-
stant matrix with coefficients in the algebraic closure of Qp. Then An = 1

n!A
n.

One can verify that supn≥0 ‖An‖ <∞ is equivalent to: every eigenvalue α of A
satisfies |α| ≤ p−1/(p−1).
Suppose now that the eigenvalues of A have this property. Let α1, . . . , αs denote
the eigenvalues of A with absolute value equal to p−1/(p−1). One can calculate
that the differential Galois group G of the equation y′ = Ay over F is equal to
the quotient of (Z/pZ)s with respect to the subgroup {(m1, . . . ,ms)| |m1α1 +
· · ·+msαs| < p−1/(p−1)}.
The more or less obvious reduction of y′ = Ay to an iterative differential module
over K produces a trivial iterative differential module, i.e., one with differential
Galois group {1}. This situation is not very satisfactory in view of the conjec-
ture.
The phenomenon behind this is that the straightforward reduction modulo p
of a p-cyclic extension in characteristic 0 is not a p-cyclic extension in charac-
teristic p. There is however a “deformation from Artin-Schreier to Kummer”
(compare [98] ) which can be applied here. The equation y′ = Ay has to be
replaced by an equivalent equation y′ = By. The latter reduces to an iterative
differential equation over K such that H is equal to G.

Example 2. Consider the equation y′ = Az−1y where A is a constant matrix with
coefficients in the algebraic closure of Qp. This equation satisfies the equivalent
properties of Theorem 13.14 if and only if A is semi-simple and all its eigenval-
ues are in Zp.
Suppose that A satisfies this property and let α1, . . . , αs denote the distinct
eigenvalues of A. The differential Galois group G over F is equal to the sub-
group of the elements t = (t1, . . . , ts) in the torus Gs

m,L
satisfying tm1

1 · · · tms
s = 1

for all (m1, . . . ,ms) ∈ Zs such that m1α1 + · · ·+msαs ∈ Z.
The differential Galois group H of the corresponding iterative differential equa-
tion over K can be computed to be the subgroup of the torus Gs

m,C
given by

the same relations.

Example 3. The hypergeometric equation reads

z(z − 1)y′′ + ((a+ b+ 1)z − c)y′ + aby = 0.

This equation with coefficients a, b, c ∈ Zp has been studied extensively by
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B. Dwork and others. Using Dwork’s ideas (see [89], Theorem 9.2) and with the
help of F. Beukers, the following result was found.

Theorem 13.17 Put A = −a, B = −b, C = −c and let the p-adic expansions
of A,B and C be

∑
Anp

n,
∑
Bnp

n and
∑
Cnp

n. The hypergeometric equations
with parameters a, b, c satisfies the equivalent properties of Theorem 13.14 if for
each i one has Ai < Ci < Bi or Bi < Ci < Ai.
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Appendix A

Algebraic Geometry

Affine varieties are ubiquitous in Differential Galois Theory. For many results
(e.g., the definition of the differential Galois group and some of its basic prop-
erties) it is enough to assume that the varieties are defined over algebraically
closed fields and study their properties over these fields. Yet, to understand
the finer structure of Picard-Vessiot extensions it is necessary to understand
how varieties behave over fields that are not necessarily algebraically closed. In
this section we shall develop basic material concerning algebraic varieties taking
these needs into account while at the same time restricting ourselves only to the
topics we will use.

Classically, algebraic geometry is the study of solutions of systems of equations
{fα(X1, . . . , Xn) = 0}, fα ∈ C[X1, . . . , Xn] where C is the field of complex
numbers. To give the reader a taste of the contents of this appendix, we give
a brief description of the algebraic geometry of Cn. Proofs of these results will
be given in this appendix in a more general context.

One says that a set S ⊂ Cn is an affine variety if it precisely the set of zeros of
such a system of polynomial equations. For n = 1, the affine varieties are finite
or all of C and for n = 2, they are the whole space or unions of points and curves
(i.e., zeros of a polynomial f(X1, X2)) . The collection of affine varieties is closed
under finite intersection and arbitrary unions and so forms the closed sets of a
topology, called the Zariski topology. Given a subset S ⊂ Cn, one can define
an ideal I(S) = {f ∈ C[X1, . . . , Xn] | f(c1, . . . , cn) = 0 for all (c1, . . . , cn) ∈
Cn} ⊂ C[X1, . . . , Xn]. A fundamental result (the Hilbert Basissatz) states
that any ideal of C[X1, . . . , Xn] is finitely generated and so any affine variety
is determined by a finite set of polynomials. One can show that I(S) is a
radial ideal, that is, if fm ∈ I(S) for some m > 0, then f ∈ I(S). Given
an ideal I ⊂ C[X1, . . . , Xn] one can define a variety Z(I) = {(c1, . . . , cn) ∈
Cn | f(c1, . . . , cn) = 0 for all f ∈ I} ⊂ Cn. Another result of Hilbert (the
Hilbert Nullstellensatz) states for any proper ideal I ⊂ C[X1, . . . , Xn], the set
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Z(I) is not empty. This allows one to show that maps V �→ I(S) and I �→ Z(I)
define a bijective correspondence between the collection of affine varieties in Cn

and the collection of radical ideals in C[X1, . . . , Xn].

Given a variety V , one can consider a polynomial f in C[X1, . . . , Xn] as a
function f : V → C. The process of restricting such polynomials to V yields a
homomorphism from C[X1, . . . , Xn] to C[X1, . . . , Xn]/I(V ) and allows one to
identify C[X1, . . . , Xn]/I(V ) with the collection of polynomial functions on V .
This latter ring is called the coordinate ring of V and denoted by C[V ]. The
ring C[V ] is a finitely generated C-algebra and any finitely generated C-algebra
R may be written as R = C[X1, . . . , Xn]/I for some ideal I. I will be the
ideal of an affine variety if it is a radical ideal or, equivalently, when R has no
nilpotent elements. Therefore there is a correspondence between affine varieties
and finitely generated C-algebras without nilpotents.

More generally, if V ⊂ Cn andW ⊂ Cm are affine varieties, a map φ : V →W is
said to be a regular map if it is the restriction of a Φ = (Φ1, . . . ,Φm) : Cn → Cm,
where each Φi is a polynomial in n variables. Given an element f ∈ C[W ], one
sees that f ◦ φ is an element of C[V ]. In this way, the regular map φ induces a
C-algebra homomorphism from C[W ] to C[V ]. Conversely, any such C-algebra
homomorphism arises in this way. Two affine varieties V and W are said to be
isomorphic if there are regular maps φ : V → W and ψ : W → V such that
ψ ◦ φ = idV and φ ◦ ψ = idW . Two affine varieties are isomorphic if and only if
their coordinate rings are isomorphic as C-algebras.

We say that an affine variety is irreducible if it is not the union of two proper
affine varieties and irreducible if this is not the case. One sees that an affine
variety V is irreducible if and only if I(V ) is a prime ideal or, equivalently,
if and only if its coordinate ring is an integral domain. The Basissatz can be
furthermore used to show that any affine variety can be written as the finite
union of irreducible affine varieties. If one has such a decomposition where
no irreducible affine variety is contained in the union of the others, then this
decomposition is unique and we refer to the irreducible affine varieties appearing
as the components of V . This allows us to frequently restrict our attention to
irreducible affine varieties. All of the above concepts are put in a more general
context in Section A.1.1.

One peculiarity of the Zariski topology is that the Zariski topology of C2 =
C×C is not the product topology. For example, V (X2

1 +X2
2 ) is not a the finite

union of sets of the form {pt} × {pt}, {pt} ×C,C × {pt}, or C ×C. We shall
have occasion to deal with products of affine varieties. For example, the Galois
theory of differential equations leads one to consider the affine groups G and
these are defined as affine varieties where the group law is a regular map from
G ×G → G (as well as insisting that the map taking an element to its inverse
is a regular map G → G). To do this efficiently we wish to give an intrinsic
definition of the product of two varieties. In Section A.1.2, we show that for
affine varieties V and W the tensor product C[V ]⊗C C[W ] of C[V ] and C[W ]
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is a C-algebra that has no nilpotent elements. We define the product of V and
W to be the affine variety associated with the ring C[V ]⊗C C[W ]. If V ⊂ Cn

and W ⊂ Cm then we can identify V ×W with point set V ×W ⊂ Cn+m. This
set is Zariski-closed and has the above coordinate ring.

The Basissatz implies that any decreasing chain of affine varieties V � V1 �
· · · � Vt � . . . must be finite. One can show that the length of such a chain is
uniformly bounded and one can define the dimension of an affine variety V to
be the largest number d for which there is a chain of nonempty affine varieties
V � V1 � · · · � Vd. The dimension of an affine variety is the largest dimension
of its irreducible components. For an irreducible affine variety V this coincides
with the transcendence degree of C(V ) over C where C(V ) is called the function
field of V and is the quotient field of C[V ]. These concepts are further discussed
in Section A.1.3.

Let V be an irreducible variety of dimension d and let p ∈ V . We may write
the coordinate ring C[V ] as C[X1, . . . , Xn]/(f1, . . . , ft). One can show that the
matrix ( ∂fi

∂Xj
(p)) has rank at most n−d. We say that p is a nonsingular point of

V if the rank is exactly n−d. This will happen at a Zariski-open set of points on
V . The Implicit Function Theorem implies that in a (euclidean) neighborhood
of a nonsingular point, V will be a complex manifold of dimension d. One can
define the tangent space of V at a nonsingular point p = (p1, . . . , pn) to be the
zero set of the linear equations

n∑
i=1

∂fj
∂Xi

(p)(Xi − pi) = 0 for j = 1, . . . , t .

This formulation of the notions of nonsingular point and tangent space appear
to depend on the choice of the fi and are not intrinsic. Furthermore, one would
like to define the tangent space at nonsingular points as well. In Section A.1.4,
we give an intrinsic definition of nonsingularity and tangent space at an arbi-
trary point of a (not necessarily irreducible) affine variety and show that these
concepts are equivalent to the above in the classical case.

A major use of the algebraic geometry that we develop will be to describe linear
algebraic groups and sets on which they act. The prototypical example of a
linear algebraic group is the group GLn(C) of invertible n × n matrices with
entries in C. We can identify this group with an affine variety in Cn2+1 via the
map sending A ∈ GLn(C) to (A, (det(A))−1). The ideal in C[X1,1, . . . , Xn,n, Z]
defining this set is generated by Z det(Xi,j)−1. The entries of a product of two
matrices A and B are clearly polynomials in the entries of A and B. Cramer’s
rule implies that the entries of the inverse of a matrix A can be expressed as
polynomials in the entries of A and (det(A))−1. In general, a linear algebraic
group is defined to be an affine varietyG such that the multiplication is a regular
map from G × G to G and inverse is a regular map from G to G. It can be
shown that all such groups can be considered as Zariski closed subgroups of
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GLN (C) for a suitable N . In Section A.2.1, we develop the basic properties
of linear algebraic groups ending with a proof of the Lie-Kolchin Theorem that
states that a solvable linear algebraic group G ⊂ GLn, connected in the Zariski
topology, is conjugate to a group of upper triangular matrices. In Section A.2.2,
we show that the tangent space of a linear algebraic group at the identity has
the structure of a Lie algebra and derive some further properties.

In the final Section A.2.3, we examine the action of a linear algebraic group
on an affine variety. We say that an affine variety V is a torsor or principal
homogeneous space for a linear algebraic group G if there is a regular map
φ : G × V → V such that for any v, w ∈ V there is a unique g ∈ G such that
φ(g, v) = w. In our present context, working over the algebraically closed field
C, this concept is not too interesting. Picking a point p ∈ V one sees that the
map G → V given by g �→ φ(g, p) gives an isomorphism between G and V .
A key fact in differential Galois theory is that a Picard-Vessiot extension of a
differential field k is isomorphic to the function field of a torsor for the Galois
group. The field k need not be algebraically closed and this is a principal reason
for developing algebraic geometry over fields that are not algebraically closed.
In fact, in Section A.2.3 we show that the usual Galois theory of polynomials
can be recast in the language of torsors and we end this outline with an example
of this.

Example A.1 Consider the affine variety W = {
√
−1,−

√
−1} ⊂ C1 defined

by X2 + 1 = 0. The linear algebraic group G = {1,−1} ⊂ GL1(C) acts on
W by multiplication (g, w) �→ gw and this action makes W into a torsor for
G. It is easy to see that V and G are isomorphic affine varieties (for example,
f(X) =

√
−1X defines an isomorphism). We say that an affine variety V ⊂ Cn

is defined over k ⊂ C if I(V ) ⊂ C[X1, . . . , Xn] has a set of generators in k. We
define the k-coordinate ring of V to be k[V ] = k[X1, . . . , Xn]/(I∩k[X1, . . . , Xn]).
It is clear that both W and G are defined over Q and Q[W ] = Q[X ]/(X2+1) �
Q(
√
−1), Q[G] = Q[X ]/(X2 − 1) � Q⊕Q. The action of G on W is defined

by polynomials with coefficients in Q as well. On the other hand there is no
isomorphism between G and W defined by polynomials over Q.

In fact, any finite group can be realized (for example via permutation matrices)
as a linear algebraic group defined over Q and any Galois extension of Q with
Galois group G is the Q-coordinate ring of a torsor for G defined over Q as well
(see Exercise A.50). �

One could develop the theory of varieties defined over an arbitrary field k
using the theory of varieties defined over the algebraic closure k and carefully
keeping track of the “field of definition”. In the next sections we have chosen
instead to develop the theory directly for fields that are not necessarily alge-
braically closed. Although we present the following material ab initio, the reader
completely unfamiliar with most of the above ideas of algebraic geometry would
profit from looking at [75] or the introductory chapters of [124], [213] or [261].
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A.1 Affine Varieties

A.1.1 Basic Definitions and Results

We will let k denote a field and k an algebraic closure of k. Throughout Ap-
pendix A we shall assume, unless otherwise stated, that k has characteristic zero.
We shall occasionally comment on how the results need to be modified for fields
of nonzero characteristic. A k-algebra R is a commutative ring, having a unit
element 1, and containing k as a subring such that 1 ∈ k. A homomorphism
φ : A → B of k-algebras is a ring homomorphism such that φ is k-linear (or
what is the same, the identity on k). A k-algebra R is called finitely generated
if there are elements f1, . . . , fn ∈ R such that every element in R is a (finite)
k-linear combination of the elements fm1

1 · · · fmn
n with all mi ∈ Z, mi ≥ 0. The

f1, . . . , fn are called generators for R over k.

Suppose that the k-algebra R is generated by f1, . . . , fn over k. Define the ho-
momorphism of k-algebras φ : k[X1, . . . , Xn]→ R by φ(Xi) = fi for all i. Then
clearly φ is surjective. The kernel of φ is an ideal I ⊂ k[X1, . . . , Xn] and one has
k[X1, . . . , Xn]/I ∼= R. Conversely, any k-algebra of the form k[X1, . . . , Xn]/I is
finitely generated.

A k-algebra R is called reduced if rn = 0 (with r ∈ R and n ≥ 1) implies that
r = 0. An ideal I in a (commutative) ring R is called radical if rn ∈ I (with
n ≥ 1 and r ∈ R) implies that r ∈ I. Thus k[X1, . . . , Xn]/I is a reduced finitely
generated k-algebra if and only if the ideal I is radical.

The principal definition in this section is

Definition A.2 An affine variety over k is a pair X := (max(A), A), where A
is a finitely generated k-algebra and max(A) is the set of all maximal ideals of
A. This affine variety is called reduced if A is reduced. �

Of course, the set max(A) is completely determined by A and it may seem
superfluous to make it part of the definition. Nonetheless, we have included
it because max(A) will be used to state many ring theoretic properties of A
in a more geometric way and so is the basic geometric counterpart of the ring
A. The set X := max(A) can be given more structure, namely a topology (see
below) and a sheaf OX of k-algebras (the structure sheaf). Both structures
are determined by the k-algebra A. In this way one obtains a “ringed space”
(X,OX). Since A = H0(X,OX), the ringed space determines A. The more
usual definition of an affine variety over the field k is: a ringed space which
is isomorphic to the ringed space of a finitely generated k-algebra. Thus the
above definition of affine variety over k is equivalent with the usual one. We have
chosen for this definition in order to simplify the exposition. One can reformulate
the above definition by saying that the category of the affine varieties over k
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is the opposite (i.e., the arrows go in the opposite way) of the category of the
finitely generated k-algebras.

For an affine variety X , the set max(A) is provided with a topology, called the
Zariski topology. To define this topology it is enough to describe the closed sets.
A subset S ⊂ max(A) is called (Zariski-)closed if there are elements {fi}i∈I ⊂ A
such that a maximal ideal m of A belongs to S if and only if {fi}i∈I ⊂ m. We
will use the notation S = Z({fi}i∈I).

The following statements are easily verified:

(1) If {Gj}j∈J is a family of closed sets, then ∩j∈JGj is a closed set.
(2) The union of two (or any finite number of) closed sets is closed.
(3) The empty set and max(A) are closed.
(4) Every finite set is closed.
(5) Any closed set S is of the form Z(J) for some ideal J ⊂ A.

Statement (5) can be refined using the Hilbert Basissatz. A commutative ring
(with 1) R is called noetherian if every ideal I ⊂ R is finitely generated, i.e.,
there are elements f1, . . . , fs ∈ I such that I = (f1, . . . , fs) := {g1f1 + · · · +
gsfs| g1, . . . , gs ∈ R}.

Hilbert Basissatz: If R is a noetherian ring then R[x] is a
noetherian ring. In particular, this implies that k[X1, . . . , Xn] is
noetherian and so any finitely generated k-algebra is noetherian.

We refer to [169], Ch. IV, §4 for a proof of this result. Statement (5) above
can now be restated as: Any closed set S is of the form Z(f1, . . . , fm) for some
finite set {f1, . . . , fm} ∈ A.

The above definitions are rather formal in nature and we will spend some
time on examples in order to convey their meaning and the geometry involved.

Example A.3 The affine line A1
k over k

By definition A1
k = (max(k[X ]), k[X ]). Every ideal of k[X ] is principal, i.e.,

generated by a single element F ∈ k[X ]. The ideal (F ) is maximal if and only
if F is an irreducible (non constant) polynomial. Thus the set max(k[X ]) can
be identified with the set of monic irreducible polynomials in k[X ]. The closed
subsets of max(k[X ]) are the finite sets, the empty set and max(k[X ]) itself. The
(Zariski-) open sets are the Co-finite sets and the empty subset of max(k[X ]).
Suppose now that k = k. Then every monic irreducible polynomial has the form
X − a with a ∈ k. Thus we can identify max(k[X ]) with k itself in this case.
The closed sets for the (Zariski-) topology on k are the finite sets and k itself.

Now we consider the case where k �= k. Let F be a monic irreducible element
of k[X ]. Since k is algebraically closed, there is a zero a ∈ k of F . Consider
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the k-algebra homomorphism φ : k[X ] → k, given by φ(X) = a. The kernel
of φ is easily seen to be this maximal ideal (F ). This ideal gives rise to a
surjective map τ : k → max(k[X ]), defined by τ(a) is the kernel of the k-algebra
homomorphism k[X ]→ k, which sends X to a. The map τ is not bijective, since
a monic irreducible polynomial F ∈ k[X ] can have more than one zero in k. Let
us introduce on k the equivalence relation ∼ by a ∼ b if a and b satisfy the same
monic minimal polynomial over k. Then k/ ∼ is in bijective correspondence
with max(k[X ]). �

One can generalize Example A.3 and define the n-dimensional affine space
An
k over k to be An

k = (max(k[X1, . . . , Xn]), k[X1, . . . , Xn]). To describe the
structure of the maximal ideals we will need :

Hilbert Nullstellensatz: For every maximal ideal m of k[X1, . . . , Xn] the field
k[X1, . . . , Xn]/m has a finite dimension over k.

Although this result is well known ([169], Ch. IX, §1), we shall give a proof when
the characteristic of k is 0 since the proof uses ideas that we have occasion to use
again (c.f., Lemma 1.17). A proof of this result is also outlined in Exercise A.25.
We start with the following

Lemma A.4 Let F be a field of characteristic zero, R a finitely generated in-
tegral domain over F and x ∈ R such that S = {c ∈ F | x− c is invertible in R}
is infinite. Then x is algebraic over F .

Proof. (Rosenlicht) We may write R = F [x1, . . . xn] for some xi ∈ R and
x1 = x. Assume that x1 is not algebraic over F and let K be the quotient field
of R. Let x1, . . . , xr be a transcendence basis of K over F and let y ∈ R be
a primitive element of K over F (x1, . . . , xr). Let G ∈ F [x1, . . . , xr] be chosen
so that the minimum polynomial of y over F [x1, . . . xr ] has leading coefficient
dividing G and x1, . . . , xn ∈ F [x1, . . . xr, y, G

−1]. Since S is infinite, there exist
c1, . . . , cr ∈ S such thatG(c1, . . . , cr) �= 0. One can then define a homomorphism
of F [x1, . . . xr, y, G

−1] to F , the algebraic closure of F , such that xi �→ ci for
i = 1, . . . , r. Since R ⊂ F [x1, . . . xr, y, G

−1], this contradicts the fact that x1−c1
is invertible in R. �

Note that the hypothesis that F is of characteristic zero is only used when we
invoke the Primitive Element Theorem and so the proof remains valid when the
characteristic of k is p �= 0 and F p = F . To prove the Hilbert Nullstellensatz,
it is enough to show that the image xi of each Xi in K = k[X1, . . . , Xn]/m
is algebraic over k. Since xi can equal at most one element of k, there are
an infinite number of c ∈ k such that xi − c is invertible. Lemma A.4 yields
the desired conclusion. A proof in the same spirit as above that holds in all
characteristics is given in [203].
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Exercise A.5 Hilbert Nullstellensatz
1. Show that a set of polynomials {fα} ⊂ k[X1, . . . , Xn] have a common zero in
some algebraic extension of k if and only if 1 /∈ I, where I is the ideal generated
by {fα}.
2. Let a1, . . . , an ∈ k. Show that the ideal (X1 − a1, . . .Xn − an) is a maximal
ideal in k[X1, . . . , Xn].
3. Assume that k is algebraically closed. Show that the maximal ideals of
k[X1, . . . , Xn] are of the form (X1 − a1, . . . Xn − an) for some ai ∈ k. Hint:
If m is maximal, the Hilbert Nullstellensatz says that k[X1, . . . , Xn]/m is an
algebraic extension of k and so equal to k. �

We now turn to description of An
k .

Example A.6 The n-dimensional affine space An
k over kBy definition An

k =

(max(k[X1, . . . , Xn]), k[X1, . . . , Xn]). The Hilbert Nullstellensatz clarifies the
structure of the maximal ideals. Let us first consider the case where k is al-
gebraically closed, i.e. k = k. From Exercise A.5, we can conclude that any
maximal ideal m is of the form (X1 − a1, . . . , Xn − an) for some ai ∈ k. Thus
we can identify max(k[X1, . . . , Xn]) with kn. We use the terminology “affine
space” since the structure of kn as a linear vector space over k is not included
in our definition of max(k[X1, . . . , Xn]).

In the general case, where k �= k, things are somewhat more complicated. Let
m be a maximal ideal. The field K := k[X1, . . . , Xn]/m is a finite extension
of k so there is a k-linear embedding of K into k. For notational convenience,
we will suppose that K ⊂ k. Thus we have a k-algebra homomorphism φ :
k[X1, . . . , Xn] → k with kernel m. This homomorphism is given by φ(Xi) = ai
(i = 1, . . . , n and certain elements ai ∈ k). On the other hand, for any point
a = (a1, . . . , an) ∈ k

n
, the k-algebra homomorphism φ, which sends Xi to ai,

has as kernel a maximal ideal of k[X1, . . . , Xn]. Thus we find a surjective map
k
n → max(k[X1, . . . , Xn]). On k

n
we introduce the equivalence relation a ∼ b

by, if F (a) = 0 for any F ∈ k[X1, . . . , Xn] implies F (b) = 0. Then k
n
/ ∼ is in

bijective correspondence with max(k[X1, . . . , Xn]). �

Exercise A.7 Radical ideals and closed sets
One considers two sets: R, the set of all radical ideals of k[X1, . . . , Xn] and Z,
the set of all closed subsets of max(k[X1, . . . , Xn]). For any closed subset V we
denote by I(V ) the ideal consisting of all F ∈ k[X1, . . . , Xn] with F ∈ m for all
m ∈ V . For any radical ideal I we consider

Z(I) := {m ∈ max(k[X1, . . . , Xn])| I ⊂ m} .

1. Prove that the maps Z : R→ Z and id : Z → R are inverses of each other.
Hint: Suppose that I is a radical ideal and that f �∈ I. To prove that there is
a maximal ideal m ⊃ I with f �∈ m, consider the ideal J = (I, Y F − 1) in the
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polynomial ring k[X1, . . . , Xn, Y ]. If 1 ∈ J , then

1 = g(X1, . . . , Xn, Y ) · (Y f(X1, . . . , Xn)− 1)

+
∑

gα(X1, . . . , Xn, Y )fα(X1, . . . , Xn)

with the fα ∈ I and g, gα ∈ k[X1, . . . , Xn, Y ]. Substituting Y �→ 1
f and clearing

denominators implies that fn ∈ I for some positive integer n. Therefore, 1 /∈ J
and so there exists a maximal ideal m′ ⊃ J . Let m = m′ ∩ k[X1, . . . , Xn].
2. Assume that k is algebraically closed. Define a subset X ⊂ kn to be closed if
X is the set of common zeros of a collection of polynomials in k[X1, . . . , Xn]. For
any closed X ⊂ kn let I(X ) be the set of polynomials vanishing on X . For any
ideal I define Z(I) to be the set of common zeros in kn of the elements of I. Use
the Hilbert Nullstellensatz and part 1. to show that the maps Z and I define a
bijective correspondence between the set of radical ideals of k[X1, . . . , Xn] and
the collection of closed subsets of kn. �

For an affine variety X = (max(A), A) one writes sometimes X for the
topological space max(A) and O(X) for A. One calls O(X) or A the ring of
regular functions on X . Indeed, any g ∈ A can be seen to be a function on
max(A). The value g(m) is defined as the image of g under the map A→ A/m.
In case k = k, each A/m identifies with k, and so any g ∈ A can be seen as
an ordinary function on max(A) with values in k. We shall frequently identify
g ∈ O(X) with the map it induces from max(A) to A/m. For example, the
set {x ∈ X | g(x) �= 0} denotes the set of maximal ideals in A not containing
g. Exercise A.7 implies that the intersection of all maximal ideals is {0} so the
identification of f with the function it induces is injective. One also calls O(X)
the coordinate ring of X . A morphism X = (max(A), A) → Y = (max(B), B)
of affine varieties over k, is defined to be a pair (f, φ) satisfying:

1. φ : B → A is a k-algebra homomorphism.
2. f : max(A) → max(B) is induced by φ in the following manner:
for any maximal ideal m of A, f(m) = φ−1(m).

We note that since A and B are finitely generated over k, if m is a maximal
ideal of B and φ : B → A is a k-algebra homomorphism, then φ−1(m) is always
a maximal ideal of A. The Nullstellensatz implies that B/m is an algebraic
extension of k and so the induced map φ : A/φ−1(m)→ B/m maps A/φ−1(m)
onto a finitely generated k-subalgebra of B/m. Therefore A/φ−1(m) is again a
field and so φ−1(m) is again a maximal ideal.

In concrete terms, let A = k[X1, . . . , Xn]/I, B = k[Y1, . . . , Ym]/J and let
f1, . . . , fm ∈ k[X1, . . . , Xn] have the property that for any G(Y1, . . . , Ym) ∈
J, G(f1, . . . , fm) ∈ I. Then the map φ : B → A given by φ(Yi) = fi deter-
mines a k-homomorphism and yields a morphism from X to Y . Furthermore,
any such morphism arises in this way. If f̃1, . . . , f̃m ∈ k[X1, . . . , Xn] also satisfy
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G(f̃1, . . . , f̃m) = 0 for all G ∈ J and ψ is defined by ψ(Yi) = f̃i, then φ and ψ
yield the same morphism if and only if fi − f̃i ∈ I for i = 1, . . . ,m.

We note that f is a continuous map. One sometimes uses the notations f = φ∗

and φ = f∗. The important thing to note is that only very special continuous
maps max(A)→ max(B) are of the form φ∗ for some k-algebra homomorphism
φ. Moreover, only for reduced affine varieties will the topological map f :
max(A)→ max(B) determine φ.

Exercise A.8 Continuous maps on max(A).Let X = (max(A), A) and Y =

(max(B), B) be reduced affine varieties over an algebraically closed field k. Then
O(X) and O(Y ) can be considered as rings of functions on the spaces max(A)
and max(B). Let f : max(A) → max(B) be a continuous map.1. Show that

there is a k-algebra homomorphism φ : B → A with f = φ∗ if and only for
every b ∈ B the function max(A)

f→ max(B) b→ k belongs to A.2. Suppose that

f satisfies the condition of (1). Show that the φ with f = φ∗ is unique. �

Let X = (max(A), A) be a reduced affine variety. A closed reduced subvariety
Y of X is defined as a pair (max(A/I), A/I), where I is a radical ideal of A.

Exercises A.9 Subvarieties

1. Determine the Zariski closed subsets of A1
k.

2. Let V be a reduced closed subvariety of A1
k. Determine O(V ).

3. Let X := (max(A), A) be a reduced affine variety and consider an f ∈ A with
f �= 0. Define (W,O(W )) by O(W ) = A[1/f ] = A[T ]/(Tf−1) andW ⊂ max(A)
is the open subset {m|f �∈ m} with the induced topology. Prove that (W,O(W ))
is a reduced affine variety and show that (W,O(W )) is isomorphic to the closed
reduced subspace (max(A[T ]/(Tf − 1)), A[T ]/(Tf − 1)) of (max(A[T ]), A[T ]).

4. Let V be a reduced affine variety. Prove that there is a 1-1 relation between
the closed subsets of V and the radical ideals of O(V ).

5. Let V be a reduced affine variety. Prove that there is no infinite decreasing set
of closed subspaces. Hint: Such a sequence would correspond with an increasing
sequence of (radical) ideals. Prove that the ring O(V ) is also noetherian and
deduce that an infinite increasing sequence of ideals in O(V ) cannot exist.

6. Let V be a reduced affine variety and S a subset of V . The Zariski closure
of S is defined as the smallest closed subset of V containing S. Show that the
Zariski closure exists. Show that the Zariski closure corresponds to the radical
ideal I ⊂ O(V ) consisting of all regular functions vanishing on S.



A.1. AFFINE VARIETIES 359

7. Determine all the morphisms from A1
k to itself.

8. Suppose that the reduced affine varieties X and Y are given as closed subsets
of An

k and Am
k . Prove that every morphism f : X → Y is the restriction of a

morphism F : An
k → Am

k which satisfies F (X) ⊂ Y .

9. Show by example that the image of a morphism f : X → A1
k is in general

not a closed subset of A1
k. �

In connection with the last exercise we formulate a useful result about the
image f(X) ⊂ Y of a morphism of affine varieties: f(X) is a finite union of
subsets of Y of the form V ∩W with V closed and W open. We note that the
subsets of Y described in the above statement are called constructible. For a
proof of the statement we refer to [141], p. 33.

In the sequel all affine varieties are supposed to be reduced and we will omit the
adjective “reduced”. An affine variety X is called reducible if X can be written
as the union of two proper closed subvarieties. For “not reducible” one uses the
term irreducible.

Lemma A.10
1. The affine variety X is irreducible if and only if O(X) has no zero divisors.
2. Every affine variety X can be written as a finite union X1 ∪ · · · ∪ Xs of
irreducible closed subsets.
3. If one supposes that no Xi is contained in Xj for j �= i, then this decompo-
sition is unique up to the order of the Xi and the Xi are called the irreducible
components of X.

Proof. 1. Suppose that f, g ∈ O(X) satisfy f �= 0 �= g and fg = 0. Put
X1 = {a ∈ X | f(a) = 0} and X2 = {a ∈ X | g(a) = 0}. Then X = X1 ∪X2 and
X is reducible. The other implication can be proved in a similar way.

2. If X is reducible, then one can write X = Y ∪ Z with the Y, Z proper
closed subsets. If both Y and Z are irreducible then we can stop. If, say, Y is
reducible then we write Y = D ∪E and find X = Z ∪D ∪E, and so on. If this
process does not stop, then we find a decreasing sequence of closed subsets, say
F1 ⊃ F2 ⊃ F3 ⊃ · · · of X . By Exercise A.9.5, this cannot happen. Thus X can
be written as X1 ∪X2 ∪ · · · ∪Xs, which each Xi closed and irreducible.

3. Suppose that there is no inclusion between the Xi. Let Y ⊂ X be a closed
irreducible subset. Then Y = (Y ∩X1)∪· · ·∪(Y ∩Xs) and since Y is irreducible
one finds that Y = Y ∩Xi for some i. In other words, Y ⊂ Xi for some i. This
easily implies the uniqueness of the decomposition. �

Exercise A.11 Rational functions on a variety.
Let X = (max(A), A) be an affine variety. We define the ring of rational func-
tions k(X) on X to be the total quotient ringQt(A) ofA. This is the localization
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of A with respect to the multiplicative set of non-zero divisors of A (see Defi-
nition 1.5.1(d)). Note that the definition of localization specializes in this case
to: (r1, s1) ∼ (r2, s2) if r1s2 − r2s1 = 0. We say that f ∈ k(X) is defined at
m ∈ max(Z) if there exist g, h ∈ A such that f = g/h and h /∈ m.

1. Show that if X is irreducible, then k(X) is a field.

2. Show that for f ∈ k(X) there exists an open dense subset U ⊂ X such that
f is defined at all points of X .

3. Let X = ∪ti=1Xi be the decomposition of X into irreducible components. For
each i we have the map g ∈ O(X) �→ g|Xi ∈ O(Xi). This induces a map k(X)→
k(Xi) sending f ∈ k(X) to f |Xi . Show that the map k(X)→ k(X1)× . . . k(Xt)
defined by f �→ (f |X1 , . . . , f |Xt) is an isomorphism of k-algebras.

4. Show that, for f ∈ k(X), f ∈ A if and only if f is defined at m for all
m ∈ max(A). Hint: Let I ⊂ A be the ideal generated by all h ∈ A such that
there exists an element g ∈ A with f = g/h. If f defined at all m ∈ max(A),
then I = (1). Therefore there exist g1, . . . , gm, h1, . . . , hm, t1, . . . , tm ∈ A such
that 1 =

∑m
i=1 tihi and, for each i, f = gi/hi. Show that f =

∑m
i=1 tigi ∈ A. �

We end this section with the following concept. If S ⊂ k[X1, . . . , Xn] is a set
of polynomials and k′ ⊃ k is an extension field of k, it is intuitively clear what
is meant by a common zero of S in (k′)n. We shall need to talk about common
zeros of a set of polynomials in any k-algebra R as well as some functorial
properties of this notion. We formalize this with the following

Definition A.12 Let k be a field and X an affine variety defined over k. For
any k-algebra R, we define the set of R-points of X, X(R) to be the set of
k-algebra homomorphisms O(X)→ R. �

Examples A.13 R-points

1. Let k = Q and let X be the affine variety corresponding to the ring
Q[X ]/(X2 + 1). In this case X(Q) and X(R) are both empty while X(C)
has two elements.

2. Assume that k is algebraically closed. The Hilbert Nullstellensatz implies
that X(k) corresponds to the set of maximal ideals of O(X). (c.f., Example A.6)
�

One can show that every k-algebra homomorphism R1 → R2 induces the
obvious map X(R1) → X(R2). Furthermore, if F is a morphism from X to
Y , then F induces a map from X(R) to Y (R). In particular, an element f of
O(X) can be considered as a morphism from X to A1

k and so gives a map fR
from X(R) to A1

k(R) = R. In fact, one can show that the map R �→ X(R) is a
covariant functor from k-algebras to sets. This is an example of a representable
functor (see Definition B.18).
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Exercises A.14 k-points.

Let k be the algebraic closure of k and let X and Y be affine varieties over k.

1. Use the Hilbert Nullstellensatz to show that for any f ∈ O(X), f = 0 if
and only if f is identically zero on X(k). Hint: Let O(X) = k[X1, . . . , Xn]/q,
q a radical ideal. Use Exercise A.7.1 to show that if f /∈ q then there exists a
maximal ideal m ⊃ q with f /∈ m. O(X)/m is algebraic over k and so embeds
in k.

2. Let f : X �→ Y , g : X �→ Y be morphisms. Show that f = g if and only if
f = g on X(k).

3. Show that maxO(X) is finite if and only if X(k) is finite.

4. Assume that X is irreducible. Show that |maxO(X)| < ∞ if and only if
|maxO(X)| = 1. Conclude that if |maxO(X)| <∞, then O(X) is a field. Hint:
For each nonzero maximal ideal m of O(X), let 0 �= fm ∈ m. Then g =

∏
fm

is zero on X(k) so g = 0 contradicting O(X) being a domain. Therefore O(X)
has no nonzero maximal ideals. �

A.1.2 Products of Affine Varieties over k

For the construction of products of affine varieties we need another technical
tool, namely tensor products over a field k. We begin with a review of their
important properties.

Let V,W and Z be vector spaces over a field k. A bilinear map f : V ×W → Z is
a map (v, w) �→ f(v, w) ∈ Z, which has the properties f(v1+v2, w) = f(v1, w)+
f(v2, w), f(v, w1+w2) = f(v, w1)+f(v2, w) and f(λv,w) = f(v, λw) = λf(v, w)
for all λ ∈ k. The tensor product V ⊗kW is a new vector space over k together
with a bilinear map u : V × W → V ⊗k W such that for any bilinear map
f : V ×W → Z there exists a unique linear map F : V ⊗k W → Z such that
f = F ◦u (see [169], Ch. 16 for a proof that tensor products exist and are unique
as well as for a more complete discussion of the subject). For v ∈ V,w ∈ W we
denote u(v, w) by v ⊗ w and, when this will not lead to confusion, we denote
V ⊗k W by V ⊗W . The bilinearity of u then translates as the following three
rules:

(v1 + v2)⊗ w = (v1 ⊗ w) + (v2 ⊗ w)
v ⊗ (w1 + w2) = (v ⊗ w1) + (v ⊗ w2)

λ(v ⊗ w) = (λv) ⊗ w = v ⊗ (λw) for all λ ∈ K.

If {vi}i∈I is a basis of V and {wj}j∈J is a basis of W , then one can show that
{vi ⊗ wj}i∈I,j∈J is a basis of V ⊗W .
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Exercises A.15 Elementary properties of tensor products

1. Use the universal property of the map u to show that if {v1, . . . vn} are
linear independent elements of V then

∑
vi ⊗wi = 0 implies that each wi = 0.

Hint: for each i = 1, . . . , n let fi : V ×W → W be a bilinear map such that
f(vi, w) = w and f(vj , w) = 0 if j �= i for all w ∈W .

2. Show that if v1, v2 ∈ V \{0} and w1, w2 ∈ W\{0} then v1 ⊗ w1 = v2 ⊗ w2

implies that there exist an element a ∈ k such that v1 = av2 and w1 = 1
aw2. In

particular if v �= 0 and w �= 0 the v ⊗ w �= 0.

3. Show that if {vi}i∈I is a basis of V and{wj}j∈J is a basis of W , then
{vi ⊗ wj}i∈I,j∈J is a basis of V ⊗W .

4. Let V1 ⊂ V2 and W be vector space over k. Prove that there is a canonical
isomorphism (V2 ⊗W )/(V1 ⊗W ) ∼= (V1/V2)⊗W . �

Let R1 and R2 be commutative k-algebras with a unit element. One can
define a multiplication on the tensor product R1 ⊗k R2 by the formula (r1 ⊗
r2)(r̃1 ⊗ r̃2) = (r1r̃1) ⊗ (r2r̃2) (one uses the universal property of u to show
that this is well defined and gives R1 ⊗ R2 the structure of a k-algebra). In
the special case R1 = k[X1, . . . , Xn] and R2 = k[Y1, . . . , Ym] it is easily verified
that R1 ⊗ R2 is in fact the polynomial ring k[X1, . . . , Xn, Y1, . . . , Ym]. More
generally, let R1, R2 be finitely generated K-algebras. Represent R1 and R2 as
R1 = k[X1, . . . , Xn]/(f1, . . . , fs) and R2 = k[Y1, . . . , Ym]/(g1, . . . , gt).
Using the Exercise A.15.4 one can show that R1 ⊗ R2 is isomorphic to
k[X1, . . . , Xn, Y1, . . . , Ym]/(f1, . . . fs, g1, . . . , gt).

We wish to study how reduced algebras behave under tensor products. Suppose
that k has characteristic p > 0 and let a ∈ k be an element such that bp = a
has no solution in k. If we let R1 = R2 = k[X ]/(Xp − a), then R1 and R2 are
fields. The tensor product R1 ⊗R2 is isomorphic to k[X,Y ]/(Xp − a, Y p − a).
The element t = X−Y modulo (Xp− a, Y p− a) has the property tp = 0. Thus
R1 ⊗k R2 contains nilpotent elements! This is an unpleasant characteristic p-
phenomenon which we want to avoid. A field k of characteristic p > 0 is called
perfect if every element is a pth power. In other words, the map a �→ ap is a
bijection on k. One can show that an irreducible polynomial over such a field
has no repeated roots and so all algebraic extensions of k are separable. The
following technical lemma tells us that the above example is more or less the
only case where nilpotents can occur in a tensor product of k-algebras without
nilpotents.

Lemma A.16 Let R1, R2 be k-algebras having no nilpotent elements. Suppose
that either the characteristic of k is zero or that the characteristic of k is p > 0
and k is perfect. Then R1 ⊗k R2 has no nilpotent elements.
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Proof. Suppose that a ∈ R1 ⊗ R2 satisfies a �= 0 and a2 = 0. From this
we want to derive a contradiction. It is easily verified that for inclusions of k-
algebras R1 ⊂ S1 and R2 ⊂ S2, one has an inclusion R1 ⊗R2 → S1 ⊗ S2. Thus
we may suppose that R1 and R2 are finitely generated over k. Take a k-basis
{ei} of R2. The element a can be written as a finite sum

∑
i ai ⊗ ei with all

ai ∈ R1. Let aj �= 0. Because aj is not nilpotent, there is a maximal ideal m of
R1 which does not contain aj . The residue class field L := R1/m is according
to Hilbert’s theorem a finite extension of k. Since the image of a in L ⊗ R2 is
not zero, we may assume that R1 is a finite field extension of k. Likewise we
may suppose that R2 is a finite field extension of k. According to the Primitive
Element Theorem [169], one can write R2 = k[X ]/(F ) where F is an irreducible
and separable polynomial. Then R1 ⊗ R2

∼= L[X ]/(F ). The latter ring has no
nilpotents since F is a separable polynomial. �

Corollary A.17 Let k be a field as in Lemma A.16 and let q be a prime ideal
in k[X1, . . . , Xn]. If K is an extension of k, then qK[X1, . . . , Xn] is a radical
ideal in K[X1, . . . , Xn].

Proof. From Exercise A.15.4, one sees that K[X1, . . . , Xn]/qK[X1, . . . , Xn]
is isomorphic to k[X1, . . . , Xn]/q ⊗k K. This latter ring has no nilpotents by
Lemma A.16, so qK[X1, . . . , Xn] is radical. �

We note that one cannot strengthen Corollary A.17 to say that if p is a prime
ideal in k[X1, . . . , Xn] then pK[X1, . . . , Xn] is a prime ideal in K[X1, . . . , Xn].
For example, X2+1 generates a prime ideal in Q[X ] but it generates a non-prime
radical ideal in C[X ].

We will assume that the characteristic of k is zero or that the characteristic of k
is p > 0 and k is perfect. As we have seen there is a bijective translation between
reduced affine varieties over k and finitely generated reduced k-algebras. For
two reduced affine varieties X1 and X2 we want to define a product X1 ×X2,
which should again have the structure of a reduced affine variety over k. Of
course the product An

k × Am
k should be An+m

k . For reduced affine varieties
V ⊂ An

k , W ⊂ Am
k the product should be V × W , seen as reduced affine

subvariety of An+m
k . This is true, but there is the problem that V and W can

be embedded as reduced subvarieties of the affine varieties Am+n
k in many ways

and that we have to prove that the definition of the product is independent of
the embedding. This is where the tensor product comes in.

Definition A.18 Let X1, X2 be reduced affine varieties over k. The product
X1 ×k X2 is the reduced affine variety corresponding to the tensor product
O(X1)⊗k O(X2). �

We will sometimes use the notation X1 × X2 instead of X1 ×k X2 when
the field k is clear from the context. We have verified that O(X1) ⊗k O(X2)
is a finitely generated reduced k-algebra. Thus the definition makes sense.
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If X1 and X2 are presented as reduced subvarieties V of An
k and W of Am

k

then the rings O(X1) and O(X2) are presented as k[Y1, . . . , Yn]/(f1, . . . fs) and
k[Z1, . . . , Zm]/(g1, . . . , gt) The tensor product can therefore be presented as
k[Y1, . . . , Yn, Z1, . . . , Zm]/(f1, . . . , fs, g1, . . . , gt). The ideal (f1, . . . fs, g1, . . . , gt)
is a radical ideal, since the tensor product has no nilpotent elements. The zero
set of this ideal is easily seen to be V ×W . When k is algebraically closed, then
one can identify this zero set with the cartesian product of the set of points of
V and the set of points of W .

It will be necessary to “lift” a variety defined over a field k to a larger field
K ⊃ k and this can also be done using tensor products. If V = (max(A), A)
is an affine variety defined over k, we define VK to be the variety (max(A ⊗k
K), A⊗kK). Note that the k-algebra A⊗kK has the structure of a K-algebra
where a �→ 1 ⊗ a defines an embedding of K into A ⊗k K. If we present the
ring A as k[X1, . . . , Xn]/q then Exercise A.15 implies that the ring A ⊗k K =
K[X1, . . . , Xn]/qK[X1, . . . , Xn].

In general, if k is not algebraically closed, then the product of irreducible vari-
eties is not necessarily irreducible (see Exercise A.20.3). When k is algebraically
closed this phenomenon cannot happen.

Lemma A.19 Let k be an algebraically closed field and let X,Y be irreducible
affine varieties over k. Then X × Y is irreducible.

Proof. Since k is algebraically closed, it is enough to show that X × Y (k)
is not the union of two proper, closed subsets. Let X × Y = V1 ∪ V2 where
V1, V2 are closed sets. For any x ∈ X(k), the set {x} × Y (k) is closed and
irreducible over k. Therefore {x} × Y (k) ⊂ V1 or {x} × Y (k) ⊂ V2. Let
Xi = {x ∈ X |{x} × Y (k) ⊂ Vi}. We claim that X1 is closed. To see this, note
that for each y ∈ Y (k), the set Wy of x ∈ X(k) such that x × y ∈ V1 is closed
and X1 = ∩y∈Y (k)Wy . Similarly, X2 is closed. Therefore X = X1 or X = X2

and therefore either X × Y = V1 or X × Y = V2. �

Exercises A.20 Products

1. Show that An
k ×Am

k � An+m
k .

2. Show that the Zariski topology on A2
k is not the same as the product topology

on A1
k ×A1

k.

3. Let k be a field of characteristic zero or a perfect field of characteristic p > 0,
and let K be an algebraic extension of k with [K : k] = n. Show that the ring
K ⊗k K is isomorphic to the sum of n copies of K. �

Let k be the algebraic closure of k. The following Lemma will give a criterion
for an affine variety V over k to be of the form Wk for some affine variety W
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over k, that is a criterion for V to be defined over k. We shall assume that V
is a subvariety of An

k
, that is, its coordinate ring is of the form k[X1, . . .Xn]/q

for some ideal q ⊂ k[X1, . . . Xn]. We can then identify the points V (k) with a
subset of k

n
. The Galois group Aut(k/k) acts on k

n
coordinate wise.

Lemma A.21 Let k be the algebraic closure of k. An affine variety V over k
is of the form Wk for some affine variety W over k if and only if V (k) is stable
under the action of Aut(k/k).

Proof. If V = Wk, then V (k) is precisely the set of common zeros of an ideal
q ⊂ k[X1, . . . , Xn]. This implies that V (k) is stable under the above action.

Conversely, assume that V (k) is stable under the action of Aut(k/k) and let
O(V ) = k[X1, . . . , Xn]/q for some ideal q ∈ k[X1, . . . , Xn]. The action of
Aut(k/k) on k extends to an action on k[X1, . . . Xn]. The Nullstellensatz
implies that q is stable under this action. We claim that q is generated by
q ∩ k[X1, . . . , Xn]. Let S be the k vector space generated by q ∩ k[X1, . . . , Xn].
We will show that S = q. Assume not. Let {αi}i∈I be a k-basis of k[X1, . . . , Xn]
such that for some J ⊂ I, {αi}i∈J is a k-basis of q ∩ k[X1, . . . , Xn]. Note that
{αi}i∈I is also a k-basis of k[X1, . . . , Xn]. Let f =

∑
i∈I\J ciαi +

∑
i∈J ciαi ∈ q

and among all such elements select one such that the set of nonzero ci, i ∈ I\J
is as small as possible. We may assume that one of these nonzero ci is 1. For
any σ ∈ Aut(k/k), minimality implies that f − σ(f) ∈ S and therefore that for
any i ∈ I\J, ci ∈ k. Therefore

∑
i∈I\J ciαi = f−

∑
i∈J ciαi ∈ q∩k[X1, . . . , Xn]

and so f ∈ S. �

Exercise A.22 k-morphisms defined over k
Let V and W be varieties over k.
1. Let f ∈ O(V )⊗k k. The group Aut(k/k) acts on O(V )⊗k k via σ(h ⊗ g) =
h ⊗ σ(g). Show that f ∈ O(V ) ⊂ O(V ) ⊗k k if and only if σ(f) = f for all
σ ∈ Aut(k/k).

2. We say that a morphism f : Vk →Wk is defined over k if f∗ : O(W )⊗k k →
O(V ) ⊗k k is of the form g∗ ⊗ 1 where g is a morphism from V to W . Show
that f is defined over k if and only if f∗(σ(v)) = σ(f∗(v)), for all v ∈ V (k) and
σ ∈ Aut(k/k). �

Remark A.23 Since we are using the action of the Galois group in Lemma A.21
and Exercise A.22 we need to assume that either k is a perfect field (i.e., kp = k)
or replace k with the separable closure ksep when the characteristic is nonzero.
�

A.1.3 Dimension of an Affine Variety

The dimension of an affine variety X is defined as the maximal number d for
which there exists a sequence X0 � X1 � · · · � Xd of closed irreducible (non
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empty) subsets of X . It is, a priori, not clear that d exists (i.e., is finite). It is
clear however that the dimension of X is the maximum of the dimensions of its
irreducible components. Easy examples are:

Examples A.24 1. If X is finite, then its dimension is 0. 2. The dimension of

A1
k is 1 .

3. The dimension of An
k is ≥ n since one has the sequence of closed irreducible

subsets {0} ⊂ A1
k ⊂ A2

k ⊂ · · · ⊂ An
k . �

The dimension of An
k should of course be n, but it is not so easy to prove this.

One ingredient of the proof is formulated in the next exercises.

Exercises A.25 1. Integral elements
If A ⊂ B are rings, we say that an element b ∈ B is integral over A if it is the
root of a polynomial Xn + an−1X

n−1 + · · · + a0 with coefficients ai ∈ A and
n ≥ 1, ([169], Ch. VII, §1) .
(a) Show that if b ∈ B is integral over A then b belongs to a subring B′ ⊃ A of
B that is finitely generated as an A-module.
(b) Show that if b belongs to a subring B′ ⊃ A of B that is finitely generated as
an A-module, then b is integral over A. Hint: Let b1, . . . , bn be generators of B′

as an A-module. There exist ai,j ∈ A such that bbi =
∑n

j=1 ai,jbj. Therefore,
the determinant

d = det

⎛
⎜⎜⎜⎝

b− a1,1 a1,2 . . . a1,n

a2,1 b− a2,2 . . . a2,n

...
...

...
...

an,1 an,2 . . . b− an,n

⎞
⎟⎟⎟⎠

most be zero. This gives the desired polynomial.
(c) The ring B is said to be integral over A if each of its elements is integral
over A. Show that if B is integral over A and C is integral over B the C is
integral over A.
(d) Let B be integral over A and assume that B has no zero divisors. Show
that A is a field if and only if B is a field.

2. Noether Normalization Theorem
In this exercise, we propose a proof of

Suppose that the field k is infinite and let R = k[x1, . . . , xn] be a
finitely generated k-algebra. Then for some 0 ≤ m ≤ n, there exist
elements y1, . . . , ym ∈ R, algebraically independent over k such that
R is integral over k[y1, . . . , ym].

Let R = k[X1, . . . , Xn]/I for some ideal I in the polynomial ring k[X1, . . . , Xn].
(a) We say that f ∈ k[X1, . . . , Xn] is in “Weierstrass form with respect to Xn”,
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if f = aeX
e
n + ae−1X

e−1
n + · · · + a1Xn + a0 with all ai ∈ k[X1, . . . , Xn−1] and

ae ∈ k∗. Prove that for any element g ∈ k[X1, . . . , Xn]\k[X1, . . . , Xn−1] there
exists an invertible linear transformation of the form Xi �→ Xi + aiXn with
ai ∈ k such that after this transformation the element f is in Weierstrass form
with respect to Xn. Give a proof of the Noether normalization for the ring
R = k[X1, . . . , Xn]/(g).
(b) Let f ∈ I, f /∈ k[X1, . . . , Xn−1]. Produce a linear change of the variables
X1, . . . , Xn as in (a) such that after this change of variables , f is in Weierstrass
form with respect to Xn. Let zi = xi + aixn and show that R is integral over
S = k[z1, . . . , zn−1]. Use induction on n to show that there exist y1, . . . , ym ∈
S, algebraically independent over k such that S is integral over k[y1, . . . , ym].
Conclude that R is integral over k[y1, . . . , ym].
Remark: The Noether Normalization Theorem is valid for finite fields as well.
If d is an integer greater than any exponent appearing in the polynomial f in
(a), then the transformation Xi �→ Xi+Xdi

n will transform f into a polynomial
in Weierstrass form and one can proceed as above.

(3) Hilbert’s Nullstellensatz
Deduce this result from the Noether Normalization Theorem. Hint: Let m be
a maximal ideal in k[X1, . . . , Xn] and let R = k[X1, . . . , Xn]/m. Assume R is
integral over S = k[y1, . . . , ym] with y1, . . . , ym algebraically independent over
k and m ≥ 1. By 1.d above, S is a field, yielding a contradiction. Therefore, R
is integral over k and so algebraic over k. �

Let X be an affine variety. We say that an injective k-algebra morphism
k[X1, . . . , Xd] → O(X) is a Noether normalization if O(X) is integral over the
image of k[X1, . . . , Xd].

Proposition A.26
1. Let X be an affine variety and let k[X1, . . . , Xd] → O(X) be a Noether
normalization. Then the dimension of X is d.

2. Let X be an irreducible affine variety. Then its dimension is equal to the
transcendence degree of the fraction field of O(X) over k.

Proof. 1. We need again some results from ring theory, which carry the names
“going up” and “lying over” theorems (c.f., [10], Corollary 5.9 and Theorem
5.11, or [141]). We refer to the literature for proofs. They can be formulated as
follows:

Given are R1 ⊂ R2, two finitely generated k-algebras, such that R2 is integral
over R1. Then for every strictly increasing chain of prime ideals p

1
⊂ · · · ⊂ p

s
of

R2 the sequence of prime ideals (p
1
∩R1) ⊂ · · · ⊂ (p

s
∩R1) is strictly increasing.

Moreover, for any strictly increasing sequence of prime ideals q
1
⊂ · · · ⊂ q

s
in

R1 there is a (strictly) increasing sequence of prime ideals p
1
⊂ · · · ⊂ p

s
of R2

with p
i
∩R1 = q

i
for all i.
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This statement implies that R1 and R2 have the same maximum length for
increasing sequences of prime ideals. In the situation of Noether normaliza-
tion k[X1, . . . , Xd] ⊂ O(X) where X is an affine variety, this implies that the
dimensions of X and Ad

k are equal.

Finally we will prove by induction that the dimension of An
k is ≤ n. Let V ⊂

An
k be a proper closed irreducible subset. Apply the Noether Normalization

Theorem to the ring O(V ) = k[X1, . . . , Xn]/I with I �= 0. This yields dimV ≤
n− 1 and thus dimAn

k ≤ n.

2. Let k[X1, . . . , Xd] → O(X) be a Noether normalization. Then the frac-
tion field of O(X) is a finite extension of the fraction field k(X1, . . . , Xd) of
k[X1, . . . , Xd]. Thus the transcendence degree of the fraction field of O(X) is
d. By 1., the dimension of X is also d. �

A.1.4 Tangent Spaces, Smooth Points and Singular Points

We will again assume that the characteristic of k is either 0 or that k is a perfect
field of positive characteristic. Let W be a reduced affine variety over k. For
every f ∈ O(W ), f �= 0 the open subset U = {w ∈ W | f(w) �= 0} of W is
again a reduced affine variety. The coordinate ring of U is O(W )[1/f ]. Let us
call U a special affine subset of W . The special affine subsets form a basis for
the Zariski topology, i.e., every open subset of W is a (finite) union of special
affine subsets. Consider a point P ∈ W , that is, an element of max(O(W )).
The dimension of W at P is defined to be the minimum of the dimensions of
the special affine neighbourhoods of P . The local ring OW,P of the point P on
W is defined as the ring of functions f , defined and regular in a neighborhood
of P . More precisely, the elements of OW,P are pairs (f, U), with U a special
affine neighbourhood of P and f ∈ O(U). Two pairs (f1, U1) and (f2, U2) are
identified if there is a pair (f3, U3) with U3 ⊂ U1 ∩ U2 and f3 is the restriction
of both f1 and f2. Since P is a maximal ideal, the set S = O(W ) \ m is a
multiplicative set. Using the definitions of Example 1.5.1(d) one sees that OW,P
is in fact the localization S−1O(W ) of O(W ) with respect to S. Some relevant
properties of OW,P are formulated in the next exercise.

Exercise A.27 Local ring of a point. Show the following

1. OW,P is a noetherian ring.

2. OW,P has a unique maximal ideal, namely MP := {f ∈ OW,P | f(P ) = 0},
that is, OW,P is a local ring. The residue field k′ := OW,P /MP is a finite
extension of k. We note that k′ ⊃ k is also separable because k is supposed to
be perfect if its characteristic is positive.

3. Let MP = (f1, . . . , fs) and let M2
P denote the ideal generated by all products

fifj . Then MP/M
2
P is a vector space over k′ of dimension ≤ s.
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(d) Suppose that the above s is minimally chosen. Prove that s is equal to the
dimension of MP /M

2
P . Hint: Use Nakayama’s lemma: Let A be a local ring with

maximal ideal m, E a finitely generated A-module and F ⊂ E a submodule such
that E = F +mE. Then E = F . ([169], Ch. X, §4). �

The tangent space TW,P of W at P is defined to be (MP /M
2
P )∗, i.e., the

dual of the vector space MP /M
2
P . The point P is called nonsingular or regular

if the dimension of the vector space TW,P coincides with the dimension of W at
P . The point P is called smooth (over k) if P is regular and the field extension
k ⊂ OW,P /MP is separable.

Remark A.28 Under our assumption that k has either characteristic 0 or that
k is perfect in positive characteristic, any finite extension of k is separable and
so the notions smooth (over k) and non-singular coincide. For non perfect fields
in positive characteristic a point can be non-singular, but not smooth over k.
�

Under our assumptions, a point which is not smooth is called singular. We give
some examples:

Examples A.29 Let k be algebraically closed.

1. We will identify An
k with kn. For P = (a1, . . . , an) ∈ kn one finds that

MP = (X1 − a1, . . . , Xn − an) and MP /M
2
P has dimension n. Therefore every

point of kn is smooth.

2. Let W ⊂ k3 be the reduced affine variety given by the equation X2
1 +

X2
2 + X2

3 (and suppose that the characteristic of k is not 2). Then O(W ) =
k[X1, X2, X3]/(X2

1 +X2
2 +X2

3 ) = k[x1, x2, x3]. Consider the point P = (0, 0, 0) ∈
W . The dimension of W at P is two. The ideal MP = (x1, x2, x3) and the
dimension of MP /M

2
P is three. Therefore P is a singular point. �

Exercise A.30 Let K be algebraically closed and let W ⊂ k2 be the affine
reduced curve given by the equation Y 2 +XY +X3 = 0. Calculate the tangent
space at each of its points. Show that (0, 0) is the unique singular point. Draw
a picture of a neighbourhood of that point. �

We shall need the following two results. Their proofs may be found in [141],
Theorem 5.2.

Let W be a reduced affine variety.
(a) For every point P ∈ W the dimension of TW,P is ≥ the dimension of W at
P .
(b) There are smooth points.

We formulate now the Jacobian criterion for smoothness:
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Proposition A.31 Let W ⊂ An
k be a reduced affine variety and let W have

dimension d at P = 0 ∈ W . The coordinate ring O(W ) has the form
k[X1, . . . , Xn]/(f1, . . . , fm). The Jacobian matrix is given by ( ∂fi

∂xj
)i=1,...,m
j=1,...,n . Let

∆1, . . . ,∆s denote the set of all the determinants of the square submatrices of
size (n− d)× (n− d) (called the minors of size n− d). Then P is smooth if and
only if ∆i(0) �= 0 for some i.

Proof. The ideal MP has the form (X1, . . . , Xn)/(f1, . . . , fm) and MP /M
2
P

equals (X1, . . . , Xn)/(X2
1 , X1X2, . . . , X

2
n, L(f1), . . . , L(fm)), where for any

f ∈ (X1, . . . , Xn) we write L(f) for the linear part of f in its expansion as
polynomial in the variables X1, . . . , Xn. From the above results we know that
the dimension of MP /M

2
P is at least d. The stated condition on the minors of

the Jacobian matrix translates into: the rank of the vector space generated by
L(f1), . . . , L(fm) is ≥ n− d. Thus the condition on the minors is equivalent to
stating that the dimension of MP /M

2
P is ≤ d. �

The Jacobian criterion implies that the set of smooth points of a reduced
affine variety W is open (and not empty by the above results). In the sequel we
will use a handy formulation for the tangent space TW,P . Let R be a k-algebra.
Recall that W (R) is the set of K-algebra maps O(W ) → R and that every
k-algebra homomorphism R1 → R2 induces an obvious map W (R1)→W (R2).
For the ring R we make a special choice, namely R = k[ε] = k ·1+k · ε and with
multiplication given by ε2 = 0. The k-algebra homomorphism k[ε]→ k induces
a map W (k[ε])→W (k). We will call the following lemma the epsilon trick.

Lemma A.32 Let P ∈W (k) be given. There is a natural bijection between the
set {q ∈W (k[ε])| q maps to P} and TW,P .

Proof. To be more precise, the q’s that we consider are the k-algebra homo-
morphisms OW,P → k[ε] such that OW,P

q→ k[ε]→ k is P . Clearly q maps MP

to k ·ε and thus M2
P is mapped to zero. The k-algebra OW,P /M2

P can be written
as k ⊕ (MP /M

2
P ). The map q̃ : k ⊕ (MP /M

2
P ) → k[ε], induced by q, has the

form q̃(c+ v) = c+ lq(v)ε, with c ∈ k, v ∈ (MP /M
2
P ) and lq : (MP /M

2
P )→ k a

k-linear map. In this way q is mapped to an element in lq ∈ TW,P . It is easily
seen that the map q �→ lq gives the required bijection. �

A.2 Linear Algebraic Groups

A.2.1 Basic Definitions and Results

We begin with the abstract definition. Throughout this section C will denote
an algebraically closed field of characteristic zero and all affine varieties, unless
otherwise stated, will be defined over C. Therefore, for any affine variety, we
will not have to distinguish between max(O(W )) and W (C).
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Definition A.33 A linear algebraic group G over C is given by the following
data:

(a) A reduced affine variety G over C.
(b) A morphism m : G×G→ G of affine varieties.
(c) A point e ∈ G.
(d) A morphism of affine varieties i : G→ G.

subject to the conditions that : G as a set is a group with respect to the
composition m, the point e is the unit element and i is the map which sends
every element to its inverse. �

Let O(G) denote the coordinate ring of G. The morphisms m : G×G→ G
and i : G→ G correspond to C-algebra homomorphisms m∗ : O(G)→ O(G)⊗C
O(G) and i∗ : O(G) → O(G). Note that e ∈ max(O(G)) = G(C) corresponds
to a C-algebra homomorphism e∗ : O(G)→ C.

Examples A.34 Linear algebraic groups

1. The additive group Ga (or better, Ga(C)) over C. This is in fact the affine
line A1

C over C with coordinate ring C[x]. The composition m is the usual
addition. Thus m∗ maps x to x⊗ 1 + 1⊗ x and i∗(x) = −x.

2. The multiplicative group Gm (or better, Gm(C)) over C. This is as affine
variety A1

C \ {0} with coordinate ring C[x, x−1]. The composition is the usual
multiplication. Thus m∗ sends x to x⊗ x and i∗(x) = x−1.

3. A torus T of dimension n. This is the direct product (as a group and
as an affine variety) of n copies of Gm(C). The coordinate ring is O(T ) =
C[x1, x

−1
1 , . . . , xn, x

−1
n ], The C-algebra homomorphisms m∗ and i∗ are given by

m∗(xi) = xi ⊗ xi and i∗(xi) = x−1
i (for all i = 1, . . . , n).

4. The group GLn of the invertible n×n-matrices over C. The coordinate ring is
C[xi,j , 1

d ], where xi,j are n2 indeterminates and d denotes the determinant of the
matrix of indeterminates (xi,j). From the usual formula for the multiplication
of matrices one sees that m∗ must have the form m∗(xi,j) =

∑n
k=1 xi,k ⊗ xk,j .

Using Cramer’s rule, one can find an explicit expression for i∗(xi,j). We do
not write this expression down but conclude from its existence that i is really a
morphism of affine varieties.

5. Let G ⊂ GLn(C) be a subgroup, which is at the same time a Zariski
closed subset. Let I be the ideal of G. Then the coordinate ring O(G) of
G is C[xi,j , 1

d ]/I. It can be seen that the maps m∗ and i∗ have the property
m∗(I) ⊂ (C[xi,j , 1

d ] ⊗ I) + (I ⊗ C[xi,j , 1
d ]) and i∗(I) ⊂ I. Therefore m∗ and i∗

induce C-algebra homomorphisms O(G) → O(G) ⊗ O(G) and O(G) → O(G).
Thus G is a linear algebraic group. In general, if G is a linear algebraic group
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over C and H ⊂ G(C) is a subgroup of the form V (I) for some ideal I ⊂ O(G)
then H is a linear algebraic group whose coordinate ring is O(G)/I.

6. Every finite group G can be seen as a linear algebraic group. The coordinate
ring O(G) is simply the ring of all functions on G with values in C. The map
m∗ : O(G) → O(G) ⊗ O(G) = O(G ×G) is defined by specifying that m∗(f) is
the function on G×G given by m∗(f)(a, b) = f(ab). Further i∗(f)(a) = f(a−1).
�

Exercise A.35 Show that the linear algebraic groups Ga(C),Gm(C), T , de-
fined above, can be seen as Zariski closed subgroups of a suitable GLn(C). �

Exercise A.36 Hopf Algebras.
1. Let A = O(G). Show that the maps m∗, i∗ and e∗ satisfy the following
commutative diagrams:

Coassociative
A⊗k A⊗k A

m∗×idA←− A⊗k A
idA×m∗

�⏐⏐ �⏐⏐m∗

A⊗k A
←−
m∗ A

(A.1)

Counit
A

p∗×idA←− A×k A
idA×p∗

�⏐⏐ ↖idA

�⏐⏐m∗

A⊗k A
←−
m∗ A

(A.2)

Coinverse
A

i∗×idA←− A⊗k A
idA×i∗

�⏐⏐ ↖p∗
�⏐⏐m∗

A⊗k A
←−
m∗ A

(A.3)

where p∗ : A→ A is defined by p∗ = e∗ ◦ incl and incl is the inclusion k ↪→ A.
A C-algebra A with maps m∗, i∗ and e∗ satisfying these conditions is called a

Hopf algebra.

2. Let A be a finitely generated C-algebra without nilpotents that is a Hopf
algebra as well. Show that A is the coordinate ring of a linear algebraic group.
(Since we are assuming that C has characteristic zero, the assumption of no
nilpotents is not actually needed by a nontrivial result of Cartier, c.f., [301], Ch.
11.4). �

A morphism f : G1 → G2 of linear algebraic groups is a morphism of affine
varieties which respects the group structures.

In fact, every linear algebraic group G is isomorphic to a Zariski closed sub-
group of some GLn(C) ([141], Theorem 11.2). One can see this property as an
analogue of the statement: “Every finite group is isomorphic with a subgroup of
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some Sn”.The next proposition gathers together some general facts about linear

algebraic groups, subgroups and morphisms.

Proposition A.37 Let G be a linear algebraic group.

1. The irreducible components of G are disjoint. If Go ⊂ G is the irreducible
component of G which contains the point 1 ∈ G, then Go is a normal open
subgroup of G of finite index.

2. If H is a subgroup of G, then the Zariski closure H of H is a Zariski
closed subgroup of G.

3. Every point of G is smooth.

4. If S is a Zariski connected subset of G containing 1, then the subgroup of
G generated by S is also connected.

5. The commutator subgroup (i.e., the group generated by all commutators
g1g2g

−1
1 g−1

2 , g1, g2 ∈ G) of a connected linear algebraic group is connected.

6. Let f : G1 → G2 be a morphism of linear algebraic groups. Then f(G1) is
again a linear algebraic group.

Proof. 1. Let G1, . . . , Gs be the irreducible components of G. Each of these
components contains a point not contained in any other component. For any
fixed element h ∈ G, let Lh : G→ G be left translation by h, given by g �→ hg.
The map Lh is a morphism of affine varieties and, given any g1, g2 ∈ G there is
a unique h ∈ G such that Lh(g1) = g2. From this it follows that any element
of G is contained in a unique component of G. Therefore G contains a unique
component Go containing 1. Since the components of G are disjoint, one sees
that each of these is both open and closed in G. For every h ∈ G, the above
isomorphism Lh permutes the irreducible components. For every h ∈ Go one
has that Lh(Go) ∩ Go �= ∅. Therefore Lh(Go) = Go. The map i : G → G,
i.e., i(g) = g−1 for all g ∈ G, is also an automorphism of G and permutes the
irreducible components of G. It follows that i(Go) = Go. We conclude that
Go is an open and closed subgroup of G. For any a ∈ G, one considers the
automorphism of G, given by g �→ aga−1. This automorphism permutes the
irreducible components of G. In particular aGoa−1 = Go. This shows that Go

is a normal subgroup. The other irreducible components of G are the left (or
right) cosets of Go. Thus Go has finite index in G.

2. We claim that H is a group. Indeed, inversion on G is an isomorphism and
so H

−1
= H−1 = H . Moreover, left multiplication Lx on G by an element

x is an isomorphism. Thus for x ∈ H one has Lx(H) = Lx(H) = H . Thus
Lx(H) ⊂ H . Further, let x ∈ H and let Rx denote the morphism given by right
multiplication. We then have H ⊂ H and as a consequence Rx(H) ⊂ H . Thus
H is a group.
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3. The results of Section A.1.4 imply that the group G contains a smooth point
p. Since, for every h ∈ G, the map Lh : G → G is an isomorphism of affine
varieties, the image point Lh(p) = hp is smooth. Thus every point of G is
smooth.

4. Note that the set S ∪ S−1 is a connected set, so we assume that S contains
the inverse of each of its elements. Since multiplication is continuous, the sets
S2 = {s1s2 | s1, s2 ∈ S} ⊂ S3 = {s1s2s3 | s1, s2, s3 ∈ S} ⊂ . . . are all connected.
Therefore their union is also connected and this is just the group generated by
S.

5. Note that (1) above implies that the notions of connected and irreducible are
the same for linear algebraic groups over C. Since G is irreducible, Lemma A.19
implies that G × G is connected. The map G × G → G defined by (g1, g2) �→
g1g2g

−1
1 g−1

2 is continuous. Therefore the set of commutators is connected and
so generates a connected group.

6. Let H := f(G1). We have seen that H is a group as well. Let U ⊂ H be an
open dense subset. Then we claim that U · U = H . Indeed, take x ∈ H . The
set xU−1 is also an open dense subset of H and must meet U . This shows that
xu−1

1 = u2 holds for certain elements u1, u2 ∈ U . Finally we use that H is a
constructible subset (see the discussion following Exercises A.9). The definition
of constructible implies that H contains an open dense subset U of H . Since H
is a group and U · U = H we have that H = H . �

We will need the following technical corollary (c.f., [150], Lemma 4.9) in
Section 1.5.

Corollary A.38 Let G be an algebraic group and H an algebraic subgroup.
Assume that either H has finite index in G or that H is normal and G/H
is abelian. If the identity component Ho of H is solvable then the identity
component Go of G is solvable.

Proof. If H has finite index in G then Ho = Go so the conclusion is obvious.
Now assume that H is normal and that G/H is abelian. In this case, H contains
the commutator subgroup of G and so also contains the commutator subgroup
K of Go. By Proposition A.37 this latter commutator subgroup is connected
and so is contained in Ho. Since Ho is solvable, we have that K is solvable.
Since Go/K is abelian, we have that Go is solvable. �

Exercises A.39 1. Characters of groups
A character of a linear algebraic group G is a morphism of linear algebraic groups
χ : G → Gm,C . By definition χ is determined by a C-algebra homomorphism
χ∗ : O(Gm) = C[x, x−1] → O(G). Further χ∗ is determined by an element
χ∗(x) = a ∈ O(G).
(a) Show that the conditions on a (for χ to be a character) are a is invertible
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in O(G) and m∗(a) = a⊗ a.
(b) Show that Ga,C has only the trivial character, i.e., χ(b) = 1 for all b ∈ Ga,C .
(c) Let T be a torus with O(T ) = C[x1, x

−1
1 , . . . , xn, x

−1
n ] and m∗(xi) = xi ⊗ xi

for all i = 1, . . . , n. Show that the every character χ of T is given by χ∗(x) =
xm1

1 · · ·xmn
n with all mi ∈ Z. In this way the group of all characters of T can

be identified with the group Zn.
(d) What are the characters of GLn(C)? Hint: SLn(C) equals its commutator
subgroup.

2. Kernels of homomorphisms
Let f : G1 → G2 be a morphism of linear algebraic groups. Prove that the
kernel of f is again a linear algebraic group.

3. Centers of Groups
Show that the center of a linear algebraic group is Zariski-closed. �

Remarks A.40 If one thinks of linear algebraic groups as groups with some
extra structure, then it is natural to ask what the structure of G/H is for G a
linear algebraic group and H a Zariski closed subgroup of G. The answers are:

(a) G/H has the structure of a variety over C, but in general not an affine
variety (in fact G/H is a quasi-projective variety).
(b) If H is a normal (and Zariski closed) subgroup of G then G/H is again
a linear algebraic group and O(G/H) = O(G)H , i.e., the regular functions on
G/H are the H-invariant regular functions on G.

Both (a) and (b) have long and complicated proofs for which we refer to [141],
Chapters 11.5 and 12. �

Exercises A.41 Subgroups

1. Let A ∈ GLn(C) be a diagonal matrix with diagonal entries λ1, . . . , λn.
Then < A > denotes the subgroup of GLn(C) generated by A. In general this
subgroup is not Zariski closed. Let G := < A > denote the Zariski closure of
< A >. The proof of Proposition A.37 tells us that G is again a group. Prove
that G consists of the diagonal matrices diag(d1, . . . , dn) given by the equations:
If (m1, . . . ,mn) ∈ Zn satisfies λm1

1 · · ·λmn
n = 1, then dm1

1 · · ·dmn
n = 1.

2. Let A ∈ GL2(C) be the matrix
(
a b
0 a

)
(with a �= 0). Determine the algebraic

group < A > for all possibilities of a and b.

3. For two matrices A,B ∈ SL2(C) we denote by < A,B > the subgroup gener-
ated by A and B. Further < A,B > denotes the Zariski closure of
< A,B >. Use the classification of the algebraic subgroups of SL2 to show
that every algebraic subgroup of SL2 has the form < A,B > for suitable A and
B (see the remarks before Exercises 1.36). �
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Definition A.42 A representation of a linear algebraic group G (also called a
em G-module) is a C-morphism ρ : G→ GL(V ), where V is a finite dimensional
vector space over C. The representation is called faithful if ρ is injective. �

We have remarked above that any linear algebraic group is isomorphic to
a closed subgroup of some GLn(C). In other words a faithful representation
always exists.

Exercise A.43 Representations.
Let G = (max(A), A) be a linear algebraic group over C. As before, m∗, i∗, e∗

are the maps defining the Hopf algebra structure of A. Consider a pair (V, τ)
consisting of finite dimensional C-vector space V and a C-linear map τ : V →
A⊗C V , satisfying the following rules:

(i) (e∗ ⊗ idV ) ◦ τ : V → A⊗C V → C ⊗C V = V is the identity map.

(ii) The maps (m∗⊗idV )◦τ and (idA⊗τ)◦τ from V to A⊗CA⊗CV coincide.

Show that there is a natural bijection between the pairs (V, τ) and the ho-
momorphism ρ : G → GL(V ) of algebraic groups. Hint: For convenience we
use a basis {vi} of V over C. We note that the data for ρ is equivalent to a
C-algebra homomorphism ρ∗ : C[{Xi,j}, 1

det ]→ A and thus to an invertible ma-
trix (ρ∗(Xi,j)) with coefficients in A (having certain properties). One associates
to ρ the C-linear map τ given by τvi =

∑
ρ∗(Xi,j)⊗ vj .

On the other hand one associates to a given τ with τvi =
∑
ai,j ⊗ vj the ρ with

ρ∗(Xi,j) = ai,j .
In Appendix B2. we will return to this exercise. �

Exercise A.44 Representations of Gm and (Gm)r

1. For any representation ρ : Gm → GL(V ) there is a basis v1, . . . , vn of V
such that ρ(x) is a diagonal matrix w.r.t. this basis and such that the diagonal
entries are integral powers of x ∈ Gm(C). Hint: Any commutative group of
matrices can be conjugated to a group of upper triangular matrices. An upper
triangular matrix of finite order is diagonal. The elements of finite order are
dense in Gm. Finally, use Exercise A.39.3

2. Generalize this to show that for any representation ρ : (Gm)r → GL(V )
there is a basis v1, . . . , vn of V such that ρ(x) is a diagonal matrix w.r.t. this
basis. �

We close this section with a proof of the Lie-Kolchin Theorem. Before we
do this we need to characterize Zariski closed subgroups of a torus. This is done
in the second part of the following lemma.

Lemma A.45 Let G be a proper Zariski closed subgroup of T ⊂ GLn. Then
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1. There exists a nonempty subset S ⊂ Zn such that I(G) ⊂
C[x1, x

−1
1 , . . . , xn, x

−1
n ] is generated by {xν11 x

ν2
2 · · ·xνn

n − 1 | (ν1, . . . , νn) ∈
S}, and

2. G is isomorphic to a direct product Gr
m × H where 0 ≤ r < n and H is

the direct product of n− r cyclic groups of finite order.

3. The points of finite order are dense in G.

Proof. (c.f. [249]) 1. Let

F (x1, . . . , xn) =
∑

cν1,...,νnx
ν1
1 · · ·xνn

n ∈ C[x1, x
−1
1 , .., xn, x

−1
n ] (A.4)

where each cν1,...,νn ∈ C\{0} and (ν1, . . . , νn) ∈ Zn. We say that F is G-
homogeneous if for any (a1, . . . an) ∈ G all the terms aν11 · · · aνn

n are equal.

We claim that any F (x) ∈ C[x1, x
−1
1 , . . . xn, x

−1
n ] vanishing onG is the sum ofG-

homogeneous elements of C[x1, x
−1
1 , . . . , xn, x

−1
n ], each of which also vanishes on

G. If F (x) is not homogeneous then there exist elements a = (a1, . . . , an) ∈ G
such that a linear combination of F (x) and F (ax) is nonzero, contains only
terms appearing in F and has fewer nonzero terms than F . Note that F (ax)
also vanishes on G. Making two judicious choices of a, we see that F can be
written as the sum of two polynomials, each vanishing on G and each having
fewer terms than F . Therefore induction on the number of nonzero terms of F
yields the claim.

Let F ∈ C[x1, x
−1
1 , . . . , xn, x

−1
n ] as in equation (A.4) be G-homogeneous and

vanish on G. Dividing by a monomial if necessary we may assume that one of the
terms appearing in G is 1. Since F (1, . . . , 1) = 0 we have that

∑
cν1,...,νn = 0.

Furthermore, G-homogeneity implies that aν11 · · · , aνn
n = 1 for all (a1, . . . , an) ∈

G and all terms xν11 · · ·xνn
n in F . Therefore,

F (x) =
∑

cν1,...,νnx
ν1
1 · · ·xνn

n

=
∑

cν1,...,νn(xν11 · · ·xνn
n − 1)

The totality of all such xν11 · · ·xνn
n − 1 generate I(G).

2. The set of (ν1, . . . , νn) such that xν11 · · ·xνn
n − 1 vanishes on G forms an

additive subgroup S of Zn. The theory of finitely generated modules over
a principal ideal domain (Theorem 7.8 in Ch. III, §7 of [169]) implies that
there exists a free set of generators {ai = (a1,i, . . . , an,i)}i=1,...,n for Zn and
integers d1, . . . , dn ≥ 0 such that S is generated by {diai}i=1,...,n. The map
(x1, . . . , xn) �→ (xa1,1

1 , . . . x
an,1
n , . . . , x

a1,n

1 , . . . , x
an,n
n ) is an automorphism of T

and sends G onto the subgroup defined by the equations {xdi

i − 1 = 0}i=1,...,n.

3. Using 2., we see it is enough to show than the points of finite order are dense
in Gm and this is obvious. �
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Theorem A.46 (Lie-Kolchin) Let G be a solvable connected subgroup of GLn.
Then G is conjugate to a subgroup of upper triangular matrices.

Proof. We follow the proof given in [249]. Recall that a group is solvable
if the descending chain of commutator subgroups ends in the trivial group.
Lemma A.37(6) implies that each of the elements of this chain is connected.
Since this chain is left invariant by conjugation by elements of G, each element
in the chain is normal in G. Furthermore, the penultimate element is commuta-
tive. Therefore, either G is commutative or its commutator subgroup contains
a connected commutative subgroup H �= {1}. We identify GLn with GL(V )
where V is an n-dimensional vector space over C and proceed by induction on
n.

If G is commutative, then it is well known that G is conjugate to a subgroup
of upper triangular matrices (even without the assumption of connectivity). If
V has a nontrivial G-invariant subspace W then the images of G in GL(W ) and
GL(V/W ) are connected and solvable and we can proceed by induction using
appropriate bases of W and V/W to construct a basis of V in which G is upper
triangular. Therefore, we can assume that G is not commutative and leaves no
nontrivial proper subspace of V invariant.

Since H is commutative, there exists a v ∈ V that is a joint eigenvector of
the elements of H , that is, there is a character χ on H such that hv = χ(h)v
for all h ∈ H . For any g ∈ G, hgv = g(g−1hgv) = χ(g−1hg)gv so gv is again a
joint eigenvector of H . Therefore the space spanned by joint eigenvectors of H
is G-invariant. Our assumptions imply that V has a basis of joint eigenvectors
of H and so we may assume that the elements of H are diagonal. The Zariski
closure H of H is again diagonal and since H is normal in G, we have that H
is also normal in G. The group H is a torus and so, by Lemma A.45(2), we see
that the set of points of any given finite order N is finite. The group G acts on
H by conjugation, leaving these sets invariant. Since G is connected, it must
leave each element of order N fixed. Therefore G commutes with the points of
finite order in H . Lemma A.45 again implies that the points of finite order are
dense in H and so that H is in the center of G.

Let χ be a character ofH such that Vχ = {v ∈ V | hv = χ(h)v for all h ∈ H}
has a nonzero element. As noted above, such a character exists. For any g ∈ G,
a calculation similar to that in the preceding paragraph shows that gVχ = Vχ.
Therefore, we must have Vχ = V and H must consist of constant matrices.
Since H is a subgroup of the commutator subgroup of G, we have that the
determinant of any element of H is 1. Therefore H is a finite group and so must
be trivial since it is connected. This contradiction proves the theorem. �

Finally, the above proof is valid without the restriction that C has char-
acteristic 0. We note that the Lie-Kolchin Theorem is not true if we do not
assume that G is connected. To see this, let G ⊂ GLn be any finite, noncom-
mutative, solvable group. If G were a subgroup of the group of upper triangular
matrices, then since each element of G has finite order, each element must be
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diagonal (recall that the characteristic of C is 0). This would imply that G is
commutative.

A.2.2 The Lie Algebra of a Linear Algebraic Group

The Lie algebra g of a linear algebraic group G is defined as the tangent space
TG,1 of G at 1 ∈ G. It is clear that G and Go have the same tangent space
and that its dimension is equal to the dimension of G, which we denote by
r. The Lie algebra structure on g has still to be defined. For convenience we
suppose that G is given as a closed subgroup of some GLn(C). We apply the
“epsilon trick” of Lemma A.32 first to GLn(C) itself. The tangent space g
of G at the point 1 is then identified with the matrices A ∈ Mn(C) such that
1+εA ∈ G(C[ε]). We first note that the smoothness of the point 1 ∈ G allows us
to use Proposition A.31 and the Formal Implicit Function Theorem to produce
a formal power series F (z1, . . . , zr) = 1+A1z1 + . . .+Arzr+ higher order terms
with the Ai ∈ Mn(C) and such that F ∈ G(C[[z1, . . . , zr]]) and such that the Ai
are linearly independent over C. Substituting zi = ε, zj = 0 for j �= i allows us
to conclude that each Ai ∈ g. For any A = c1A1 + · · ·+ crAr, the substitution
zi = cit for i = 1, . . . r gives an element f = I+At+ . . . in the power series ring
C[[t]] with f ∈ G(C[[t]]) (see Exercise A.48, for another way of finding such an
f).

In order to show that g is in fact a Lie subalgebra of Mn(C), we extend
the epsilon trick and consider the ring C[α] with α3 = 0. From the previous
discussion, one can lift 1+εA ∈ G(C[ε]) to a point 1+At+A1t

2+· · · ∈ G(C[[t]]).
Mapping t to α ∈ C[α], yields an element 1 + αA + α2A1 ∈ G(C[α]). Thus for
A,B ∈ g we find two points a = 1+αA+α2A1, b = 1+αB+α2B1 ∈ G(C[α]).
The commutator aba−1b−1 is equal to 1 + α2(AB −BA). A calculation shows
that this implies that 1 + ε(AB−BA) ∈ G(C[ε]). Thus [A,B] = AB−BA ∈ g.
An important feature is the action of G on g, which is called the adjoint action
Ad of G on g. The definition is quite simple, for g ∈ G and A ∈ g one defines
Ad(g)A = gAg−1. The only thing that one has to verify is gAg−1 ∈ g. This
follows from the formula g(1+ εA)g−1 = 1+ ε(gAg−1) which is valid in G(C[ε]).

We note that the Lie algebra Mn(C) has many Lie subalgebras, a minority of
them are the Lie algebras of algebraic subgroups of GLn(C). The ones that do
come from algebraic subgroups are called algebraic Lie subalgebras of Mn(C).

Exercises A.47 Lie algebras

1. Let T denote the group of the diagonal matrices in GLn(C). The Lie algebra
of T is denoted by t. Prove that the Lie algebra t is “commutative”, i.e.,
[a, b] = 0 for all a, b ∈ t. determine with the help of Lemma A.45 the algebraic
Lie subalgebras of t.

2. Consider A =
(
a b
0 a

)
∈ GL2(C) and the linear algebraic group < A > ⊂
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GL2(C). Calculate the Lie algebra of this group (for all possible cases). Hint:
See Exercise A.41. �

Exercise A.48 Lie algebras and exponentials
Let G ⊂ GLn(C) be a linear algebraic group with Lie algebra g ⊂ Mn(C). For
any A ∈Mn(C), define

exp(tA) = 1 +At+
A2

2!
t2 +

A3

3!
t3 + . . . ∈Mn(C[[t]])

where t is an indeterminate. The aim of this exercise is to show that A ∈ g(C)
if and only if exp(tA) ∈ G(C[[t]]), c.f. Théorème 7, Ch II.12, [67].

1. Show that if exp(tA) ∈ G(C[[t]]), then A ∈ g. Hint: Consider the homomor-
phism φ : C[[t]]→ C[ε] given by t �→ ε.

2. Let I be the ideal defining G in C[X1,1, . . . , Xn,n,
1

det ] and let P ∈ I. Show
that if A ∈ g(C) then

∑ ∂P
∂Xi,j

(AX)i,j ∈ I, where X = (Xi,j). Hint: Since
1+εA ∈ G(C[ε]), we have P (X(1+εA)) ∈ I ·C[ε]. Furthermore, P (X+εXA) =
P (X) + ε

∑ ∂P
∂Xi,j

(AX)i,j .

3. Assume A ∈ g(C). Let J ⊂ C[[t]] be the ideal generated by {P (exp(tA)) | P ∈
A}. Show that J is left invariant by d

dt and that J ⊂ tC[[t]]. Hint: Use 2. for
the first part and note that P (1) = 0 for all P ∈ I for the second part.

4. Let J be as in part 3. Show that J = (0) and therefore that exp(tA) ∈
G(C[[t]]). Hint: If not, J = (tm) for some integer m ≥ 0. By 3., we have that
m ≥ 1 and that tm−1 ∈ J . �

A.2.3 Torsors

Let G be a linear algebraic group over the algebraically closed field C of char-
acteristic 0. Recall from Section A.1.2 that if k ⊃ C, Gk is defined to be the
variety associated to the ring O(G) ⊗C k.

Definition A.49 A G-torsor Z over a field k ⊃ C is an affine variety over k
with a G-action, i.e., a morphism Gk ×k Z → Z denoted by (g, z) �→ zg, such
that:

1. For all x ∈ Z(k), g1, g2 ∈ G(k), we have z1 = z; z(g1g2) = (zg1)g2.

2. The morphism Gk×kZ → Z×kZ, given by (g, z) �→ (zg, z), is an isomor-
phism.

�

The last condition can be restated as: for any v, w ∈ Z(k) there exists a
unique g ∈ G(k) such that v = wg. A torsor is often referred to as a principal
homogeneous space over G.
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Exercise A.50 Galois extensions and torsors of finite groups
Let k be a field of characteristic zero and let G be a finite group of order n. We
consider G as an affine algebraic group as in Example A.34.6. Note that the
k-points of the variety G correspond to the elements of the group G. Let Z be
a G-torsor over k and assume that Z is irreducible.

1. Show that Z(k) is finite and so K = O(Z) is a field. Hint: Use Exercise A.14
(4).

2. For each g ∈ G, the map z �→ zg is an isomorphism of Z to itself and so gives
a k-automorphism σg of O(Z). Show that g �→ σg is an injective homomorphism
of G to Aut(K/k). Hint: If σg = id, then g = id on Z(k).

3. Show that K is a Galois extension of k with Galois group G. Hint: Let
[K : k] = m. Comparing dimensions, show that m = n. Since n = |G| ≤
|Aut(K/k)| ≤ n, Galois theory gives the conclusion.

4. Conversely, let K be a Galois extension of k with Galois group G. For g ∈ G
let σg ∈ Aut(K/k) be the corresponding automorphism. Consider the map
K ⊗k K → O(G) ⊗k K given by

f ⊗ 1 �→
∑
g∈G

χg ⊗ σg(f)

1⊗ h �→
∑
g∈G

χg ⊗ h

where χg ∈ O(G) is the function that is 1 on g and 0 on the rest of G. Show
that this is an isomorphism. Conclude that K = O(X) for some connected
G-torsor. Hint: Since the two spaces have the same k-dimension, it suffices to
show that the map is injective. Let u =

∑
i fi ⊗ hi be an element that maps

to zero. Using properties of the tensor product and noting that [K : k] = n,
we can assume that the fi are linearly independent over k. Th image of u is∑
g∈G χg ⊗ (

∑
i σg(fi)hi). Therefore, for each g ∈ G,

∑
i σg(fi)hi = 0. Since

det(σg(fi)) �= 0 (c.f., [169], Ch. VI, §5, Cor. 5.4), each hi = 0. �

The trivial G-torsor over k is defined by Z = Gk := G⊗C k and Gk×kGk → Gk
is the multiplication map (g, z) �→ z · g. Two torsors Z1, Z2 over k are defined
to be isomorphic over k if there exist a k-isomorphism f : Z1 → Z2 such that
f(zg) = f(z)g for all z ∈ Z1, g ∈ G. Any G-torsor over k, isomorphic to the
trivial one, is called trivial.

Suppose that Z has a k-rational point b, i.e., b ∈ Z(k). The map Gk → Z, given
by g �→ bg, is an isomorphism. It follows that Z is a trivial G-torsor over k.
Thus the torsor Z is trivial if and only if Z has a k-rational point. In particular,
if k is algebraically closed, every G-torsor is trivial.
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Let Z be any G-torsor over k. Choose a point b ∈ Z(k), where k is the algebraic
closure of k. Then Z(k) = bG(k). For any σ ∈ Aut(k/k), the Galois group
of k over k, one has σ(b) = bc(σ) with c(σ) ∈ G(k). The map σ �→ c(σ) from
Aut(k/k) to G(k) satisfies the relation

c(σ1) · σ1(c(σ2)) = c(σ1σ2).

A map c : Aut(k/k)→ G(k) with this property is called a 1-cocycle for Aut(k/k)
acting on G(k). Two 1-cocycles c1, c2 are called equivalent if there is an element
a ∈ G(k) such that

c2(σ) = a−1 · c1(σ) · σ(a) for all σ ∈ Aut(k/k).

The set of all equivalence classes of 1-cocycles is, by definition, the cohomology
set H1(Aut(k/k), G(k)). This set has a special point 1, namely the image of the
trivial 1-cocycle.

Take another point b̃ ∈ Z(k). This defines a 1-cocycle c̃. Write b̃ = ba
with a ∈ G(k). Then one finds that c̃(σ) = a−1 · c(σ) · σ(a) for all σ ∈
Aut(k/k). Thus c̃ is equivalent to c and the torsor Z defines a unique ele-
ment cZ of H1(Aut(k/k), G(k)). For the next Lemma we shall need the fact
that H1(Aut(k/k),GLn(k)) = {1} ([169], Ch. VII, Ex. 31; [259], p. 159).

Lemma A.51 The map Z → cZ induces a bijection between the set of isomor-
phism classes of G-torsors over k and H1(Aut(k/k), G(k)).

Proof. The map Z → cZ is injective. Indeed, let Z1 and Z2 be torsors,
b1 ∈ Z1(k) and b2 ∈ Z2(k) two points defining equivalent 1-cocycles. After
changing the point b2 we may suppose that the two 1-cocycles are identical.
One defines f : Z1(k) → Z2(k) by f(b1g) = b2g for all g ∈ G(k). f defines an
isomorphism (Z1)k → (Z2)k. By construction f is invariant under the action of
Aut(k/k). Therefore Exercise A.22 implies that f is induced by an isomorphism
f̃ : Z1 → Z2 of G-torsors.

Let an element of H1(Aut(k/k), G(k)) be represented by a 1-cocycle c. The
group G is an algebraic subgroup of GLn(C). Since H1(Aut(k/k),GLn(k)) =
{1}, there is a B ∈ GLn(k) with c(σ) = B−1σ(B) for all σ ∈ Aut(k/k). The
subset BG(k) ∈ GLn(k) is Zariski closed and defines an algebraic variety Z ⊂
GLn(k). For σ ∈ Aut(k/k) one has σ(BG(k)) = σ(B)G(k) = Bc(σ)G(k) =
BG(k). Thus Lemma A.21 implies that Z is defined over k. It is clear that Z
is a G-torsor over k. Further B ∈ Z(k) defines the 1-cocycle c. This shows the
map Z �→ cZ is also surjective. �

We have already noted that H1(Aut(k/k),GLn(k)) = {1} for any field k.
Hilbert’s Theorem 90 implies that H1(Aut(k/k),Gm(k)) = {1} and
H1(Aut(k/k),Ga(k)) = {1} , [169]. Ch. VI, §10. Furthermore, the triviality of
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H1 for these latter two groups can be used to show that H1(Aut(k/k), G(k)) =
{1} when G is a connected solvable group, [259]. We will discuss another situ-
ation when H1(Aut(k/k), G(k)) = {1}. For this we need the following

Definition A.52 A field F is called a C1-field if every homogeneous poly-
nomial f ∈ F [X1, . . . , Xn] of degree less than n has a non-trivial zero in Fn.
�

It is known that the fields C(z), C((z)), C({z}) are C1-fields if C is alge-
braically closed, [168]. The field C(z, ez), with C algebraically closed, is not a
C1-field.

Theorem A.53 (T.A. Springer, [259] p. 150)
Let G be a connected linear algebraic group over the field k of characteristic 0.
Suppose that k is a C1-field. Then H1(Aut(k/k), G(k)) = {1}.
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Appendix B

Tannakian Categories

In this section we examine the question: when is a category the category of
representations of a group G and how do we recover G from such a category?
When G is a compact Lie group, Tannaka showed that G can be recovered from
its category of finite dimensional representations and Krein characterized those
categories that are equivalent to the category of finite dimensional representa-
tions of such a group (see [52] and [181]). In this section, we shall first discuss
this question when G is a finite (or profinite) group. The question here is an-
swered via the theory of Galois categories (introduced in [118]). We will then
consider the situation when G is an affine (or proaffine) algebraic group. In this
case, the theory of Tannakian categories furnishes an answer. Original sources
for the theory of Tannakian categories are [250], [81] and [82] (see also [52]).
The very definition of Tannakian category is rather long and its terminology
has undergone some changes. In the following we will both expand and abbre-
viate a part of the paper [82] and our terminology is more or less that of [82].
For the basic definitions from category theory we refer to [169], Ch.I §11.

B.1 Galois Categories

We wish to characterize those categories that are equivalent to the category
of finite sets on which a fixed profinite group acts. We begin by giving the
definition of a profinite group (c.f., [303]).

Definition B.1 (1) Let (I,≤) be a partially ordered set such that for every
two elements i1, i2 ∈ I there exists an i3 ∈ I with i1 ≤ i3 and i2 ≤ i3. Assume
furthermore that for each i ∈ I, we are given a finite group Gi and for every
pair i1 ≤ i2 a homomorphism m(i2, i1) : Gi2 → Gi1 . Furthermore, assume that
the m(i2, i1) verify the rules: m(i, i) = id and m(i2, i1) ◦m(i3, i2) = m(i3, i1)
if i1 ≤ i2 ≤ i3. The above data are called an inverse system of abelian groups
The projective limit of this system will be denoted by lim← Bi and is defined

385
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as follows: Let G =
∏
Gi be the product of the family. Let each Gi have the

discrete topology and let G have the product topology. Then lim← Bi is the subset

of G consisting of those elements (gi), gi ∈ Gi such that for all i and j ≥ i, one
has m(j, i)(gj) = gi. We consider lim← Bi a topological group with the induced
topology. Such a group is called a profinite group �

Example B.2 Let p be a prime number, I = {0, 1, 2, . . .} and letGn = Z/pn+1Z.
For i ≥ j let m(j, i) : Z/pj+1Z → Z/pi+1Z be the canonical homomorphism.
The projective limit is called the p-adic integers Zp. �

Remarks B.3 1. The projective limit is also known as the inverse limit.

2. There are several characterizations of profinite groups (c.f., [303] p.19).
For example, a topological group is profinite if and only if it is compact and
totally disconnected. Also, a topological group is profinite if and only if it is
isomorphic (as a topological group) to a closed subgroup of a product of finite
groups. �

The theory of Galois categories concerns characterizing those categories
equivalent to the category of finite sets on which a finite (or profinite) group
acts.

Definition B.4 Let G be a finite group. The category PermG is defined as
follows. An object (F, ρ) is a finite set F with a G-action on it. More explicitly,
a homomorphism of groups ρ : G→ Perm(F ) is given, where Perm(F ) denotes
the group of all permutations of F . A morphism m : (F1, ρ1) → (F2, ρ2) is a
map m : F1 → F2 with m ◦ ρ1 = ρ2 ◦ m. One calls (F, ρ) also a finite G-set
and the action of G on F will also be denoted by g · f := ρ(g)(f) for g ∈ G and
f ∈ F .

We extend this definition to the case when G is a profinite group. An object
of PermG is now a pair (F, ρ), with F a finite set and ρ : G → Perm(F ) a
homomorphism such that the kernel is an open subgroup of G. Morphisms are
defined as above. �

We want to recognize when a category is equivalent to PermG for some group
G. In order to do so, we have to investigate the structure of PermG. For two
finite G sets X1, X2 one can form the disjoint union X1

∐
X2, provided with

the obvious G-action. This is in fact the categorical sum of X1 and X2, which
means:

1. There are given morphisms ai : Xi → X1

∐
X2 for i = 1, 2.

2. For any pair of morphism bi : Xi → Y , there is a unique morphism
c : X1

∐
X2 → Y such that bi = c ◦ ai for i = 1, 2.
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Let Fsets denote the category of the finite sets. There is an obvious functor
ω : PermG → Fsets given by ω((F, ρ)) = F . This functor is called a forgetful
functor since it forgets the G-action on F . An automorphism σ of ω is defined
by giving, for each element X of PermG, an element σ(X) ∈ Perm(ω(X)) such
that: For every morphism f : X → Y one has σ(Y ) ◦ ω(f) = ω(f) ◦ σ(X).
One says that the automorphism σ respects

∐
if the action of σ(X1

∐
X2) on

ω(X1

∐
X2) = ω(X1)

∐
ω(X2) is the sum of the actions of σ(Xi) on the sets

ω(Xi). The key to the characterization of G from the category PermG is the
following simple lemma.

Lemma B.5 Let Aut
�

(ω) denote the group of the automorphisms of ω which
respect

∐
. The natural map G → Aut

�
(ω) is an isomorphism of profinite

groups.

Proof. The definition of G′ := Aut
�

(ω) yields a map G′ →
∏
X Perm(X)

(the product taken over all isomorphism classes of objects X) which identifies
G′ with a closed subgroup of

∏
X Perm(X). Thus G′ is also a profinite group.

Fix any element g ∈ G and consider σg defined by σg(X)e = g · e for every
object X and point e ∈ X . Thus g �→ σg is a homomorphism from G to
G′. This homomorphism is clearly injective. We want to show that it is also
surjective. Consider σ ∈ G′ and for every open normal subgroup N ⊂ G the
G-set XN = G/N . There is an element gN ∈ G such that σ(XN )N = gNN .
Multiplication on the right aN �→ aNg by an element g ∈ G is a morphism of the
G-set XN and commutes therefore with σ(XN ). Then σ(X)gN = σ(X)Ng =
(σ(X)N)g = gNNg = gNgN . Thus σ(XN ) coincides with the action of gN
on XN . For two open normal subgroups N1 ⊂ N2, the map gN1 �→ gN2 is a
morphism XN1 → XN2 . It follows that gN1N2 = gN2N2. Thus σ determines an
element in the projective limit lim←G/N , taken over all open normal subgroups
N of G. This projective limit is equal to G and so σ determines an element
g ∈ G. The action of σ(X) and g coincide for all X of the form G/N with N
an open normal subgroup. The same holds then for X of the form G/H where
H is an open subgroup. Finally, every G-set is the disjoint union of orbits, each
orbit is isomorphic to some G/H with H an open subgroup. Since σ respects
disjoint unions, i.e.,

∐
, one finds that σ(X) and g coincide for every G-set X .

�

The next step is to produce a set of requirements on a category C which will
imply that C is equivalent to PermG for a suitable profinite group G. There
is, of course, no unique answer here. We will give the answer of [118], where a
Galois category C is defined by the following rules:

(G1) There is a final object 1, i.e., for every objectX , the set Mor(X,1) consists
of one element. Moreover all fibre products X1 ×X3 X2 exist.

(G2) Finite sums exist as well as the quotient of any object of C by a finite
group of automorphisms.
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(G3) Every morphism f : X → Y can be written as a composition X
f1→

Y ′
f2→ Y with f1 a strict epimorphism and f2 a monomorphism that is an

isomorphism onto a direct summand.

(G4) There exists a covariant functor ω : C → Fsets (called the fibre functor)
that commutes with fibre products and transforms right units into right
units.

(G5) ω commutes with finite direct sums, transforms strict epimorphisms to
strict epimorphisms and commutes with forming the quotient by a finite
group of automorphisms.

(G6) Let m be a morphism in C. Then m is an isomorphism if ω(m) is bijective.

One easily checks that any category PermG and the forgetful functor ω satisfy
the above rules.

One defines an automorphism σ of ω exactly the same way as in the case
of the category of G-sets and uses the same definition for the notion that σ
preserves

∐
. As before, we denote by Aut

�
(ω) the group of the automorphisms

of ω which respect
∐

. This definition allows us to identify G = Aut
�

(ω) with
a closed subgroup of

∏
X Perm(ω(X)) and so makes G into a profinite group.

Proposition B.6 Let C be a Galois category and let G denote the profinite
group Aut

�
(ω). Then C is equivalent to the category PermG.

Proof. We only sketch part of the rather long proof. For a complete proof we
refer to ([118], p. 119-126). By definition, G acts on each ω(X). Thus we find
a functor τ : C → PermG, which associates with each object the finite G-set
ω(X). Now one has to prove two things:

(a) Mor(X,Y )→ Mor(τ(X), τ(Y )) is a bijection.

(b) For every finite G-set F there is an object X such that F is isomorphic to
the G-set ω(X).

As an exercise we will show that the map in (a) is injective. Let two elements
f1, f2 in the first set of (a) satisfy ω(f1) = ω(f2). Define gi : X → Z := X×Y as
g := idX×fi. The fibre product X×ZX is defined by the two morphisms g1, g2
and consider the morphism X ×Z X

pr1→ X . By (G4), the functor ω commutes
with the constructions and ω(pr1) is an isomorphism since ω(f1) = ω(f2). From
(G6) it follows that pr1 is an isomorphism. This implies f1 = f2. �

Examples B.7 1. Let k be a field. Let ksep denote a separable algebraic closure
of k. The category C will be the dual of the category of the finite dimensional
separable k-algebras. Thus the objects are the separable k-algebras of finite
dimension and a morphism R1 → R2 is a k-algebra homomorphism R2 → R1.
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In this category the sum R1

∐
R2 of two k-algebras is the direct product R1×R2.

The fibre functor ω associates with R the set of the maximal ideals of R⊗k ksep.
The profinite group G = Aut

�
(ω) is isomorphic to the Galois group of ksep/k.

2. Finite (topological) coverings of a connected, locally simply connected,
topological space X . The objects of this category are the finite topological
coverings Y → X . A morphism m between two coverings ui : Yi → X is a
continuous map m : Y1 → Y2 with u2 ◦ m = u1. Fix a point x ∈ X . A fibre
functor ω is then defined by: ω associates with a finite covering f : Y → X the
fibre f−1(x). This category is isomorphic to PermG where G is the profinite
completion of the fundamental group π(X,x).

3. Étale coverings of an algebraic variety [118]. �

B.2 Affine Group Schemes

In Section B.1, we studied categories of finite sets on which a finite group acts.
This led us naturally to profinite groups, i.e., projective limits of finite groups.
In the next section we wish to study categories of finite dimensional represen-
tations of a linear algebraic group G over a field k. We recall that G is defined
by its coordinate ring O(G) which is a finitely generated k-algebra. Again pro-
jective limits, this time of linear algebraic groups, are needed. These projective
limits correspond to direct limits of the coordinate rings of these linear algebraic
groups. A direct limit of this sort is in general no longer a finitely generated
k-algebra. Although one could proceed in an ad hoc manner working with these
limits, the natural (and usual) way to proceed is to introduce the notion of an
affine group scheme. We shall briefly introduce affine schemes (over a field).
Then specialize to affine group schemes and commutative Hopf algebras (over
a field). In addition, we shall show that an affine group scheme is an projective
limit of linear algebraic groups. In the application to differential Galois theory
(see Chapter 10), affine groups schemes arise naturally as representable functors
(from the category of k-algebras to the category of groups). We shall define this
latter notion below and show how these objects can be used to define affine
group schemes.

For a k-algebra homomorphism φ : B → A between finitely generated k-
algebras, one has that for every maximal ideal m of A the ideal φ−1(m) is
also maximal. This fact makes the geometric object max(A), introduced in Sec-
tion A.1.1, meaningful for a finitely generated k-algebra A. In the sequel we
will work with k-algebras which are not finitely generated. For these algebras
max(A) is not the correct geometric object. Here is an example:
Let B = k[T ] and A = k(T ) and let φ : B → A be the inclusion. Then (0) is
the (only) maximal ideal of A and φ−1((0)) is not a maximal ideal of B.
The correct geometric object is given in the following definition.

Definition B.8 Let A be any commutative unitary ring. The set of prime
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ideals of A is called the spectrum of A and is denoted by Spec(A). An affine
scheme X is a pair X := (Spec(A), A). �

Remark B.9 In the case that A is an algebra over the field k, one calls
(Spec(A), A) an affine scheme over k. In the extensive literature on schemes
(e.g., [94, 124, 261]), the definition of the affine scheme of a commutative ring
A with 1 is more involved. It is in fact Spec(A), provided with a topology
and a sheaf of unitary commutative rings, called the structure sheaf. These
additional structures are determined by A and also determine A. The main ob-
servation is that a morphism of affine schemes (with the additional structures)
f : Spec(A)→ Spec(B) is derived from a unique ring homomorphism φ : B → A
and moreover for any prime ideal p ∈ Spec(A) the image f(p) is the prime ideal
φ−1(p) ∈ Spec(B). In other words the category of affine schemes is the opposite
of the category of the commutative rings with 1. Since we will only need some
geometric language and not the full knowledge of these additional structures
we may define the affine scheme of A as above. Further a morphism of affine
schemes (Spec(A), A)→ (Spec(B), B) is a ring homomorphism φ : B → A and
the corresponding map f : Spec(A) → Spec(B) defined by f(p) = φ−1(p). A
morphism of affine k-schemes Φ : X = (Spec(A), A) → Y = (Spec(B), B) is a
pair Φ = (f, φ) satisfying:
1. φ : B → A is a k-algebra homomorphism.
2. f : Spec(A) → Spec(B) is induced by φ in the following manner: for any
prime ideal p of A, f(p) = φ−1(p).
This will suffice for our purposes. We note that the same method is applied in
Appendix A w.r.t. the definition of affine varieties. �

Examples B.10 Affine Schemes

1. Let k be algebraically closed and let A = k[X,Y ]. The affine k-variety
X = (max(A), A) of Appendix A has as points the maximal ideals (X−a, Y −b)
with (a, b) ∈ k2. The affine k-scheme (Spec(A), A) has more points. Namely,
the prime ideal (0) and the prime ideals (p(X,Y )) with p(X,Y ) ∈ k[X,Y ] an
irreducible polynomial. Geometrically, the points of Spec(A) correspond to the
whole space k2, irreducible curves in k2 and ordinary points of k2.

2. If k ⊂ K are fields and K is not a finite algebraic extension of k, then
(Spec(K),K) is an affine scheme that does not correspond to an affine variety.

3. Let n be a positive integer and let A = k[x]/(xn − 1). We define the affine
scheme µn,k = (Spec(A), A). Note that if k has characteristic p > 0 and p|n,
then A has nilpotent elements. �

The topology on Spec(A) is called the Zariski topology. By definition, a
subset S ⊂ Spec(A) is called (Zariski-)closed if there are elements {fi}i∈I ⊂ A
such that a prime ideal p ∈ S if and only if {fi}i∈I ⊂ p. For any subset {fi}i∈I ⊂
A, we define V ({fi}i∈I) = {p ∈ Spec(A) | {fi}i∈I ⊂ p}. For any f ∈ A, we
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define Xf to be the open set U(f) := Spec(A) \ V (f). The family {U(f)} is
a basis for the Zariski topology. For completeness we give the definition of the
structure sheaf OX on Spec(A). For any f ∈ A, one defines OX(U(f)) = Af =
A[T ]/(Tf − 1), the localization of A w.r.t. the element f . A general open U
in Spec(A) is written as a union ∪U(fi). The sheaf property of OX determines
OX(U).

Let X = (Spec(A), A) and Y = (Spec(B), B) be affine schemes over k. The
product of X and Y is the affine scheme X ×k Y = (Spec(A ⊗k B), A ⊗k B).
This is of course analogous to the definition of the product of affine varieties
over k.

The definition, given below, of an affine group scheme G over k is again anal-
ogous to the definition of a linear algebraic group (Definition A.33). The only
change that one has to make is to replace the affine k-varieties by affine k-
schemes.

Definition B.11 An affine group scheme over k is an affine k-scheme G =
(Spec(A), A) together with morphisms m : G ×k G → G, i : G → G and
e : (Spec(k), k)→ G, such that the following diagrams are commutative.

Associative
G×k G×k G

m×idG−→ G×k G
idG×m

⏐⏐� ⏐⏐�m
G×k G −→

m G

(B.1)

Unit
G

p×idG−→ G×k G
idG×p

⏐⏐� ↘idG

⏐⏐�m
G×k G −→

m G

(B.2)

Inverse
G

i×idG−→ G×k G
idG×i

⏐⏐� ↘p

⏐⏐�m
G×k G −→

m G

(B.3)

where p : G → G is defined by p = e ◦ κ and κ : G → (Spec(k), k) is the
morphism induced by the algebra inclusion k ↪→ A. �

By definition, the m, i, e in this definition correspond to k-algebra homomor-
phisms ∆ : A → A ⊗k A, ι : A → A, ε : A → k satisfying conditions dual to
(B.1), (B.2), and (B.3). According to the next definition, one can reformulate
the data defining the affine group scheme G = (Spec(A), A) over k by: A is a
commutative Hopf algebra over k.

Definition B.12 A commutative Hopf algebra over k is a k-algebra A equipped
with k-algebra homomorphisms ∆ : A→ A⊗kA (the comultiplication), ι : A→
A (the antipode or coinverse) and ε : A→ k (the counit) making the following
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diagrams commutative.

Coassociative
A⊗k A⊗k A

∆×idA←− A⊗k A
idA×∆

�⏐⏐ �⏐⏐∆

A⊗k A
←−
∆ A

(B.4)

Counit
A

p∗×idA←− A×k A
idA×p∗

�⏐⏐ ↖idA

�⏐⏐∆

A⊗k A
←−
∆ A

(B.5)

Coinverse
A

ι×idA←− A⊗k A
idA×ι

�⏐⏐ ↖p∗
�⏐⏐∆

A⊗k A
←−
∆ A

(B.6)

where p∗ : A → A is defined by p∗ = ε ◦ incl and incl is the inclusion k ↪→ A.
�

Examples B.13 Affine Group Schemes.

1. Let A = k[x1, x2, . . .] be the polynomial ring in an infinite number of indeter-
minates xi. Let ∆(xi) = xi⊗1+1⊗xi, ι(xi) = −xi and ε(xi) = 0. This defines
an affine group scheme. Note that A is the direct limit of finitely generated
Hopf algebras An = k[x1, . . . , xn] and that each of these is the coordinate ring
of a linear algebraic group Gn

a . Therefore the affine group scheme (Spec(A), A)
is the inverse limit of affine group schemes coming from linear algebraic groups.
We shall show below that this is the case in general.

2. Let A = k[x]/(xn − 1) and let µn,k = (Spec(A), A). The homomorphisms
defined by ∆(x) = x⊗ x, ι(x) = xn−1 and ε(x) = 1 define a commutative Hopf
algebra. We observe that for a field k of characteristic p > 0, the algebra A is not
reduced if p|n. A result of Cartier ([301], Ch.11.4) implies that in characteristic
zero, any commutative Hopf algebra over k is reduced. In other words affine
group schemes over a field of characteristic 0 are reduced. �

We will define properties of affine group schemes in terms of the associated
ring A. An important concept for linear algebraic groups is that of a repre-
sentation (Definition A.42). We give the analogous definition for affine group
schemes here.

Definition B.14 A pair (V, τ) is called a representation of G = (Spec(A), A)
(also called a G-module) is k-vector space V and a k-linear map τ : V → A⊗kV
such that

(i) τ : V → A⊗k V is k-linear.
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(ii) (ε⊗ id) ◦ τ : V → A⊗ V → k ⊗ V = V is the identity.

(iii) The maps (∆⊗ idV ) ◦ τ and (idA ⊗ τ) ◦ τ from V to A⊗A⊗ V coincide.

A morphism f : (V1, τ1) → (V2, τ2) between representations is a k-linear map
satisfying τ2 ◦ f = f ◦ τ1. �

For the special case that G is a linear algebraic group over k and V is finite
dimensional, one recovers by Exercise A.43 the earlier definition of a represen-
tation of G, namely a homomorphism ρ : G→ GL(V ) of linear algebraic groups
over k. The general situation of the above definition is obtained by taking (di-
rect and projective) limits. We note further that the set Mor((V1, ρ1), (V2, ρ2))
of all homomorphisms between two representations is a vector space over k. The
trivial representation, i.e., a one-dimensional vector space over k on which all
elements of G act as the identity, is denoted by 1.

Definition B.15 Let G be an affine group scheme over k. The category of all
finite dimensional representations of G is denoted by ReprG. �

Lemma B.16 Let τ : V → A ⊗ V be any representation of the affine group
scheme G over k and let S ⊂ V be a finite set. Then there exists a finite
dimensional W ⊂ V with S ⊂ W and τ(W ) ⊂ A ⊗W . In particular, V is the
union of finite dimensional representations.

Proof. It suffices to consider the case where S consists of a single element v.
Choose a basis {ai} of A over k and write τ(v) =

∑
ai⊗ vi. Let W be the finite

dimensional subspace of V generated by all vi. From (ε⊗id)◦τ(v) = v it follows
that v =

∑
ε(ai)vi belongs to W . The equality (∆⊗idV )◦τ(v) = (idA⊗τ)◦τ(v)

yields τ(vj) ∈ A⊗kW for all j. Indeed, one writes ∆(ai) =
∑
δi,j,kaj⊗ak. The

left hand side of the equality reads
∑

i,j,k δi,j,kaj ⊗ ak ⊗ vi and the right hand
side reads

∑
j aj ⊗ τ(vj). So τ(vj) =

∑
i,k δi,j,kak ⊗ vi. Thus τ(W ) ⊂ A⊗k W .

�

Corollary B.17 Let G = (Spec(A), A) be a group scheme over k. Then A is
the union of finitely generated subalgebras B, each of which is invariant under
∆, ε and ι. Each such B defines a linear algebraic group GB over k. Furthermore
G is the projective limit of the GB.

Proof. The map ∆ : A → A ⊗ A makes A into a representation of G. Let
S ⊂ A be a finite set and let V ⊂ A be the finite dimensional vector space of
Lemma B.16 with S ⊂ V and ∆(V ) ⊂ A⊗V . Take a basis {vi} of V and define
elements ai,j ∈ A by ∆(vi) =

∑
ai,j⊗vj . Then B := k[vi, ai,j , ι(vi), ι(ai,j)] ⊂ A

can be seen to be satisfy ∆(B) ⊂ B ⊗k B and ι(B) = B. Thus B defines a
linear algebraic group GB . Now A is the direct limit of subalgebras B, finitely
generated over k and invariant under ∆, ε and ι. This translates, by definition,
into G is the projective limit of the projective system {GB}.
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We note that this projective system of linear algebraic groups has an addi-
tional property, namely f : GB1 → GB2 is surjective for B2 ⊂ B1. Indeed, it is
known that the image of f is a Zariski closed subgroup H of GB2 . Let I ⊂ B2

be the ideal of H . Then I is the kernel of B2 → B1. Thus I = 0 and H = GB2 .
�

In general, an affine group scheme H over a general field k (or even a linear
algebraic group over k) is not determined by its group of k-rational points H(k).
We now define an object which is equivalent to a group scheme.

Let G = (Spec(A), A) be an affine group scheme over k. One associates to G
a functor, called FG, from the category of the k-algebras to the category of
groups (as usual, by a k-algebra we will mean a commutative algebra over k
having a unit element). For a k-algebra R we put FG(R) = G(R), i.e., the set
of k-algebra homomorphisms A→ R. For two elements φ, ψ ∈ G(R) one defines

the product φ ·ψ as the k-algebra homomorphism A
∆→ A⊗A φ⊗ψ→ R⊗R prod→ R,

where the last map is just the product in R, i.e., prod(r1 ⊗ r2) = r1r2. One can
show that the obvious map from Mor(G1, G2), the set of morphisms of affine
group schemes over k, to Mor(FG1, FG2), the set of morphisms between the
two functors FG1 and FG2, is a bijection.

We note that only rather special functors F from the category of the k-algebras
to the category of groups are of the form FG for some affine group schemeG over
k. The condition is that F , seen as a functor from k-algebras to the category
of sets is representable. To define this we need the notion of a morphism of
functors, c.f. [169], Ch. I, §11.

Definition B.18 Morphism of functors, Representable functors.
(1) Let F1, F2 denote two covariant functors from the category of all k-algebras
(or any other category) to the category of sets. A morphism α : F1 → F2 (or
natural transformation) consists of a family of maps αR : F1(R) → F2(R) (for
every k-algebra R) such that for each morphism f : R1 → R2 of k-algebras
the relation F2(f) ◦ αR1 = αR2 ◦ F1(f) holds. The morphism α is called an
isomorphism if every αR is a bijection. We will write Mor(F1, F2) for the set of
morphisms from the functor F1 to the functor F2.

(2) For a k-algebra A, one defines the covariant functor FA from the category of
k-algebras to the category of sets by the formula FA(R) is the set Homk(A,R) of
the k-algebra homomorphisms of A to R. Further, for any morphism f : R1 →
R2 of k-algebras, FA(f) : Homk(A,R1)→ Homk(A,R2) is the map h �→ f ◦ h.
The Yoneda Lemma, which we will admit without proof, concerns two functors
FA1 , FA2 as above. The statement is that the obvious map Homk(A1, A2) →
Mor(FA2 , FA1) is a bijection. In particular, the functor FA determines A.

(3) A functor F from the category of k-algebras (or any other category) to the
category of sets is called representable if there exists a k-algebra A (or an object
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A) and an isomorphism α : F → FA. The Yoneda lemma implies that A is
unique up to a unique isomorphism. �

Suppose that F is a functor from k-algebras to the category of groups and
suppose that F is representable as a functor from k-algebras to sets. Let A be the
k-algebra representing F (i.e., F is isomorphic to FA). Then we claim that A has
the structure of a commutative Hopf algebra. In other words, G = (Spec(A), A)
is an affine group scheme over k and F is isomorphic to FG, defined above. We
will sketch the proof. For more details, see [301], Ch. 1.3, 1.4.

Consider the functor F × F , defined by (F × F )(R) = F (R) × F (R). This
functor is represented by A⊗kA. There is a morphism of functors α : F×F → F ,
given by αR : F (R) × F (R) → F (R) is the multiplication in the group F (R).
According to Yoneda’s lemma, α defines a morphism of k-algebras A→ A⊗kA.
This morphism will be called ∆. The morphism of functors β : F → F , given by
βR : F (R)→ F (R) is taking the inverse in the group F (R), induces a k-algebra
homomorphism ι : A → A. Finally, consider the functor E from k-algebras
to groups, given by E(R) = {1} for every R. This functor is represented by
the k-algebra k itself. The morphism of functors γ : F → E, given by the
only possible map γR : F (R) → E(R) = {1} for every R, induces a k-algebra
homomorphism A → k, which we will call ε. A straightforward verification
shows that A equipped with ∆, ι and ε is a commutative Hopf algebra.

Examples B.19 Representable functors.

1. Let H be an abelian group, written additively. We associate with H the
functor defined by F (R) = Hom(H,R∗) where R∗ = the group of units of R.
The group algebra of H over k can be written as A = ⊕h∈Hkth where the
multiplication is given by t0 = 1 and th1 · th2 = th1+h2 . The functor F is clearly
represented by A. Thus G = (Spec(A), A) must be an affine group scheme over
k. In particular ∆ : A→ A⊗A must exist. One easily shows that the formula
for ∆ must be ∆(th) = th⊗ th for all h ∈ H . For the group H = Z one observes
that A = k[t1, t−1

1 ] and G = Gm,k. If H is the cyclic group of order n, then
the corresponding G is equal to µn,k = (Spec(k[T ]/(T n − 1)), k[T ]/(T n − 1)).
In general, for a finitely generated H the group A is the coordinate ring of a
commutative linear algebraic group and moreover an extension of a torus by
a finite group. For H = Q, or more generally a vector space over Q, the
affine group scheme G is rather large and no longer a linear algebraic group.
In the classification of differential modules over C((z)) an affine group scheme
occurs, namely the exponential torus. We recall that one considers a complex
vector space Q = ∪m≥1z

−1/mC[z−1/m]. The complex valued points of the
exponential torus were defined as Hom(Q,C∗). Let G be the affine group scheme
corresponding to Q, then the above group is G(C).

2. Let H be any group. Let C denote the category of the representations of
H on finite dimensional vector spaces over k. We will see in the sequel that C is
a “neutral Tannakian category over k”, which means that C is in a natural way
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equivalent to ReprG for some affine group scheme G. In other terms, this affine
group scheme has the same set of “algebraic” representations as the ordinary
representations of H on finite dimensional k-vector spaces. The group G can
be seen as a sort of “algebraic hull” of H . Even for a simple group like Z
this algebraic hull is rather large and difficult to describe. Again this situation
occurs naturally in the classification of differential equations over, say, C(z) (see
Chapters 10 and 12). �

B.3 Tannakian Categories

One wants to recognize when a category is equivalent to ReprG for some affine
group scheme G over k. We start by recovering G from the category ReprG.
We will now formulate and prove Tannaka’s Theorem. In [279], Theorem 2.5.3,
this theorem is formulated and proved for a linear algebraic group over an
algebraically closed field. We will give an exposition of the general situation.

The main ingredients are the tensor product and the fibre functor ω : ReprG →
Vectk. The last category is that of the finite dimensional vector spaces over k.
The functor ω is again the forgetful functor that associates to the representation
(V, ρ) the finite dimensional k-vector space V (and forgets ρ). In analogy with
Galois categories, we will show that we can recover an affine group scheme
from the group of automorphisms of the fibre functor (with respect to tensor
products). If we naively follow this analogy, we would define an automorphism
of ω to be a functorial choice σ(X) ∈ GL(ω(X)) for each object X ∈ ReprG such
that σ(X1 ⊗X2) = σ(X1)⊗ σ(X2). This approach is a little too naive. Instead
we will define G′ := Aut⊗(ω) to be a functor from the category of k-algebras
to the category of groups and then show that this functor is isomorphic to the
functor FG.

Let R be a k-algebra. An element σ of G′(R) is given by a collection of elements
{σ(X)}X , where X runs over the collection of all objects in ReprG. Each σ(X)
is an R-linear automorphism of R⊗k ω(X) such that the following hold:

(i) σ(1) is the identity on R⊗ ω(1) = R.

(ii) For every morphism f : X → Y one has an R-linear map idR ⊗ ω(f) :
R⊗ω(X)→ R⊗ω(Y ). Then (idR⊗ω(f)) ◦ σ(X) = σ(Y ) ◦ (idR⊗ω(f)).

(iii) The R-linear automorphism σ(X ⊗Y ) on R⊗ω(X ⊗Y ) = R⊗k ω(X)⊗k
ω(Y ) = (R ⊗ ω(X)) ⊗R (R ⊗ ω(Y )) is obtained as the tensor product of
the two R-linear maps σ(X) and σ(Y ).

It is easy to see that G′(R) is a group and that R �→ G′(R) is a functor from
k-algebras to groups.
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Theorem B.20 (Tannaka’s Theorem) Let G be an affine group scheme over k
and let ω : ReprG → Vectk be the forgetful functor. There is an isomorphism of
functors FG→ Aut⊗(ω).

Proof. We write, as above, G′ for the functor Aut⊗(ω). First we have to
define, for any k-algebra R, a map ξ ∈ G(R) �→ σξ ∈ G′(R). The element ξ is
a k-homomorphism A → R. Let X = (V, τ) be a representation of G. Then
one defines σξ(X) as the extension to an R-linear map R ⊗ V → R ⊗ V of the

k-linear map V τ→ A⊗V ξ⊗idV→ R⊗V . The verification that this definition leads
to a morphism of functors FG→ G′ is straightforward. We have to show that
FG(R)→ G′(R) is bijective for every R.

Take some element σ ∈ G′(R). Let (V, τ) be any G-module. Lemma B.16 writes
V as the union of finite dimensional subspaces W with τ(W ) ⊂ A ⊗W . The
R-linear automorphism σ(W ) of R⊗W glue to an R-linear automorphism σ(V )
of R ⊗ V . Thus we have extended σ to the wider category of all G-modules.
This extension has again the properties (i), (ii) and (iii). Now consider the
G-module (A, τ) with τ = ∆. We want to find an element ξ ∈ G(R), i.e., a
k-algebra homomorphism ξ : A → R, such that σ = σξ. The restriction of

σξ(A, τ) to A ⊂ R ⊗ A was defined by A
∆→ A ⊗ A ξ⊗idA→ R ⊗ A. If we follow

this map with R ⊗ A idR⊗ε→ R ⊗ k = R then the result is ξ : A → R. Since we
require that σξ(A, τ) = σ(A, τ) the k-algebra homomorphism

A ⊂ R⊗A σ(A,τ)→ R⊗A idR⊗ε→ R⊗ k = R

must be chosen as ξ. In order to see that σ = σξ one may replace σ by σ−1
ξ σ

and prove that the latter is 1. In other words, we may suppose that R⊗A σ(A,τ)→
R⊗A idR⊗ε→ R⊗ k = R is equal to R⊗A idR⊗ε→ R⊗ k = R and we have to prove
that σ = 1.

One also has to consider the G-module (A ⊗ A, µ) with µ = ∆ ⊗ idA. Let
{ai} be a k-basis of A, then the G-module (A ⊗ A, µ) is the direct sum of the
G-modules A⊗ ai. Each of those modules is isomorphic to (A, τ) and therefore
σ(A⊗A, µ) = σ(A, τ) ⊗ idA.

The law for the comultiplication shows that ∆ : A → A ⊗ A is a morphism
between the G-modules (A, τ) and (A⊗A, µ). Now we must relate the various
arrows in the following diagrams to the morphisms they represent.

R⊗A σ(A,τ)−→ R⊗A
↓ ↓

R⊗A⊗A σ(A⊗A,µ)−→ R⊗A⊗A idR⊗ε⊗idA−→ R⊗A
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Let us write ∆R : R⊗A→ R⊗A⊗A for the R-linear extension of ∆. The
two “downarrows” in the diagram are ∆R. The diagram is commutative since
∆ : (A, τ)→ (A⊗A, µ) is a morphism of G-modules.

We want to show that the upper path from R⊗A, in the upper left hand corner,
to R ⊗ A, in the lower right hand corner, produces the map σ(A, τ) and that
the lower path produces the identity on R⊗A. This would prove σ(A, τ) = id.

The rule A ∆→ A ⊗ A
ε⊗idA→ A = idA for affine group scheme A implies that

(idR ⊗ ε ⊗ idA) ◦ ∆R is the identity on R ⊗ A. This proves the statement on

the first path. We recall that our assumption on σ is R ⊗A σ(A,τ)→ R⊗ A idR⊗ε→
R ⊗ k = R is equal to the map idR ⊗ ε. Further σ(A ⊗ A, µ) = σ(A, τ) ⊗ idA.
The composition of the two arrows in the lower row is therefore idR ⊗ ε⊗ idA.
The rule A ∆→ A⊗ A ε⊗idA→ A = idA implies now that the other path yields the
identity map on R ⊗A.

We conclude that σ(A, τ) = id. Consider a G-module (V, µ) of some dimension
d < ∞. We have to show that σ(V, µ) = id. Consider any k-linear map
u : V → k and the composed map φ : V

µ→ A ⊗ V idA⊗u→ A ⊗ k = A. One
easily verifies that φ is a morphism between the G-modules (V, µ) and (A, τ).
By taking a basis of d elements of the dual of V , one obtains an embedding of
the G-module (V, µ) in the G-module (A, τ) ⊕ · · · ⊕ (A, τ). From σ(A, τ) = id
one concludes that σ(V, µ) = id. Thus σ = 1. This shows that the functor gives
a bijection FG(R)→ G′(R) �

The next step is to consider a category C with a “fibre functor” ω : C → Vectk
and to produce a reasonable set of properties of C and ω which ensure that C
is equivalent to ReprG for a suitable affine group scheme G over k. In this
equivalence we require that ω is compatible with the forgetful functor ReprG →
Vectk. In particular, the G in this statement must be the affine group scheme
over k which represents the functor Aut⊗(ω) from the category of the k-algebras
to the category of groups. This leads to the following definition, copied from
[82], Definition 2.19, of a neutral Tannakian category C over k:

(1) The category C has a tensor product, i.e., for every pair of objects X,Y a
new object X⊗Y . The tensor product X⊗Y depends functorially on both
X and Y . The tensor product is associative and commutative and there
is a unit object, denoted by 1. The latter means that X ⊗1 is isomorphic
to X for every object X . In the above statements one has to keep track
of the isomorphisms, everything must be functorial and one requires a lot
of commutative diagrams in order to avoid “fake tensor products”.

(2) C has internal Hom’s. This means the following. Let X,Y denote two ob-
jects of C. The internal Hom, denoted by Hom(X,Y ), is a new object such
that the two functors T �→ Hom(T ⊗X,Y ) and T �→ Hom(T,Hom(X,Y ))
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are isomorphic. Let us denote Hom(X,1) by X∗. One requires that
the canonical morphism X → (X∗)∗ is an isomorphism. Moreover one
requires that the canonical morphism Hom(X1, Y1) ⊗ Hom(X2, Y2) →
Hom(X1 ⊗X2, Y1 ⊗ Y2) is an isomorphism.

(3) C is an abelian category (c.f., [169], Ch.III,§3). We do not want to recall the
definition of an abelian category but note that the statement is equivalent
to: C is isomorphic to a category of left modules over some ring A which
is closed under taking kernels, cokernels and finite direct sums.

(4) An isomorphism between End(1) and k is given.

(5) There is a fibre functor ω : C → Vectk, which means that ω is k-linear,
faithful, exact and commutes with tensor products. We note that (3) and
(4) imply that each Hom(X,Y ) is a vector space over k. The k-linearity
of ω means that the map Hom(X,Y ) → Hom(ω(X), ω(Y )) is k-linear.
Faithful is defined by: ω(X) = 0 implies X = 0. Exact means that ω
transforms exact sequences into exact sequences.

Remark B.21 One sees that ReprG is a neutral Tannakian category. The
definition of a Tannakian category is a little weaker than that of a neutral
Tannakian category. The fibre functor in (5) is replaced by a fibre functor
C → VectK where (say) K is a field extension of k. The problem studied
by Saavedra and finally solved by Deligne in [81] was to find a classification of
Tannakian categories analogous to Theorem B.22 below. We note that the above
condition (2) seems to be replaced in [81] be an apparently weaker condition,
namely the existence of a functor X �→ X∗ having suitable properties. �

Theorem B.22 A neutral Tannakian category C over k with fibre functor ω :
C → Vectk is canonically isomorphic to ReprG where G represents the functor
Aut⊗(ω).

Proof. We will only explain the beginning of the proof. We write G for the
functor Aut⊗(ω). Our first concern is to show that G is an affine group scheme.
Let {Xi}i∈I denote the collection of all (isomorphism classes of) objects of C.
We give I some total order. For each Xi the functor R �→ GLR(R ⊗ ω(Xi))
is the functor associated with the linear algebraic group GL(ω(Xi)). Let us
write Bi for the affine algebra of GL(ω(Xi)). For any finite subset F = {i1 <
· · · < in} ⊂ I one considers the functor R �→

∏n
j=1 GLR(R ⊗ ω(Xi,j)) which is

associated with the linear algebraic group
∏n
j=1 GL(ω(Xi,j)). The affine algebra

BF of this group is Bi1 ⊗ · · ·⊗Bin . For inclusions of finite subsets F1 ⊂ F2 of I
one has obvious inclusions of k-algebras BF1 ⊂ BF2 . We define B as the direct
limit of the BF , where F runs over the collection of the finite subsets of I. It is
rather obvious that B defines an affine group scheme H over k and that H(R) =∏
i∈I GLR(R⊗ω(Xi)) for every k-algebras R. By definition, G(R) is a subgroup

of the group H(R). This subgroup is defined by a relation for each morphism f :
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Xi → Xj and by a relation for each isomorphism Xi⊗Xj
∼= Xk. Each condition

imposed on σ = {σ(Xi)}i∈I ∈ G(R) can be written as a set of polynomial
equations with coefficients in k for the entries of the matrices σ(Xi) (w.r.t. k-
bases for the spaces ω(Xi)). The totality of all those equations generates an
ideal J ⊂ B. Put A := B/J then G(R) = Hom(A,R) ⊂ Hom(B,R). In other
words, G is the affine group scheme associated with A. For a fixed object X of C
and each k-algebra R one has (by construction) an action of G(R) on R⊗ω(X).
This makes each ω(X) into a G-module. The assignment X �→ ω(X) with its
G-action, is easily seen to define a functor τ : C → ReprG. The latter should be
the equivalence between the two categories. One has to prove:

(a) Hom(X,Y )→ HomG(ω(X), ω(Y )) is a bijection.

(b) For every G-module V of finite dimension over k, there is an object X
such that the G-module ω(X) is isomorphic to V .

The injectivity in (a) follows at once from ω being exact and faithful. We will
not go into the technical details of the remaining part of the proof. Complete
proofs are in [82] and [81]. Another sketch of the proof can be found in [52], pp.
344-348. �

Example B.23 Differential modules.
K denotes a differential field with a field of constants C. Let DiffK denote the
category of the differential modules over K. It is evident that this category
has all the properties of a neutral Tannakian category over C with the possible
exception of a fibre functor ω : DiffK → VectC . There is however a “fibre
functor” τ : DiffK → VectK which is the forgetful functor and associates to
a differential module (M,∂) the K-vector space M . In the case that C is
algebraically closed and has characteristic 0, this suffices to show that a fibre
functor with values in VectC exists. This is proved in the work of Deligne [81].
The proof is remarkably complicated. From the existence of this fibre functor
Deligne is able to deduce the Picard-Vessiot theory.

On the other hand, if one assumes the Picard-Vessiot theory, then one can
build a universal Picard-Vessiot extension UnivF ⊃ K, which is obtained as the
direct limit of the Picard-Vessiot extensions of all differential modules (M,∂)
over K. Let G denote the group of the differential automorphisms of UnivF/K.
By restricting the action of G to ordinary Picard-Vessiot fields L with K ⊂
L ⊂ UnivF, one finds that G is the projective limit of linear algebraic groups
over C. In other words, G is an affine group scheme over C. The equivalence
DiffK → ReprG is made explicit by associating to a differential module (M,∂)
overK the finite dimensional C-vector space ker(∂,UnivF⊗KM) equipped with
the induced action of G. Indeed, G acts on UnivF and therefore on UnivF ⊗
M . This action commutes with the ∂ on UnivF ⊗ M and thus G acts on
ker(∂,UnivF⊗K M).

For a fixed differential module M over K, one considers the full subcategory
{{M}} of DiffK , defined in Section 2.4. This is again a neutral Tannakian
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category and by Theorem 2.33 equivalent with ReprG where G is the differential
Galois group of M over K.

For a general differential field K, these equivalences are useful for under-
standing the structure of differential modules and the relation with the solution
spaces of such modules. In a few cases the universal Picard-Vessiot field UnivF
and the group G are known explicitly. An important case is the differential field
K = C((z)) with differentiation d

dz . See Section 10 for a discussion of this and
other fields. �

Example B.24 Connections.
1. Let X be a connected Riemann surface. A connection (M,∇) on X is a
vector bundle M on X provided with a morphism ∇ : M → ΩX ⊗M having
the usual properties (see Section 6.2). Let ConnX denote the category of all
connections on X . Choose a point x ∈ X with local parameter t. Define
the functor ω : ConnX → VectC by ω(M,∇) = Mx/tMx. The only non-
trivial part of the verification that C is a neutral Tannakian category over C, is
showing that C is an abelian category. We note that in the category of all vector
bundles on X cokernels need not exist. However for a morphism f : (M,∇1)→
(N,∇2) of connections, the image f(M) ⊂ N is locally a direct summand,
due to the regularity of the connection. ConnX is equivalent with ReprG for
a suitable affine group scheme G over C. Let π denote the fundamental group
π(X,x) and let C denoted the category of the representations of π on finite
dimensional complex vector spaces. As in Sections 5.3 and 6.4, the weak form
of the Riemann-Hilbert theorem is valid. This theorem can be formulated as:

The monodromy representation induces an equivalence of categories
M : ConnX → C.

The conclusion is that the affine group scheme G is the “algebraic hull” of
the group π, as defined in example B.19.

2. LetX be again a connected Riemann surface and let S be a finite subset of
X . A regular singular connection (M,∇) for (X,S) consists of a vector bundle
and a connection ∇ : M → ΩX(S)⊗M with the usual rules (see Definition 6.8).
ωX(S) is the sheaf of differential forms with poles at S of order ≤ 1. If S is
not empty, then the category of the regular singular connections is not abelian
since cokernels do not always exist.

3. C denotes an algebraically closed field of characteristic 0. Let X be an
irreducible, smooth curve over C. The category AlgConnX of all connections on
X is again a neutral Tannakian category over C. In general (even if C is the field
of complex numbers), it seems that there is no description of the corresponding
affine group scheme. The first explicit example C = C and X = P1

C \ {0} is
rather interesting. We will discuss the results in this special case.

Let K denote the differential field C({z}). One defines a functor α from the
category AlgConnX to the category DiffK by

(M,∇) �→ (K ⊗C[z−1] H
0(X,M), ∂), where ∂ is the extension of
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∇ d
dz

: H0(X,M)→ z−2C[z−1]⊗C[z−1] H
0(X,M) = z−2H0(X,M).

Explicitly, let e1, . . . , en be a free basis of the C[z−1]-module H0(X,M). Then
∇ is determined by the matrix B w.r.t. {e1, . . . , en}, having entries in C[z−1],
of the map ∇ d

d(z−1)
. Thus ∇ is represented by the matrix differential equation

d
d(z−1) +B. Rewriting this in the variable z, one obtains the matrix differential
equation d

dz +A = d
dz − z−2B over the field K. We note that the coefficients of

A lie in z−2C[z−1].

It is rather clear that α is a morphism of neutral Tannakian categories.
We start by proving that Hom(M1,M2) → Hom(α(M1), α(M2)) is bijective.
It suffices (use internal Hom) to prove this for M1 = 1 and M2 = M is any
object. One can identify Hom(1,M) with ker(∇, H0(X,M)) and Hom(1, α(M))
with ker(∂,K ⊗H0(X,M)). The injectivity of the map under consideration is
clear. Let f ∈ ker(∂,K ⊗ H0(X,M)). Then f is a meromorphic solution of
the differential equation in some neighbourhood of 0. This solution has a well
defined extension to a meromorphic solution F on all of P1

C, since the differential
equation is regular outside 0 and X is simply connected. Thus F is a rational
solution with at most a singularity at 0. Therefore F ∈ ker(∇, H0(X,M)) and
has image f .

The next question is whether each object of DiffK is isomorphic to some
α(M). Apparently this is not the case since the topological monodromy of
any α(M) is trivial. This is the only constraint. Indeed, suppose that N is
a differential module over K which has trivial topological monodromy. We
apply Birkhoff’s method (see Lemma 12.1). N extends to a connection on
{z ∈ C| |z| < ε} for some positive epsilon and with a singularity at z = 0.
The restriction of the connection is trivial on {z ∈ C| 0 < |z| < ε}, since the
topological monodromy is trivial. This trivial connection extends to a trivial
connection on {z ∈ P1

C| 0 < |z| }. By glueing we find a complex analytic
connection, with a singularity at z = 0, on all of P1

C. By GAGA this produces an
“algebraic” connection on P1

C. The restriction (M,∇) of the latter toX satisfies
α(M,∇) ∼= N . Summarizing, we have shown that AlgConnX is equivalent to
the full subcategory of DiffK whose objects are the differential modules with
trivial topological monodromy.

The work of J.-P. Ramis on the differential Galois theory for differential modules
overK = C({z}) can be interpreted as a description of the affine group schemeG
corresponding to the neutral Tannakian category DiffK . This is fully discussed
in Section 12.6. The topological monodromy can be interpreted as an element
of G (or better G(C)). The affine group scheme corresponding to AlgConnX is
the quotient of G by the closed normal subgroup generated by the topological
monodromy. �



Appendix C

Sheaves and Cohomology

C.1 Sheaves: Definition and Examples

The language of sheaves and their cohomology is a tool to understand and
formulate the differences between local properties and global ones. We will
apply this language especially for the asymptotics properties of formal solutions
of differential equations. Other applications that concern us are the formulation
and constructions for the Riemann-Hilbert problem and moduli of singularities
of linear differential equations.

The aim of this text is to present the ideas and to develop a small amount
of technical material; just enough for the applications we have in mind. Proofs
will sometimes be rather sketchy or not presented at all. The advantages and
the disadvantages of this presentation are obvious. For more information we
refer to [100, 120, 124].

The topological spaces that we will use are very simple ones, say subsets of
Rn or Cn and sometimes algebraic varieties provided with the Zariski topology.
We will avoid “pathological” spaces.

Definition C.1 Let X be a topological space. A sheaf F on X is given by

1. For every open set A ⊂ X a set F (A).

2. For every pair of open sets A ⊂ B a map ρBA : F (B)→ F (A)

and these data should satisfy a list of properties:

1. ρAA is the identity on F (A).

2. For open sets A ⊂ B ⊂ C one has ρCA = ρBAρ
C
B.

403
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3. Let an open set A, an open covering {Ai}i∈I of A and elements ai ∈ F (Ai)
for every i ∈ I be given such that for every pair i, j the following holds

ρAi

Ai∩Aj
ai = ρ

Aj

Ai∩Aj
aj .

Then there is a unique element a ∈ F (A) with ρAAi
a = ai for every i ∈ I.

�

If F satisfies all above properties, with the possible exception of the last
one, then F is called a presheaf. We illustrate the concept “sheaf” with some
examples and postpone a fuller discussion of presheaves to Section C.1.3 .

Examples C.2
1. X is any topological space. One defines F by:
(i) For open A ⊂ X , F (A) is the set of the continuous maps form A to R.
(ii) For any pair of open sets A ⊂ B ⊂ X the map ρBA is the restriction map,
i.e., ρBAf is the restriction of the continuous map f : B → R to a map from A
to R.

2. X = Rn and F is given by:
(i) For open A ⊂ Rn, F (A) is the set of the C∞-functions from A to R.
(ii) For every pair of open sets A ⊂ B, the map ρBA is again the restriction map.

3. X = C and OX , the sheaf of holomorphic functions is given by:
(i) For open A ⊂ X , OX(A) consists of the holomorphic functions f : A→ C.
(ii) ρBA , for open sets A ⊂ B, is again the restriction map.
We recall that a function f is holomorphic on A, if for every point a ∈ A
there is a convergent power series

∑
n≥0 an(z− a)n which is equal to f on some

neighbourhood of a.

4. X = C and M, the sheaf of meromorphic functions, is given by:
(i) For open A ⊂ C,M(A) is the set of the meromorphic functions on A.
(ii) ρBA is again the restriction map.
We recall that a “function” f on A is meromorphic if for every point a ∈ A
there is a convergent Laurent series

∑
n≥N an(z − a)n which is equal to f on

a neighbourhood of a. Another equivalent definition would be that for every
point a ∈ A, there is a disk around a in A and holomorphic functions C,D on
this disk, D not identical zero, such that the fraction C

D is equal to f on this
disk. We remark that D may have zeros and thus f has poles. The set of poles
of f is a discrete subset of A.

5. X is any topological space and D is a nonempty set. The constant sheaf
on X with values in D is the sheaf F given by: F (A) consists of the functions
f : A → D such that there exists for every point a ∈ A a neighbourhood U
with f constant on U . (In other words f(U) is one point of D). ρBA is again the
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restriction map. The elements of F (A) are sometimes called the locally constant
functions on A with values in D.

6. Direct sum Let F1 and F2 be two sheaves on a topological space X . The
presheaf U �→ F1(U)×F2(U) is actually a sheaf, called the direct sum of F1 and
F2. The notation F1 ⊕ F2 for the direct sum will also be used. �

Exercise C.3 X is a topological space, D a nonempty set and F is the constant
sheaf on X with values in D.
(a) Suppose that the open set A is connected. Prove that F (A) consists of the
constant functions of A with values in D.
(b) Suppose that the open set A is the disjoint union of open connected subsets
Ai, i ∈ I. (The Ai are called the connected components of A). Prove that F (A)
consists of the functions f : A→ D which are constant on each Ai. �

Remark: For most sheaves it is clear what the maps ρ are. In the sequel we will
omit the notation ρ and replace ρBAf by f |A, or even omit the ρBA completely.

C.1.1 Germs and Stalks

F denotes a sheaf (or presheaf) on a topological space X . Let x be a point of
X . We consider pairs (U, f) with f ∈ F (U) and U a neighbourhood of x. Two
pairs (U1, f1), (U2, f2) are called equivalent if there is a third pair (U3, f3) with
U3 ⊂ U1 ∩ U2 and f3 = f1|U3 = f2|U3 . The equivalence class [U, f ] of a pair
(U, f) is called a germ of F at x. The collection of all germs of F at x is called
the stalk of F at x and is denoted by Fx.

Examples C.4 1. The sheaf of the real C∞-functions on R will be denoted by
C∞. The stalk C∞0 of this sheaf at 0, is a rather complicated object. It is in fact
a ring , because one can add and multiply C∞-functions. One can associate to
a germ [U, f ] its Taylor series at 0, i.e.,

∑
n≥0

f(n)(0)
n! xn. This Taylor series is a

formal power series. The collection of all formal power series (in the variable x
and with coefficients in R) is usually denoted by R[[x]]. The map C∞0 → R[[x]],
which associates to each germ its Taylor series is a homomorphism of rings. A
non trivial result is that this map is actually surjective (c.f., Theorem 7.3). The
kernel of the map is an ideal, the ideal of the flat germs at 0. A germ [U, f ] is
called flat at 0 if f (n)(0) = 0 for all n ≥ 0.

2. The sheaf of the holomorphic functions on C will be denoted by OC or simply
O. One associates to every germ [U, f ] of O at 0 the power series

∑
n≥0

f(n)(0)
n! zn.

This power series (in the complex variable z and with coefficients in C) is
convergent (either by definition or as a consequence of a different definition of
holomorphic function). The collection of all convergent power series (in the
variable z and with complex coefficients) is denoted by C{z}. We have now an
isomorphism O0 → C{z}.
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3. The ring C{z} is a rather simple one. The invertible elements are the power
series

∑
n≥0 cnz

n with c0 �= 0. Every element f �= 0 can uniquely be written
as znE with n ≥ 0 and E a unit. One defines the order of f = znE at 0 as
the above n and one writes this in formula as ord0(f) = n. This is completed
by defining ord0(0) = +∞. The ring C{z} has no zero divisors. Its field of
fractions is written as C({z}) . The elements of this field can be written as
expressions

∑
n≥a cnz

n (a ∈ Z and the cn ∈ C such that there are constants
C,R > 0 with |cn| ≤ CRn for all n ≥ a). The elements of C({z}) are called
convergent Laurent series . Every convergent Laurent series f =

∑
fnz

n �= 0
has uniquely the form zmE with m ∈ Z and E a unit of C{z}. One defines
ord0(f) = m. In this way we have constructed a map

ord0 : C({z})→ Z ∪ {∞}

with the properties

1. ord0(fg) = ord0(f) + ord0(g).

2. ord0(f) =∞ if and only if f = 0.

3. ord0(f + g) ≥ min(ord0(f), ord0(g)).

Every convergent Laurent series can be seen as the germ of a meromorphic
function at 0. Let M denote again the sheaf of the meromorphic functions
on C. We conclude that the stalk M0 is isomorphic to the field C({z}). For
any other point u ∈ C one makes similar identifications Ou = C{z − u} and
Mu = C({z − u}).

4. Skyscraper sheaves
Let X be a topological space where points are closed, p ∈ X and G an abelian
group. We define a sheaf ip(G) by setting ip(G)(U) = G if p ∈ U and ip(G)(U) =
0 if p /∈ U . The stalk at point q is G if q = p and 0 otherwise. This sheaf is called
a skyscraper sheaf (at p). If p1, . . . , pn are distinct points the sheaf ⊕ip(G) is
called the skyscraper sheaf (at p1, . . . pn) �

C.1.2 Sheaves of Groups and Rings

A sheaf F on a topological space X is called a sheaf of groups if every F (A) is
a group and every map ρBA is a homomorphism of groups. In a similar way one
defines sheaves of abelian groups, sheaves of commutative rings, vector spaces
et cetera. If D is a group, then the constant sheaf on X with values in D is
obviously a sheaf of groups. Usually, this sheaf is denoted by DX , or also by
D itself. The sheaves C∞, O,M are sheaves of commutative rings. The sheaf
GLn(O) on C is given by A �→ GLn(O)(A), which consists of the invertible
n × n-matrices with coefficients in O(A), or otherwise stated GLn(O)(A) =
GLn(O(A)). It is a sheaf of groups on C. For n = 1 it is a sheaf of commutative
groups and for n > 1 it is a sheaf of noncommutative groups. The restriction of
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a sheaf F on X to an open subset U is written as F |U . Its definition is more or
less obvious, namely F |U (A) = F (A) for every open subset A ⊂ U .

Definition C.5 A morphism f : F → G between two sheaves of groups, rings
et cetera, is defined by

1. For every open A a map f(A) : F (A)→ G(A).

2. f commutes with the restriction maps, i.e., for open A ⊂ B the formula
ρBAf(B) = f(A)ρBA holds.

3. Every f(A) is a homomorphism of groups, rings et cetera.

�

We make a small excursion in order to demonstrate that sheaves can be used
to define global objects. A ringed space is a pair (X,OX) with X a topological
space and OX a sheaf of unitary commutative rings on X . A morphism of
ringed spaces is a pair (f, g) : (X,OX)→ (Y,OY ) with f : X → Y a continuous
map and g a family {g(A)}A open in Y of homomorphisms of unitary rings g(A) :
OY (A)→ OX(f−1A), compatible with restrictions. The latter means: For open
A1 ⊂ A2 ⊂ Y and h ∈ OY (A2) one has g(A1)(h|A1) = (g(A2)(h))|f−1(A1).

Using this terminology one can define various “global objects”. We give two
examples:

Examples C.6 1. A C∞- variety of dimension n is a ringed space (M,F ) such
that M is a Hausdorff topological space and has an open covering {Mi} with
the property that, for each i, the ringed space (Mi, Fi) (where Fi = F |Mi) is
isomorphic to the ringed space (Bn, C∞). The latter is defined by Bn being
the open ball with radius 1 in Rn and C∞ being the sheaf of the C∞-functions
on Bn. The “global object” is (M,F ) and the “local object” is (Bn, C∞). Our
definition of C∞-variety M can be rephrased by saying that M is obtained by
gluing copies of Bn. The sheaf F on M prescribes the way one has to glue.

2. A Riemann surface is a ringed space (X,OX) such that X is a connected
Hausdorff space and (X,OX) is locally isomorphic to (D,OD). Here “(D,OD)”
means: D = {z ∈ C| |z| < 1} and OD is the sheaf of the holomorphic functions
on D. Further “(X,OX) locally isomorphic to (D,OD)” means that X has an
open covering {Xi} such that each (Xi, OX |Xi) is isomorphic to (D,OD), as
ringed spaces. �

C.1.3 From Presheaf to Sheaf

Let F be a presheaf on some topological space X . The purpose is to construct
a sheaf F̂ on X , which is as close to F as possible. The precise formulation of
this is:
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1. F̂ is a sheaf.

2. There is a given a morphism τ : F → F̂ of presheaves.

3. For any morphism of presheaves f : F → G, with G actually a sheaf, there
is a unique morphism of sheaves f̂ : F̂ → G such that f̂ ◦ τ = f .

We note that this definition is formulated in such a way that, once F̂ and τ exist
they are unique up to (canonical) isomorphism. One calls F̂ the sheaf associated
to the presheaf F . The construction is somewhat formal and uses the stalks Fx
of the presheaf F . Define, for any open A ⊂ X the set F̂ (A) as the subset of∏
x∈A Fx, given by:

An element (ax)x∈A belongs to F̂ (A) if for every point y ∈ A
there is an open neighbourhood U of y and an element f ∈ F (U)
such that for any u ∈ U the element au ∈ Fu coincides with the
image of f in the stalk Fu.

The morphism τ : F → F̂ is given by maps τ(A) : F (A) → F̂ (A) for all A
(and should be compatible with the restriction maps). The definition of τ(A) is
rather straightforward, namely f ∈ F (A) is mapped to (ax)x∈A ∈ F̂ (A) where
each ax ∈ Fx is the image of f in the stalk Fx.

The verification that F̂ and τ as defined above, have the required properties is
easy and uninteresting. We note that F and F̂ have the same stalks at every
point of X .

We will give an example to show the use of “the associated sheaf”. Let B be
a sheaf of abelian groups on X and let A be an abelian subsheaf of B. This
means that A(U) is a subgroup of B(U) for each open set U and that for any
pair of open sets U ⊂ V the restriction map B(V )→ B(U) maps A(V ) to A(U).
Our purpose is to define a quotient sheaf of abelian groups B/A on X . Naively,
this should be the sheaf which associates to any open U the group B(U)/A(U).
However, this defines only a presheaf P onX . The quotient sheaf B/A is defined
as the sheaf associated to the presheaf P . We note that the stalk (B/A)x is
isomorphic to Bx/Ax. This follows from the assertion, that the presheaf and its
associated sheaf have the same stalks.

Example C.7 Let O denote the sheaf of the holomorphic functions on C. Let
Z be the constant sheaf on C. One can see Z as an abelian subsheaf of O.
Let O/Z denote the quotient sheaf. Then, for general open U ⊂ C, the map
O(U)/Z(U) → (O/Z)(U) is not surjective. Indeed, take U = C∗ ⊂ C and
consider the cover of U by U1 = C \R≥0 and U2 = C \R≤0. One each of the
two sets there is a determination of the logarithm. Thus f1(z) = 1

2πi log(z) on
U1 and f2(z) = 1

2πi log(z) are well defined elements of O(U1) and O(U2). The
f1, f2 do not glue to an element of O(U). However their images gj in O(Uj)/Z,
for j = 1, 2, and a fortiori their images hj in (O/Z)(Uj) do glue to an element
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h ∈ (O/Z)(U). This element h is not the image of some element in O(U). This
proves the statement. Compare also with Example C.16 and example C.18. �

Let A and B again be abelian sheaves on X and let f : A → B be a
morphism. Then one would like to define a kernel of f as a sheaf of abelian
groups on X . The naive approach would be kerf(U) := ker(f(U) : A(U) →
B(U)). This defines an abelian subsheaf of A. In this case one does not have to
make the step from presheaf to sheaf. Moreover, the stalk (kerf)x is equal to
the kernel of Ax → Bx. The cokernel of f is the sheaf associated to the presheaf
U �→ B(U)/(imf(U) : A(U) → B(U)). In this case the step from presheaf
to sheaf is necessary. The image of f is the sheaf associated by the presheaf
U �→ im(f(U) : A(U) → B(U)). Again the step from presheaf to sheaf is in
general needed.

C.1.4 Moving Sheaves

Let f : X → Y be a continuous map between topological spaces. We want to
use f to move sheaves on X to sheaves on Y and vice versa. The definitions
are:

Definition C.8 Direct Image.
Let F be a sheaf on X . The direct image of G, f∗F is the sheaf on Y , defined
by the formula f∗F (V ) = F (f−1V ) for any open V ⊂ Y .

It is an exercise to show that the formula really defines a sheaf on Y . It is in
general difficult, if not impossible, to express the stalk (f∗F )y in terms of F and
f−1(y).

Example C.9 Let Z be the constant sheaf on R \ {0} and let f : R \ {0} → R
be the inclusion map. One then has that the stalk of f∗X at 0 is Z ⊕ Z since
f∗Z(−ε, ε) = Z((−ε, 0) ∪ (0, ε)) = Z⊕ Z for any ε > 0. �

Let G be a sheaf on Y , then we would like to define a sheaf f∗G on X by
the formula f∗G(U) = G(fU) for any open set U ⊂ X . This is however not
possible because fU is in general not an open set. So we have to make a more
careful definition. Let us start by defining a presheaf P on X . For any open set
U ⊂ X , let P (U) be the direct limit of G(V ), taken over all open V ⊃ fU . As
the definition of direct limit occurs a little later in this text, we will say this more
explicitly. One considers pairs (V, g) with V ⊃ fU , V open and g ∈ G(V ). Two
pairs (V1, g1) and (V2, g2) are called equivalent if there is a third pair (V3, g3)
with V3 ⊂ V1∩V2 and g3 = g1|V3 = g2|V3 . The equivalence classes of pairs (V, g)
could be called germs of G for the set fU . Thus we define P (U) as the set of
germs of G for the set fU . It turns out that P is in general a presheaf and not
a sheaf. Thus we end up with the definition:
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Definition C.10 The inverse image of G,f∗G is the sheaf associated to the
presheaf P .

One rather obvious property of f∗G is that the stalk (f∗G)x is equal to the
stalk Gf(x).

A rather special situation is: X is a closed subset of Y . Formally one writes
i : X → Y for the inclusion map. Let F be an abelian sheaf on X . The sheaf
i∗F is easily seen to have the stalks (i∗F )y = 0 if y �∈ X and (i∗F )x = Fx for
x ∈ X . One calls i∗F the extension with 0 of F to Y . For a sheaf G on Y ,
the sheaf i∗G on X is called the restriction of G to X . The stalk (i∗G)x is
equal to Gx. One can extend i∗G with 0 to Y , i.e., i∗i∗G. There is a natural
homomorphism of abelian sheaves G → i∗i∗G on the space Y . We will return
to this situation later on.

Exercise C.11 1. Let X be a topological space whose points are closed. Take
a point p ∈ X and let i : {p} → X be the inclusion map. Let G be the constant
sheaf on {p} with group G. Show that the skyscraper sheaf ip(G) is the same
as i∗(G).

2. Let X be a closed subset of Y , F a sheaf of abelian groups on X and U an
open subset of Y . Show that i∗i∗F (U) = F (U ∩X) if U ∩X is nonempty and
is 0 otherwise. �

C.1.5 Complexes and Exact Sequences

We begin by giving some definitions concerning abelian groups:

Definition C.12 Complexes.

1. Let f : A→ B be a homomorphism of abelian groups. We define the kernel
of f , ker(f) = {a ∈ A| f(a) = 0}, the image of f , im(f) = {f(a)| a ∈ A}
and the cokernel of f , coker(f) = B/im(f).

2. A sequence of abelian groups and homomorphisms

· · ·Ai−1 fi−1

→ Ai
fi

→ Ai+1 fi+1

→ Ai+2 · · ·

is called a (co)complex if for every j one has f jf j−1 = 0 (Under the
assumption that both f j and f j−1 are present. The 0 indicates the 0-map
from Aj−1 to Aj+1).

3. A sequence of abelian groups and homomorphisms

· · ·Ai−1 fi−1

→ Ai
fi

→ Ai+1 fi+1

→ Ai+2 · · ·

is called exact if for every j (f j and f j−1 are supposed to be present) one
has im(f j−1) = ker(f j).
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�

This last notion needs some explanation and some examples. We remark first
that an exact sequence is also a complex, because im(f j−1) = ker(f j) implies
f jf j−1 = 0.

Examples C.13 1. 0 → A
f→ B is exact if and only if f is injective. Here

the 0 indicates the abelian group 0. The first arrow is not given a name because
there is only one homomorphism 0 → A, namely the 0-map. The exactness of
the sequence translates into: “the image of the 0-map, i.e., 0 ⊂ A, is the kernel
of f”. In other words: ker(f) = 0, or f is injective.

2. A
f→ B → 0 is exact if and only if f is surjective. The last arrow is not

given a name because there is only one homomorphism from B to 0, namely the
0-map. The exactness translates into: “the kernel of the 0-map, this is B itself,
is equal to the image of f”. Equivalently, im(f) = B, or f is surjective.

3. 0→ A
f→ B → 0 is exact if and only if f is an isomorphism.

4. 0 → A
f→ B

g→ C → 0 is exact if and only if f is injective is and C is
via g, isomorphic to the cokernel of f . Indeed, “f is injective, g is surjective
and ker(g) = im(f)” is the translation of exactness. From ker(g) = im(f) one
deduces, using a well known isomorphy theorem, an isomorphism B/im(A) →
C. A sequence as above is called a short exact sequence. �

Exercises C.14 Complexes.
1. Construct maps for the arrows in the following exact sequence

0→ Z→ C→ C∗ → 0.

We note that the operation in an abelian group is usually denoted by +. The
above sequence is an exception to that, because C∗ = C \ {0} is considered as
a group for the multiplication.

2. Construct maps for the arrows in the following exact sequence

0→ Z2 → Z2 → Z/5Z→ 0.

3. Give a complex which is not exact.

4. Let F be a presheaf of abelian groups on a topological space X . For every
open A ⊂ X and open covering {Ai}i∈I and (in order to simplify) a chosen
total order on the index set I, one considers the sequence of abelian groups and
homomorphisms

0→ F (A) ε→
∏
i

F (Ai)
d0→

∏
i<j

F (Ai ∩Aj) ,

where
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1. ε(f) := (f |Ai)i∈I .

2. d0((fi)i) = (fi|Ai∩Aj − fj|Ai∩Aj )i<j .

(a) Prove that the above sequence is a complex.
(b) Prove that F is a sheaf if and only if the above sequence (for all choices of
A and {Ai}i∈I) is exact. �

Let a complex of (abelian groups) · · · → Ai−1 di−1

→ Ai
di

→ Ai+1 · · · be given.
By definition djdj−1 = 0 holds for all j such that dj and dj−1 are present.
This condition is equivalent with im(dj−1) ⊂ ker(dj) for all j. The complex
is an exact sequence if and only if im(dj−1) = ker(dj) for all j. One can
“measure” the non exactness of a complex by a calculation of the abelian groups
ker(dj)/im(dj−1). This leads to the definition:

Definition C.15 The jth cohomology group Hj of a complex is the group
ker(dj)/im(dj−1).

Examples C.16 Cohomology groups.
1. Consider the complex

0→ A0 d0→ A1 d1→ A2 → 0 with A0 = Z, A1 = Z/8Z, A2 = Z/2Z

and d0(n) = 4n mod 8, d1(n mod 8) = n mod 2.

The other maps in the comples are 0. One sees that

H0 ∼= Z, H1 ∼= Z/2Z, H2 = 0.

2. Consider the complex 0→ O(X) d0→ O(X)∗ → 0,
in which X is an open subset of C, O(X), O(X)∗ are the groups of the holo-
morphic and the invertible holomorphic functions on X . This means O(X)∗ =
{f ∈ O(X)| f has no zeros on X} and the group operation on O(X)∗ is multi-
plication. The map d0 is given by d0(f) = e2πif .

H0 consists of the holomorphic functions f ∈ O(X) with values in Z. Those
functions are precisely the locally constant functions with values in Z and thus
H0 = Z(X). (and = Z if X is connected).

The term H1 measures whether the invertible functions, i.e., f ∈ O(X)∗, are
the exponentials of holomorphic functions. This depends on X . We consider
some cases:

(a) X is an open disk, say {z ∈ C| |z| < 1}. Choose f ∈ O(X)∗. We are
looking for a g ∈ O(X) with e2πig = f . This g satisfies the differential equation
g′ = f ′

2πif . The function f ′

2πif lies in O(X) and is equal to a power series
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∑
n≥0 anz

n with radius of convergence ≥ 1. One can take for g the expression
b+

∑
n≥0

an

n+1z
n+1. The radius of convergence is again ≥ 1 and thus g ∈ O(X).

The constant b is chosen such that e2πib = f(0). The function e2πigf−1 has
derivative 0 and is equal to 1 in the point z = 0. Therefore e2πigf−1 is equal to
1 on X and f = e2πig.

(b) Let X be an annulus, sayX = {z ∈ C| r1 < |z| < r2} with 0 ≤ r1 < r2 ≤ ∞.
We admit that every element f ∈ O(X) can be represented as a convergent
Laurent series

∑
n∈Z anz

n (with the condition on the absolute values of the an
expressed by

∑
n∈Z |an|rn converges for every real r with r1 < r < r2). We are

looking for a g with e2πig = f . Such a g has to satisfy the differential equation
g′ = f ′

2πif . Write f ′

2πif =
∑

n anz
n. Then g exists if and only if a−1 = 0. The

term a−1 is not always 0, e.g., for f = zk one has a−1 = k
2πi . We conclude that

H1 �= 0. Assuming a result from classical complex function theory, namely that
1

2πi

∫ f ′(z)dz
f(z) is an integer (see [40]), one can easily show that H1 ∼= Z. �

C.2 Cohomology of Sheaves

C.2.1 The Idea and the Formalism

In this section X is a topological space and F is a sheaf of abelian groups on X .
The stalk Fx, for x ∈ X , is in an obvious way also an abelian group. A morphism
of abelian sheaves f : F → G induces for every x ∈ X a homomorphism of
groups fx : Fx → Gx. We will use this to give a definition of exact sequence of
sheaves.

Definition C.17 A sequence of abelian sheaves and morphisms

· · ·F i−1 f
i−1

→ F i
fi

→ F i+1 → · · ·

on X is called exact if for every point x ∈ X the induced sequence of abelian
groups

· · ·F i−1
x

fi−1
x→ F ix

fi
x→ F i+1

x → · · ·

is exact. �

We remark that the literature often uses another equivalent definition of exact
sequence of abelian sheaves.
For a given exact sequence of sheaves, as above, and for an open set A ⊂ X one
finds a complex

· · ·F i−1(A)
fi−1(A)→ F i(A)

fi(A)→ F i+1(A)→ · · · .

The important observation is that this complex is in general not exact!
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Examples C.18
1. X = C and Z, O,O∗ are the sheaves on X of the constant functions with
values in Z, the holomorphic functions and the invertible holomorphic functions
(with multiplication). The exact sequence

0→ Z→ O→ O∗ → 0 of abelian sheaves on X is given by:

Z→ O is the inclusion map f ∈ Z(A) �→ f ∈ O(A) (i.e., a locally
constant function with values in Z is considered as a holomorphic
function.)

O → O∗ is defined by f ∈ O(A) �→ e2πif ∈ O(A)∗.

In proving that the sequence is exact we have to show for every point x ∈ X
the exactness of the sequence of stalks. For convenience we take x = 0. The
sequence of stalks is

0→ Z→ C{z} → C{z}∗ → 0.

An element f ∈ C{z}∗ has the form f = a0(1 + a1z + a2z
2 + · · · ) with a0 �= 0.

Choose b0 with e2πib0 = a0 and define g as g = b0 + 1
2πi log(1+a1z+a2z

2 + · · · ).
In this we use for log the formula log(1 + u) =

∑
n>0

(−1)n−1

n un.
It is clear that g ∈ C{z}. It is also easy to see that any solution h of e2πih = f
has the form g+n with n ∈ Z. Thus we have proved that the sequence of stalks
is exact.

Consider an annulus A = {z ∈ C| r1 < |z| < r2} with 0 ≤ r1 < r2 ≤ ∞. Then

0→ Z(A)→ O(A)→ O(A)∗

is exact, but the last map is not surjective as we have seen in Example C.16.

2. The circle S1 can be seen as a 1-dimensional C∞-variety. We consider three
sheaves on it:

• R, the constant sheaf with values in R.

• C∞, the sheaf of the C∞-functions.

• Ω, the sheaf of the C∞-1-forms. The sections of Ω(A) are expressions∑
fidgi (finite sums, fi, gi ∈ C∞(A)) obeying the rules d(g1 + g2) =

dg1 + dg2, d(g1g2) = g1dg2 + g2dg1.

Let A be chosen such that there exists a C∞ isomorphism t : A→ (0, 1). Then
Ω(A) = C∞(A)dt, in other words every 1-form is equal to fdt for a unique
f ∈ C∞(A). This brings us to an exact sequence

0→ R→ C∞ → Ω→ 0,



C.2. COHOMOLOGY OF SHEAVES 415

in which the first non trivial arrow is the inclusion and the second non trivial
arrow is the map f �→ df = f ′dt.

We will quickly verify that the sequence is exact. Let a 1-form ω be given in
a neighbourhood A of a point. As above we will use the function t. Then
ω = fdt and f can be written as g ◦ t, where g is a C∞-function on (0, 1).
Let G be a primitive function of the function g. Then G ◦ t ∈ C∞(A) and
d(G ◦ t) = (g ◦ t)dt = fdt. The functions G and G ◦ t are unique up to a
constant. This proves the exactness. The sequence

0→ R→ C∞(S1)→ Ω(S1)

is also exact, as one easily sees. The map C∞(S1) → Ω(S1) is however not
surjective. An easy way to see this is obtained by identifying S1 with R/Z.
The C∞-functions on S1 are then the 1-periodic functions on R. The 1-forms
on S1 are the 1-periodic 1-forms on R. Such a 1-periodic 1-form is equal to
h(t)dt where h is a C∞-function on R having the property h(t+ 1) = h(t). Let
ω = h(t)dt be given. We are looking for a C∞-function f(t) with f ′(t) = h(t)
and f(t + 1) = f(t). The first condition yields f(t) = c+

∫ t
0
h(s)ds with c any

constant. The second condition is satisfied if and only if
∫ 1

0 h(s)ds = 0. In
general the latter does not hold. We conclude that the map is not surjective.
In fact the above reasoning proves that the cokernel of the map is isomorphic
with R. �

We give now the formalism of cohomology of sheaves. Let F be an abelian
sheaf on a topological space X . Then there is a sequence of abelian groups,
denoted as Hi(X,F ), i = 0, 1, 2, . . . . Those groups are called the cohomology
groups of the sheaf F on X . This collection depends in a “functorial way”
on F , which means that for a morphism of abelian sheaves f : F → G a
collection homomorphisms Hi(f) : Hi(X,F ) → Hi(X,G) is given. All this
should satisfy the rules: Hi(id) = id, Hi(f ◦ g) = Hi(f) ◦ Hi(g). Further
the term H0(X,F ) is, by definition, equal to F (X) and the term H0(f) is, by
definition, equal to f(X) : F (X)→ G(X). A definition of the higherHi(X,F ) is
rather complicated and will be given later. We continue first with the formalism.

The most important property of the cohomology groups is: For every short
exact sequence of (abelian) sheaves

0→ F1 → F2 → F3 → 0

there is a long exact sequence of cohomology groups

0→ H0(X,F1)→ H0(X,F2)→ H0(X,F3)

→ H1(X,F1)→ H1(X,F2)→ H1(X,F3)

→ H2(X,F1)→ H2(X,F2)→ H2(X,F3)
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· · ·

→ Hn(X,F1)→ Hn(X,F2)→ Hn(X,F3)

· · ·

This long exact sequence of cohomology depends “functorially” on the short
exact sequence of sheaves. This means that a morphism between two short
exact sequences of sheaves induces a morphism between the two long exact
sequences of cohomology. Further the latter is compatible with composition of
morphisms and the identity induces the identity. We finally remark that for an
open subset A ⊂ X the groups Hi(A,F ) (et cetera) are defined by taking the
restrictions to A. In particular Hi(A,F ) = Hi(A,F |A).

The definition of cohomology groups is not only complicated, it also gives no
easy way to calculate the groups. We demonstrate the value of the cohomology
groups by some results.

Examples C.19 1. Consider again the exact sequence

0→ Z→ O→ O∗ → 0

on X = C. It can be shown that for every open open subset A ⊂ C one has
Hi(A,O) = 0 and Hi(A,O∗) = 0 for all i ≥ 1 (c.f., C.26). The long exact
sequence of cohomology implies then Hi(A,Z) = 0 for i ≥ 2 and the interesting
part of this sequence is

0→ Z(A)→ O(A)→ O∗(A)→ H1(A,Z)→ 0.

The cohomology group H1(A,Z) “measures” the non surjectivity of the map
O(A) → O∗(A). One can show that for a connected open subset with g holes
the group H1(A,Z) is isomorphic to Zg. For A = C one has g = 0 and
H1(A,Z) = 0. For a ring domain A one has g = 1 and H1(A,Z) ∼= Z. This is
in conformity with the explicit calculations of example C.18.

2. Consider the exact sequence of sheaves

0→ R→ C∞ → Ω→ 0

on S1. One can show that the cohomology group Hi with i > 1 is zero for every
sheaf on S1. Moreover the two sheaves C∞ and Ω satisfy H1 is zero. The long
exact sequence of cohomology is now rather short, namely

0→ R→ C∞(S1)→ Ω(S1)→ H1(S1,R)→ 0.

Moreover one can show that H1(S1, A) = A for every constant sheaf of abelian
A groups on S1 (c.f., Example C.22 and C.26). This confirms our earlier explicit
calculation. �
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C.2.2 Construction of the Cohomology Groups

Given are a sheaf (of abelian groups) F on a topological space X and an open
covering U = {Ui}i∈I of X . We choose a total ordering on the index set I, in
order to simplify the definition somewhat. The Čech complex for these data is:

0→ C0(U , F ) d0→ C1(U , F ) d1→ C2(U , F ) d2→ C3 . . . ,

given by

1. We write Ui0,i1,...,in for the intersection Ui0 ∩ Ui1 ∩ · · · ∩ Uin .

2. C0(U , F ) =
∏
i0
F (Ui0).

3. C1(U , F ) =
∏
i0<i1

F (Ui0,i1).

4. And in general: Cn(U , F ) =
∏
i0<i1<···<in F (Ui0,...,in).

5. d0((fi)i) = (fj − fi)i<j . We have omitted in the formula the symbols for
the restrictions maps.

6. d1((fi,j)i<j) = (fi,j−fi,k+fj,k)i<j<k. Again we have omitted the symbols
for the restriction maps.

7. And in general: dn((fi0,...,in)) = (Ai0,...,in+1)i0<···<in+1 , where

Ai0,...,in+1 =
∑

0≤j≤n+1

(−1)jfi0,...,ij−1,ij+1,...,in+1 .

Or in words, the alternating sum (i.e., provided with a sign) of the terms
f∗, where ∗ is obtained from the sequence i0, . . . , in+1 by omitting one
item.

A simple calculation shows that dn ◦ dn−1 = 0 for all n ≥ 1. Thus the above
sequence is a (co)-complex.

Remark C.20 The usual alternating Čech complex

0→ C̃0(U , F )→ C̃1(U , F )→ · · · is defined by

C̃n(U , F ) consists of the elements (fi0,...,in) in
∏
F (Ui0,...,in) satisfying

fπ(i0),...,π(in) = sign(π)fi0,...,in for all permutations π ∈ Sn+1 and fi0,...,in = 0 if
is = it for some s �= t.

After choosing a total order on I, one identifies C̃n(U , F ) with Cn(U , F ). In
particular, the Čech cohomology groups defined by means of 0 → C0(U , F ) →
C1(U , F )→ · · · do not depend on the total order on I.

Definition C.21 The Čech cohomology groups of this complex are again de-
fined as ker(dn)/im(dn−1). The notation for the nth cohomology group is
Ȟn(U , F ).
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For n = 0 one adopts the convention that d−1 = 0 and thus Ȟ0(U , F ) = ker(d0).
According to Exercise C.14 this group equal to F (X).

Consider now n = 1. The ker(d1) consists of the elements (fi,j) satisfying the
relation:

fi1,i2 − fi0,i2 + fi0,i1 = 0

This relation is called the 1-cocycle relation. The elements satisfying this rule
are called 1-cocycles. Thus ker(d1) is the group of the 1-cocycles. The elements
of im(d0) are called 1-coboundaries. The first cohomology group is therefore the
quotient of the group of the 1-cocycles by the subgroup of the 1-coboundaries.
We illustrate this with a simple example:

Example C.22 Let X be the circle S1 and F be the constant sheaf with group
A on S1. The open covering {U1, U2} of X is given by Ui = S1 \ {pi}, where
p1, p2 are two distinct points of S1. The Čech complex is

0→ F (U1)× F (U2)→ F (U1,2)→ 0.

Since U1,2 has two connected components and the Ui are connected, this complex
identifies with

0→ A×A d0→ A×A→ 0,

with d0((a1, a2)) = a2 − a1. One easily sees that the cohomology groups
Ȟn(U , F ) of this complex are A,A, 0, 0, . . . for n = 0, 1, 2, 3, . . . . �

Exercises C.23 Cohomology groups for a covering.
1. X = [0, 1], F is the constant sheaf with group A and U = {U1, U2, U3} with
U1 = [0, 1/2), U2 = (1/4, 3/4), U3 = (1/2, 1]. Calculate the groups Ȟn(U , F ).

2. X = S2= the two dimensional sphere, F is the constant sheaf on X with
group A and U = {U1, U2, U3, U4} is given by:
Choose a “north pole” N and a “south pole” Z on S2. Choose two distinct half
circles L1, L2 from N to Z. Define Ui = S2 \ Li for i = 1, 2. Further U3 is a
small disk around N and U4 is a small disk around Z. Calculate the groups
Ȟn(U , F ). �

This gives some impression about the meaning of the group Ȟ(U , F ) for a
sheaf F on a topological space X with an open covering U . The Čech cohomol-
ogy groups depend heavily on the chosen open covering U and we want in fact,
for a fixed sheaf F , to consider all the open coverings at the same time. We
need for this again another construction.

Let U = {Ui}i∈I and V = {Vj}j∈J be two open coverings of X . One calls V
finer than U (or a refinement of U) if there is a map φ : J → I such that for
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every j ∈ J there is an inclusion Vj ⊂ Uφ(j). From a given φ one deduces a
homomorphism of the complex C∗(U , F ) to the complex C∗(V , F ). This induces
morphisms

m(U ,V , n) : Ȟn(U , F )→ Ȟn(V , F )

for every n ≥ 0. The morphisms do not depend on the choice of φ. For the
definition of the groups Ȟn(X,F ) we need still another notion, namely the direct
limit:

Definition C.24 Direct limit.
1. Let (H,≤) be a partially ordered set such that for every two elements h1, h2 ∈
H there is a third h3 ∈ H with h1 ≤ h3 and h2 ≤ h3. Assume furthermore
that for each h ∈ H , we are given an abelian group Bh and for every pair
h1 ≤ h2 a homomorphism m(h1, h2) : Bh1 → Bh2 . Furthermore, assume that
m(h1, h2) verify the rules: m(h, h) = id and m(h2, h3) ◦m(h1, h2) = m(h1, h3)
if h1 ≤ h2 ≤ h3. The above data are called a direct system of abelian groups

2. The direct limit of this system will be denoted by B := lim→ Bh and is defined
as follows: Let ∪h∈HBh be the disjoint union and let ∼ be the equivalence
relation: d ∼ e if d ∈ Bh1 , e ∈ Bh2 and there is an h3 with h1 ≤ h3, h2 ≤ h3

and m(h1, h3)d = m(h2, h3)e. We define B to be the set of equivalence classes
B = (∪h∈HBh)/ ∼. �

We have already seen an example of a direct limit. Indeed, for a sheaf F
and a point x ∈ X , the stalk Fx is the direct limit of the F (U), where U runs
in the set of the open neighbourhoods of x. That is, Fx = lim→ F (U).

Finally, the collection {Ȟn(U , F )} forms a direct system of abelian groups.
Every one of these groups is indexed by a U and the index set consists of the
collection of all open coverings of X . The partial ordering on the index set is
given by U ≤ V if V is finer is than U . We define now

Ȟn(X,F ) = lim→ Ȟn(U , F ).

For good spaces, for example paracompact, Hausdorff spaces, the Čech cohomol-
ogy groups Ȟn(X,F ) describe the “correct” cohomology and we write them as
Hn(X,F ). We recall the definition and some properties of paracompact spaces.

Definition C.25 A topological space X is called paracompact if every open
covering of X can be refined to a covering {Ui}i∈I by open sets which is locally
finite, i.e., for every point x ∈ X there is an open neighbourhood V such that
V ∩ Ui �= ∅ holds for at most finitely many i ∈ I. �

Some properties of paracompact spaces are:

1. A paracompact Hausdorff space is normal, that is, for any two closed
subsets X1, X2 of X with X1 ∩X2 = ∅ there exist open sets U1 ⊃ X1 and
U2 ⊃ X1 such that U1 ∩ U2 = ∅.
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2. A closed subset of a paracompact space is also paracompact.

3. A metric space is paracompact.

4. A compact space is paracompact.

One can show that for paracompact, Hausdorff spaces X , H∗(X,F ) satisfy the
formalism of cohomology.

It will be clear to the reader that we have skipped a large body of proofs.
Moreover the definition of cohomology is too complicated to allow a direct com-
putation of the groups Hn(X,F ).

The following theorem of Leray ([120], p. 189) gives some possibilities for explicit
calculations.

Theorem C.26 Let X be a paracompact, Hausdorff space. Suppose that the
open covering U = {Ui}i∈I has the property that for all i0, . . . , im ∈ I and every
n > 0 the group Hn(Ui0,...,im , F ) is 0. Then the natural map
Ȟn(U , F )→ Hn(X,F ) is an isomorphism for every n ≥ 0.

This means that in some cases, one needs only to calculate the cohomology
groups with respect to a fixed open covering.

C.2.3 More Results and Examples

A topological space X is called pathwise connected if any two points of X can be
connected by a path. A pathwise connected space X is called simply connected
if any two paths f, g from a ∈ X to b ∈ X are homotopic. The latter notion
is defined by the existence of a continuous H : [0, 1] × [0, 1] → X such that :
H(0, t) = a for all t; H(1, t) = b for all t; H(s, 0) = f(s) for all s; H(s, 1) = g(s)
for all s. The map H is called a homotopy from f to g. Naively, H is a
continuous deformation of the path f to the path g, which leaves the end points
fixed.

Further useful results are (c.f., [110], Ch. 5.12, [51], Ch. II.15):

Theorem C.27 Let X be an open simply connected subspace of Rn and A a
constant sheaf of abelian groups on X. Then Hn(X,A) = 0 for all i > 0.

We note that this result is easily seen to be true for intervals on R of the form
[a, b], [a, b) and (a, b]. Indeed, any open covering can be refined to an open
covering by intervals such that each interval intersects only its neighbours.

Theorem C.28 Let X be a “good” topological space of topological dimension n
and F any abelian sheaf on X. Then Hi(X,F ) = 0 for i > n.
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A possible definition of “topological dimension” would be: dimX ≤ n if every
open covering of X can be refined to an open covering for which the intersection
of any n + 2 members is empty. From this definition, the theorem follows at
once. It is not difficult to prove that the topological dimension of any subset of
Rn is ≤ n. It is a bit more complicated to show that the topological dimension
of Rn is precisely n.

Exercises C.29 Using the formalism of cohomology and the above results,
calculate the groups H∗(X,A) for a constant abelian sheaf A and the space X
given as:

(a) S1, S2, a ring domain.
(b) R2 \D1 ∪D2, where D1, D2 are two disjoint closed disks.
(c) C∗, a topological torus.
(d) An n-dimensional topological torus, i.e., Rn/Zn. �
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Appendix D

Partial Differential
Equations

The Picard-Vessiot theory of linear ordinary differential equations generalizes
to certain systems of linear partial differential equations. In the first section of
this appendix we characterize these systems in terms of k[∂1, . . . , ∂r]-modules,
systems of homogeneous linear differential polynomials, integrable systems of
matrix equations and integrable connections. In the final section we sketch the
Picard-Vessiot theory for this setting and give some indications concerning other
aspects of integrable connections.

D.1 The Ring of Partial Differential Operators

A ∆-ring R is a commutative ring with unit equipped with a set of commuting
derivations ∆ = {∂1, . . . , ∂r}. A ∆-ideal I ⊂ R is an ideal of R such that
∂iI ⊂ I for all i = 1, . . . , r. A ∆-field k is a field which is a ∆-ring. If R is a
∆-ring, the set {c ∈ R | ∂i(c) = 0 for all i = 1, . . . , r} is called the constants of
R. This can be seen to be a ring and, if R is a field, then this set will be a field
as well. Throughout this chapter we will assume that for any ∆-ring, Q ⊂ R
and that its ring of constants is an algebraically closed field.

Examples D.1 ∆-fields
1. Let C be an algebraically closed field and t1, . . . , tr indeterminates. The field
C(t1, . . . , tr) with derivations ∂i, i = 1, . . . , r defined by ∂i(c) = 0 for all c ∈ C
and ∂i(tj) = 1 if i = j and 0 otherwise is a ∆-field.

2. The field of fractions C((t1, . . . , tr)) of the ring of formal power series in r
variables is a ∆-field with the derivations defined as above.

3. For C = C, the complex numbers, the field of fractions C({t1, . . . , tr}) of the

423
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ring of convergent power series in r variables with ∆ defined as above is again
a ∆-field. �

Definition D.2 Let k be a ∆-field. The ring of (partial) differential operators
k[∂1, . . . , ∂r] with coefficients in k is the noncommutative polynomial ring in the
variables ∂i where the ∂i satisfy ∂i∂j = ∂j∂i for all i, j and ∂ia = a∂i+ ∂i(a) for
all a ∈ k. �

When r = 1, we shall refer to this ring as the ring of ordinary differential
operators and this is precisely the ring studied in Chapter 2. In the ordinary
case, any left ideal in this ring is generated by a single element. This is no
longer true for k[∂1, . . . , ∂r] when r > 1. For example, the left ideal generated
by ∂1, ∂2 in k[∂1, ∂2] cannot be generated by a single element.

Definition D.3 A k[∂1, . . . , ∂r]-moduleM is a finite dimensional k-vector space
that is a left module for the ring k[∂1, . . . , ∂r]. �

In the ordinary case, if I ⊂ k[∂], I �= (0), then the quotient k[∂]/I is finite
dimensional k-vector space. This is not necessarily true in the partial case.
For example the left ideal generated by ∂1 in k[∂1, ∂2] does not give a finite
dimensional quotient. We therefore define

Definition D.4 The rank of a left ideal I ⊂ k[∂1, . . . , ∂r] is the dimension of
the k-vector space k[∂1, . . . , ∂r]/I. We say that the ideal I is zero-dimensional
if its rank is finite. �

The following is an analogue of Proposition 2.9 which allows us to deduce the
equivalence of k[∂1, . . . , ∂r]-modules and zero dimensional left ideals of k[∂1, . . . , ∂r].

Lemma D.5 If k contains a non constant, then for any k[∂1, . . . , ∂r]-module
M there is a zero-dimensional left ideal I ⊂ k[∂1, . . . , ∂r] such that M �
k[∂1, . . . , ∂r]/I as k[∂1, . . . , ∂r]-modules.

Proof. There is an element z ∈ k such that ∂1(z) �= 0. By 2.11 there is a
element w ∈M such that k[∂1]w =M. Hence the k[∂1, . . . , ∂r] homomorphism
k[∂1, . . . , ∂r]→M, given by L �→ Lw, is surjective. �

Remarks D.6 1. Given a finite set of elements L1, . . . , Ls ∈ k[∂1, . . . , ∂r],
Gröbner bases techniques allow one to decide if the left ideal I ⊂ k[∂1, . . . , ∂r]
generated by these elements has finite rank and, if so, to calculate this rank (see
[68], [69], [253]).

2. Given a ∆-field k, one can form the ring of differential polynomials
k{y1, . . . , yn} in n variables over k as follows (this should not be confused
with the ring of convergent power series C{z1, . . . , zn}). Let Θ be the free
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commutative multiplicative semigroup generated by the elements of ∆ and let
{θyi}θ∈Θ,i∈{1,...,n} be a set of indeterminates. One defines k{y1, . . . , yn} to be
the ring k[θyi]θ∈Θ,i∈{1,...,n}. This ring has a structure of a ∆-ring defined
by ∂j(θyi) = ∂jθyi. We denote the set of homogeneous linear elements of
k{y1, . . . , yn} by k{y1, . . . , yn}1. Kolchin defines ([161], Ch. IV.5) a ∆-ideal
I to be linear if I is generated (as a ∆-ideal) by a set Λ ⊂ k{y1, . . . , yn}1. He
further shows that if this is the case then

I ∩ k{y1, . . . , yn}1 = the k-span of {θL}θ∈Θ,L∈Λ . (D.1)

The codimension of I ∩ k{y1, . . . , yn}1 in k{y1, . . . , yn}1 is called the linear
dimension of I (which need not be finite). Let U be a universal field over k with
constants C, that is a ∆-field that contains a copy of every finitely generated
differential extension field of k. Kolchin shows ([161], Ch. IV.5, Corollary 1) that
the mapping that sends any finite dimensional C-subspace V of Un to the ∆-ideal
I(V) of elements of k{y1, . . . , yn} that vanish on V is a bijective mapping onto
the set of linear ∆-ideals of finite linear dimension. Furthermore if dimC V = m
then I(V) has linear dimension m. Therefore one can say that the linear ∆-
ideals of finite linear dimension correspond to systems of homogeneous linear
partial differential equations whose solution spaces are finite dimensional.

Let us now consider the case of n = 1, that is the ∆-ring k{y}. The map
θ �→ θy induces a k-linear bijection ψ between k[∂1, . . . , ∂r] and k{y}1. If I is
a left ideal of k[∂1, . . . , ∂r], then ψ(I) will generate a linear ∆-ideal J in k{y}.
Equation D.1 implies that this yields a bijection between the sets of such ideals.
Furthermore, I has finite rank m if and only if J has finite linear dimension m.
Therefore, the left ideals I in k[∂1, . . . , ∂r] of finite rank correspond to systems
of homogeneous linear differential equations in one indeterminate having finite
dimensional solution spaces in U .

3. One can also study the ring of differential operators with coefficients in a ring.
For example, the ringD = C[z1, . . . , zr, ∂1, . . . , ∂r] where zizj = zjzi and ∂i∂j =
∂j∂i for all i, j, and ∂ixj = xj∂i if i �= j and ∂ixi = xi∂i + 1 is referred to as
the Weyl algebra and leads to the study of D-modules. We refer to [38] and[74]
and the references therein for an exposition of this subject as well as [68], [69],
[183], and [253] for additional information concerning questions of effectivity.
Given a left ideal J in D, one can consider the ideal I = Jk[∂1, . . . , ∂r] with
k = C(z1, . . . , zn). The holonomic rank of J (see the above references for a
definition of this quantity) is the same as the rank of I (see Chapter 1.4 of
[253]). �

We now make the connection between k[∂1, . . . , ∂r]-modules and systems of
equations of the form

∂iu = Aiu i = 1, . . . , r (D.2)

where u ∈ km and each Ai is an m ×m matrix with entries in k.Let M be a
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k[∂1, . . . , ∂r]-module and let e1, . . . , em be a k-basis ofM. For each � = 1, . . . r,
may write

∂�ei = −
∑
j

aj,i,�ej (D.3)

where A� = (ai,j,�) is an m×m matrix with entries in k. If u =
∑

i uiei ∈ M,
then ∂�u =

∑
i(∂�(ui) −

∑
j ai,j,�uj)ei (note that ∂�u denotes the action of ∂�

onM while ∂�(u) denotes the application of the derivation to an element of the
field). Therefore, once a basis of M has been selected and the identification
M � kn has been made, we have that the action of ∂i on kn is given by
u �→ ∂i(u)−Aiu, where ∂i(u) denotes the vector obtained by applying ∂i to each
entry of u. In particular, for u ∈ kn, u is mapped to zero by the action of ∂i if and
only if u satisfies ∂i(u) = Aiu. SinceM is a k[∂1, . . . , ∂r]-module, the actions of
∂i and ∂j commute for any i, j and so (∂i −Ai)(∂j −Aj) = (∂j −Aj)(∂i −Ai).
This is equivalent to

∂i(Aj) +AiAj = ∂j(Ai) +AjAi for all i, j. (D.4)

These latter equations are called the integrability conditions for the operators
∂i −Ai.

Definition D.7 For i = 1, . . . , r, let Ai be an m×m matrix with coefficients
in k. We say that the system of linear equations {∂iu = Aiu} is an integrable
system if any pair of matrices Ai, Aj satisfy the integrability conditions (D.4).
�

We have shown in the discussion preceding the above definition that selecting
a k-basis for a k[∂1, . . . , ∂r]-module leads to an integrable system. Conversely,
given an integrable system, one can define a k[∂1, . . . , ∂r]-module structure on
km via Equations (D.3), where the ei are the standard basis of km. The inte-
grability conditions insure that the actions of any ∂i and ∂j commute.

We end this section with a description of the terminology of integrable connec-
tions. In the ordinary case, we have encountered this in Section 6.1 and this
setting most readily generalizes to give a coordinate-free way of presenting linear
differential equations on manifolds.

In Section 6.1 we defined a universal differential module but noted that for many
applications this object is too large and restricted ourselves to smaller modules.
All of these fit into the following definition:

Definition D.8 Let C ⊂ k be fields of characteristic zero with C algebraically
closed. A special differential (Ω, d) is a finite dimensional k-vector space Ω
together with a map d : k → Ω such that

1. The map d is C-linear and d(fg) = fd(g) + gd(f) for all f, g ∈ k.
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2. The kernel of d is C.

3. Ω is generated as a k-vector space by d(k).

4. The k-linear vector space der(k) := {l ◦ d| l ∈ Homk(M,k)}, consisting
of C-linear derivations on k, is closed under Lie brackets [ , ] (i.e., for
D1, D2 ∈ der(k) one has that [D1, D2] := D1D2 −D2D1 ∈ der(k)).

�

Consider a special differential d : k → Ω. Choose elements t1, . . . , tr ∈ k such
that {dt1, . . . , dtr} is a basis of Ω. Let li : Ω → k be the k-linear map given
by li(dtj) = 1 for j = i and 0 for i �= j. Put ∂i = li ◦ d for i = 1, . . . , r.
Then {∂i}i is a k-basis for the Lie algebra der(k). Consider D := [∂i, ∂j ]. One
verifies that D(ts) = 0 for s = 1, . . . , r. Since D ∈ der(k), it follows that D = 0.
Thus a special differential (Ω, d) gives rise to the ∆-field structure on k given
by {∂1, . . . , ∂r}. This structure is special in the sense that there are elements
t1, . . . , tr ∈ k such that ∂itj = 1 for j = i and 0 otherwise. Moreover the
intersection of kernels of the ∂i is the prescribed field C. On the other hand
a ∆-field with ∆ = {∂i}ri=1 for which elements t1, . . . , tr ∈ k exist with the
above properties and with field of constants C, induces the special differential
d : k → Ω := kdt1 ⊕ · · · ⊕ kdtr with d(f) :=

∑
i ∂i(f)dti.

We conclude that the concept of a ∆-field k is slightly more general than that
of a special differential.

Examples D.9 1. k is an algebraic extension of a purely transcendental exten-
sion C(t1, . . . , tr) of C and Ω is the universal differential module Ωk/C (see Sec-
tion 6.1). In this case Ω is a k-vector space of dimension r with basis dt1, . . . , dtr
and d : k → Ω is given by d(f) = ∂1(f)dt1+ · · ·+∂r(f)dtr where ∂i is the unique
extension of the derivation ∂

∂ti
on C(t1, . . . , tr).

2. k is an algebraic extension of C((t1, . . . , tr)), where this latter field is defined
as in Examples D.1.2. Here one can take Ω to be the k-vector space of dimension
r with basis dt1, . . . , dtr and d is defined as above. Note that Ω is not the
universal differential since there are derivations on C((t1, . . . , tr)) which are not
k-linear combinations of the ∂i.

3. One can replace in 2. the field C with C, the complex numbers, and
C((t1, . . . , tr)) with C({t1, . . . , tr}), the field of fractions of the ring of con-
vergent power series (see Examples D.1.3) and construct Ω in a similar manner.
�

Definition D.10 Fix a special differential d : k → Ω. Let M denote a finite
dimensional vector space over k. A connection ∇ on M is a map ∇ : M →
Ω⊗kM satisfying:

1. ∇ is a C-linear.
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2. ∇(λv) = d(λ)⊗ v + λ∇(v) for all λ ∈ k and v ∈M .

For any k-linear map l : Ω → k and corresponding derivation l ◦ d : k → k one
defines ∇l◦d := M

∇→ Ω⊗M l⊗idM→ M . A connection is integrable if for any two
k-linear maps l1, l2 : Ω→ k one has

[∇l1◦d,∇l2◦d] = ∇[l1◦d,l2◦d] .

�

We now show that the concept of an integrable connection is equivalent to an
integrable system of linear partial differential equations. Let (Ω, d) be a special
differential for k. We will use the notations following Definition D.8. Let (∇,M)
be a connection. One considers the partial differential operators ∇∂i : M →M
for i = 1, . . . , r. If the connection is integrable then the ∇∂i commute, since the
∂i commute. The converse is also easily verified.
As a consequence, all connections are integrable for r = 1.

D.2 Picard-Vessiot Theory and some Remarks

In this section we shall reexamine the material in the first part of this book
and discuss to what extent the theory developed there generalizes to partial
differential equations.

Our main object of study will be an integrable system {∂iu = Aiu} where the
Ai are m×m matrices with coefficients in some ∆-field k (see Definition D.7).
We shall denote such a system with the notation ∂u = Au.

One begins this study as in Sections 1.1 and 1.2 with the study of ∆-rings and
∆-fields. As we have shown in the previous section, there is a correspondence be-
tween integrable systems and zero dimensional right ideals in k[∂1, . . . , ∂r] which
is analogous to the correspondence between differential equations Y ′ = AY and
operators L ∈ k[∂]. The results of Section 1.2 carry over to the case of in-
tegrable systems. A small difference is that one does not have a wronskian
matrix. Nonetheless, there is a result corresponding to Lemma 1.12 that is
useful in transferring the results of Chapter 1 to the case of partial differential
equations. In Remarks D.6.2, we defined Θ to be the free commutative multi-
plicative semigroup generated by the elements of ∆. We denote by Θ(s) the
set of elements of Θ of order less than or equal to s.

Lemma D.11 Let k be a ∆-field with field of constants C and let y1, . . . , yn be
elements of k. If these elements are linearly dependent over C then

det(θiyj)1≤i≤n,1≤j≤n = 0 (D.5)
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for all choices of θ1, . . . θn ∈ Θ. Conversely, if Equation (D.5) holds for all
choices of θ1, . . . , θn with θi ∈ Θ(i − 1), 1 ≤ i ≤ n, then y1, . . . , yn are linearly
dependent over C.

Proof. If
∑n

i=1 ciyi = 0 for c1, . . . , cn ∈ C not all zero, then
∑n

i=1 ciθyi = 0
for all θ ∈ Θ so Equation (D.5) holds.

We prove the converse by induction on n. We may assume that n > 1 and that
there exist θ′i ∈ Θ(i− 1), 1 ≤ i ≤ n− 1, such that detN �= 0 where

N = (θiyj)1≤i≤n−1,1≤j≤n−1 .

Under our assumption, this implies that the matrix

M = (θyj)θ∈Θ(n−1),1≤j≤n−1

has rank precisely n − 1. Therefore, the space V of vectors (d1, . . . , dn) ∈ kn
such that

∑n
j=1 djθyj = 0 for all θ ∈ Θ(n− 1) has dimension 1. Let (c1, . . . , cn)

be an element of V with some cj = 1. For any ∂ ∈∆ we have that

0 = ∂(
n∑
j=1

cjθyj) =
n∑
j=1

∂(cj)θyj +
n∑
j=1

cj∂θyj .

However, if θ ∈ Θ(n − 2) then ∂θ ∈ Θ(n − 1) and so
∑n

j=1 ∂(cj)θyj = 0. In
particular this holds for θ = θ′i, 1 ≤ i ≤ n−1, as defined above. Since any row of
M is a k-linear combination of the rows (θ′iy1, . . . , θ

′
iyn), 1 ≤ i ≤ n− 1, we have

that
∑n
j=1 ∂(cj)θyj = 0 for any θ ∈ Θ(n−1). Therefore, (∂(c1), . . . , ∂(cn)) ∈ V

and we can conclude that (∂(c1), . . . , ∂(cn)) is a k-multiple of (c1, . . . , cn). Since
cj = 1 and ∂(cj) = 0, we have that each ∂(ci) = 0. This holds for all ∂ ∈∆ so
each ci ∈ C. �

Remark D.12 1. In [161], Kolchin proves a result (Ch. II, Theorem 1) that
gives criteria similar to Lemma D.11 for a set of n elements in kt to be lin-
early dependent over C. The above result gives these criteria for t = 1 and the
proof is the same as Kolchin’s but specialized to this situation. Lemma D.11
is sufficient for the Galois theory of partial differential equations. For exam-
ple, Corollary 1.40 can be stated and proven for partial differential Picard-
Vessiot extensions. In this case, the use of the wronksian matrix W (y1, . . . , yn)
and reference to Lemma 1.12 are replaced by a nonsingular matrix of the form
(θiyj)1≤i≤n,1≤j≤n for some θi ∈ Θ(i− 1), 1 ≤ i ≤ n. �

Exercise D.13 Let d : k → Ω be a special differential and ∇ : M → Ω ⊗k M
an integrable connection. Adapt the proof of 1.7 in order to show that the
dimension of the C-vector space {m ∈M | ∇m = 0} is less than or equal to the
dimension of M over k. �
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We now turn to the Picard-Vessiot theory of integrable systems. The field of
constants C of the ∆-field is supposed to be algebraically closed of characteristic
0. Analogous to the ordinary case (Definition 1.15), one defines

Definition D.14 A Picard-Vessiot ring over k for the system ∂u = Au, is a
∆-ring over k satisfying:

1. R is a simple ∆-ring, i.e., the only ∆-ideals are R and (0).

2. There exists a fundamental matrix B for ∂u − A with coefficients in R,
i.e., a matrix B ∈ GLm(R) satisfying ∂iB = AiB for i = 1, . . . , r.

3. R is generated as a ring by k, the entries of a fundamental matrix B and
the inverse of the determinant of B.

�

All of the results of Chapter 1 remain true for integrable systems and the proofs
in this context are easy modifications of the proofs given there.

1. Picard-Vessiot extensions exist and are unique up to k-isomorphism.

2. If R is a Picard-Vessiot ring then the set of ∆-k-algebra automorphisms (k-
algebra automorphisms σ ofR such that ∂i(σ(f)) = σ(∂i(f)) for all f ∈ R)
has a natural structure of a linear algebraic group. This group is called
the differential Galois group of the ∂ −A and is denoted by Aut∆(R/k).
In particular, if V = {v ∈ Rm | ∂iv = Aiv for all i = 1, . . . r} then V is left
invariant by Aut∆(R/k) and the image of Aut∆(R/k) is a Zariski-closed
subgroup of GL(V ).

3. We define a Picard-Vessiot field for the integrable system ∂ − A to be
the field of fractions of a Picard-Vessiot ring for this equation. As in
Proposition 1.22, one has that a ∆-field L ⊃ k is a Picard-Vessiot field
for ∂ − A if and only if the field of constants of of L is C, there exists
a fundamental matrix B ∈ GLm(L) for this equation and L is generated
over k by the entries of B.

4. There is a Galois correspondence precisely as described in Proposition 1.34.

5. As in 1.28, one can show that a Picard-Vessiot ring over a field k is the
coordinate ring of a G-torsor, where G is the Galois group of the equation.

6. Given ∆-fields k ⊂ K, one can define t ∈ K to be an integral (of an
element of k) if ∂t ∈ k for all ∂ ∈∆. Similarly, one can define an element
t ∈ K to be an exponential (of an integral of an element of k) if ∂t/t ∈ k
for all ∂ ∈ ∆. With these definitions, the results of Section 1.5 can be
generalized to ∆-fields. In particular, Theorem 1.43 holds.
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In [161], Kolchin develops a Galois theory for linear differential ideals in
k{y1, . . . , yr} of finite linear dimension and shows in Chapter VI.6 that Picard-
Vessiot extensions for such an ideal are always generated by a fundamental
system of zeroes of such an ideal where r can be taken to be equal to 1. Therefore
the theory outlined here is equivalent to Kolchin’s theory.

We finish this appendix with some remarks concerning other aspects of connec-
tions. For integrable connections, or more generally for k[∂1, . . . , ∂r]-modules,
one can clearly define the notions of homomorphism, direct sums, tensor prod-
uct, etc. The Tannakian equivalence of Theorem 2.33 remains valid for an
integrable connection (∇,M) and its differential Galois group G. In particular,
the results in Chapter 2 relating the behaviour of differential modules and that
of the differential Galois group (e.g., reducibility, complete reducibility) remain
valid in the context of integrable connections.

The formal theory concerns the field k = C((t1, . . . , tr)) and the special
differential d : k → Ω = kdt1 ⊕ · · · ⊕ kdtr (see Examples D.9). No general
version of Theorem 3.1 for (formal) integrable connections is known. However,
there are classifications of integrable systems of a very special form in [95, 65]
and there are some more general ideas in [184] (see also [185]).

Very little has been written concerning algorithms similar to those in Chap-
ter 4 for integrable systems. Algorithms to find rational solutions of integrable
systems appear in [173] and [214], (see also [63] and [64]). An algorithm to find
solutions of integrable systems all of whose logarithmic derivatives are rational
can be found in [173]. Algorithmic questions concerning the reducibility of an
integrable system are dealt with in [286] (see also [285]).

As in the one-dimensional case, the analytic theory of integrable connec-
tions, without singularities, on a complex analytic manifold is related to local
systems and representations of the fundamental group. Regular singular inte-
grable connections were first presented in [80]. In this book Deligne investigates
the basic properties of connections with regular singularities and gives a solu-
tion of the weak Riemann-Hilbert Problem. This theory is further developed
in [191]. Meromorphic integrable connections with irregular singularities and
their asymptotic properties are treated in [193, 195], [251, 252] and [185].
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[6] K. Adzamagbo. Sur l’effectivité du lemme du vecteur cyclique. Comptes
Rendues de l’Académie des Sciences, 306:543–546, 1988.

[7] L. Ahlfors. Complex Analysis. McGraw Hill, New York, second edition,
1966.
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IMAC-LMC, Université de Grenoble I, 1997. RR 988.

[25] Cassidy Bass, Buium, editor. Selected Works of Ellis Kolchin with Com-
mentary. American Mathematical Society, 1999.

[26] A. Beauville. Monodromie des systèmes différentiels à pôles simples sur
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Birkhäuser, Boston, 1991.
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[213] D. Mumford. Algebraic Geometry I: Complex Projective Varieties.
Springer Verlag, Berlin, 1976.



448 BIBLIOGRAPHY

[214] T. Oaku, N. Takayama, and H. Tsai. Polynomial and rational solutions
of holonomic systems. Technical report, to appear in Journal of Pure and
Applied Algebra, 2000.

[215] C. Okonek, M. Schneider, and H. Spindler. Vector Bundles on Complex
Projective Space. Progress in Mathematics, 3. Birhäuser, Boston, 1980.
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équations différentielles linéaires du second ordre. Atti dell’Accad. Pont.
de Nuovi Lincei, 36:243–388, 1881.
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[220] E. Pflügel. Effective formal reduction of linear differential systems. Tech-
nical report, LMC-IMAG, Grenoble, 1999. To appear in Applied Algebra
in Engineering, Communication, and Computing.

[221] A. Pillay. Differential Galois theory, II. Ann. Pure Appl. Logic, 88(4):181–
191, 1997.

[222] A. Pillay. Differential Galois theory, I. Illinois Journal of Mathematics,
42(4):678–699, 1998.

[223] J. Plemelj. Problems in the sense of Riemann and Klein. Interscience,
New York, 1964.

[224] E.G.C. Poole. Introduction to the Theory of Linear Differential Equations.
Dover Publications, New York, 1960.

[225] M. van der Put. Grothendieck’s conjecture for the Risch equation y′ =
ay + b. Indagationes Mathematicae, 2001.

[226] M. van der Put. Differential equations in characteristic p. Compositio
Mathematica, 97:227–251, 1995.

[227] M. van der Put. Singular complex differential equations: An introduction.
Nieuw Archief voor Wiskunde, vierde serie, 13(3):451–470, 1995.

[228] M. van der Put. Reduction modulo p of differential equations. Indaga-
tiones Mathematicae, 7:367–387, 1996.



BIBLIOGRAPHY 449

[229] M. van der Put. Recent work in differential Galois theory. In Séminaire
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des Sciences de Grenoble, 1987.

[281] B. M. Trager. On the Integration of Algebraic Functions. PhD thesis,
MIT, 1984.

[282] C. Tretkoff and M. Tretkoff. Solution of the inverse problem in differential
Galois theory in the classical case. American Journal of Mathematics,
101:1327–1332, 1979.

[283] S. P. Tsarev. Problems that appear during factorization of ordinary linear
differential operators. Programming and Computer Software, 20(1):27–29,
1994.

[284] S. P. Tsarev. An algorithm for complete enumeration of all factorizations
of a linear ordinary differential operator. In Lakshman Y. N., editor, Pro-
ceedings of the 1996 International Symposium on Symbolic and Algebraic
Computation, pages 226–231. ACM Press, 1996.



BIBLIOGRAPHY 453

[285] S.P. Tsarev. Factorization of linear partial differential operators and Dar-
boux integrability of nonlinear PDE’s. SIGSAM Bulletin, 32(4):21–28,
1998.

[286] S.P. Tsarev. Factorzation of overdetermined systems of linear PDE’s with
finite dimensional solution space. Technical report, Krasnoyarsk State
Pedagogical University, 2000.

[287] H. Turrittin. Convergent solutions of ordinary differential equations in the
neighborhood of an irregular singular point. Acta Mathematica, 93:27–66,
1955.

[288] H. Turrittin. Reduction of ordinary differential equations to the Birkhoff
Canonical form. Trans. of the A.M.S., 107:485–507, 1963.

[289] F. Ulmer. On liouvillian solutions of differential equations. Applicable
Algebra in Engineering, Communication and Computing, 2:171–193, 1992.

[290] F. Ulmer. Irreducible linear differential equations of prime order. Journal
of Symbolic Computation, 18(4):385–401, 1994.

[291] F. Ulmer and J.-A. Weil. A note on Kovacic’s algorithm. Journal of
Symbolic Computation, 22(2):179 – 200, 1996.

[292] H. Umemura. Birational automorphism groups and differential equations.
Nagoya Mathematics Journal, 119:1–80, 1990.

[293] H. Umemura. Differential Galois theory of infinite dimension. Nagoya
Mathematics Journal, 144:59–135, 1996.

[294] H. Umemura. Galois theory of algebraic and differential equations. Nagoya
Mathematics Journal, 144:1–58, 1996.

[295] H. Umemura. Lie-Drach-Vessiot Theory. In CR-Geometry and Overde-
termined Systems, volume 25 of Advanced Studies in Pure Mathematics,
pages 364–385. North-Holland, 1999.

[296] V. S. Varadarajan. Meromorphic differential equations. Expositiones
Mathematicae, 9(2):97–188, 1991.

[297] V. S. Varadarajan. Linear meromorphic differential equations: A mod-
ern point of view. Bulletin (New Series) of the American Mathematical
Society, 33(1):1 – 42, 1996.

[298] E. Volcheck. Resolving Singularities and Computing in the Jacobian of a
Plane Algebraic Curve. PhD thesis, UCLA, 1994.

[299] E. Volcheck. Testing torsion divisors for symbolic integration. In Wolf-
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