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Constitutive activation of the transcription factor nuclear factor-�B
(NF-�B) plays a major role in inflammatory diseases as well as cancer by indu-
cing the endogenous expression of many proinflammatory proteins such as
chemokines, and facilitating escape from apoptosis. The constitutive expres-
sion of chemokines such as CXCL1 has been correlated with growth, angio-
genesis, and metastasis of cancers such as melanoma. The transcription of
CXCL1 is regulated through interactions of NF-�B with other transcriptional
regulatory molecules such as poly(ADP-ribose) polymerase-1 (PARP-1) and
cAMP response element binding protein (CREB)-binding protein (CBP). It
has been proposed that these two proteins interact with NF-�B and other en-
hancers to form an enhanceosome at the promoter region of CXCL1 and
modulate CXCL1 transcription. In addition to these positive cofactors, a

Progress in Nucleic Acid Research Copyright 2003, Elsevier (USA).
and Molecular Biology, Vol. 74 1 All rights reserved.

0079-6603/03 $35.00



negative regulator, CAAT displacement protein (CDP), may also be involved
in the transcriptional regulation of CXCL1. It has been postulated that the
elevated expression of CXCL1 in melanomas is due to altered interaction
between these molecules. CDP interaction with the promoter down-regulates
transcription, whereas PARP and=or CBP interactions enhance transcription.
Thus, elucidation of the interplay between components of the enhanceo-
some of this gene is important in finding more efficient and new therapies
for conditions such as cancer as well as acute and chronic inflammatory
diseases.

I. Chemotactic Cytokines

Chemokines are small, proinflammatory, inducible, secreted cytokines that
are involved in trafficking, activation, and proliferation of many cell types such
as myeloid, lymphoid, pigment epidermal, and endothelial cells (1). Chemo-
kine proteins are encoded by 70–130 amino acids, which also include a signal
peptide sequence of 20–25 amino acids. It is interesting to note that although
chemokines share little homology in their primary sequence, their overall ter-
tiary structure is similar (2). Chemokines have been observed to form dimers
in concentrated solutions and on crystallization, however, these concentrations
are much higher than the biological concentrations. It is now commonly
accepted that chemokines act as monomers in biological systems (2–4). To
date, over 50 chemokines have been identified and assigned to four classes
according to their arrangement of the first two of four conserved cysteine resi-
dues: C, CC, CXC, and CX3C chemokines (Table I). The C chemokines such
as lymphotactin (XCL1) lack two of the four conserved cysteine residues,
whereas CC chemokines have the first two cysteines adjacent to each other;
examples are chemoattractant protein-1 (CCL2), macrophage inflammatory
protein-1� (CCL3), and regulated upon activation of normal T cells expressed
and secreted (CCL5). In CX3C chemokines, three amino acid residues separ-
ate the first two cysteines, e.g., fractalkine (CX3CL1), whereas in CXC chemo-
kines such as melanocyte growth stimulatory activity=growth-related oncogene
(CXCL1-3), interleukin 8 (CXCL-8), monokine induced by interferon-�
(CXCL9), interferon-�-inducible protein-10 (CXCL10) and IFN-inducible T
cell �-chemoattractant (CXCL11), only one amino acid residue separates the
first two cysteines (1, 9). CXC chemokines may contain a Glu-Leu-Arg (ELR)
motif at the amino terminus (e.g., CXCL1-3, CXCL8). Chemokines that con-
tain the ELR motif are associated with angiogenesis, whereas chemokines
lacking this motif are associated with angiostasis (e.g., CXCL9, CXCL10, and
CXCL11) (5, 6).
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TABLE I
CXC, C, CX, C, and CC Chemokine and Receptor Famillesa

Systematic
name

Chromosome Human ligand Mouse ligand Chemokine
receptor(s)

CXC chemokine=receptor family

CXCL1 4q21.1 GRO�=MGSA� GRO=MIP2=KC? CXCR2>CXCR1

CXCL2 4q21.1 GRO�=MGSA� GRO=MIP2=KC? CXCR2

CXCL3 4q21.1 GRO� =MGSA� GRO=MIP2=KC? CXCR2

CXCL4 4q21.1 PF4 PF4 Unknown

CXCL5 4q21.1 ENA7B GCP2=LIX? CXCR2

CXCL6 4q21.1 GCP2 GCP2=LIX? CXCR1, CXCR2

CXCL7 4q21.1 NAP2 Unknown CXCR2

CXCL8 4q21.1 IL-8 Unknown CXCR1, CXCR2

CXCL9 4q21.1 MIG MIG CXCR3 (CD183)

CXCL10 4q21.1 IP10 IP10CRG2 CXCR3 (CD183)

CXCL11 4q21.1 ITAC ITAC CXCR3 (CD183)

CXCL12 10q11.21 SDF1�=� SDF1=PBSF CXCR4 (CD184)

CXCL13 4q21.1 BCA1 BLC CXCR5

CXCL14 5q31.1 BRAK=Bolckine BRAK Unknown

(CXCL15) Unknown Unknown Lungkine=WECHE Unknown

CXCL16 17p13 Unknown Unknown CXCR6

C chemokine=receptor family

XCL1 1q24.2 Lymphotactin=
SCM1�=ATAC

Lymphotactin XCR1

CX3C chemokine=receptor family

CX3 CL1 16q13 Fractalkine Neurotactin=
ABCD3

CX3 CR1

CC chemokine=receptor family

CCL1 17q11.2 1309 TCA3=P500 CCR3

CCL2 17q11.2 MCP1=MCAF=TDCF JE? CCR2

CCL3 17q12 MIP1�=LD78� MIP1� CCR1, CCR5

CCL3L1 17q12 LD78� Unknown CCR1, CCR5

CCL4 17q12 MIP1� MIP1� CCR5 (CD195)

CCL5 17q12 RANTES RANTES CCR1, CCR3,
CCR5 (CD195)

(CCL6) Unknown C10=MRP1 Unknown

(Continues)
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Systematic
name

Chromosome Human ligand Mouse ligand Chemokine
receptor(s)

CCL7 17q11.2 MCP3 MARC? CCR1, CCR2,
CCR3

CCL8 17q11.2 MCP2 MCP2? CCR3, CCR5
(CD195)

(CCL9=10) Unknown MRP2=CCF18=
MIP1�

CCR1

CCL11 17q11.2 Eotaxin Eotaxin CCR3

(CCL12) Unknown MCP5 CCR3

CCL13 17q11.2 MCP4 Unknown CCR2, CCR3

CCL14 17q12 HCC1 Unknown CCR1, CCR5

CCL15 17q12 HCC=LKN1=MP1� Unknown CCR1, CCR3

CCL16 17q12 HCC4=LEC=LCC1 Unknown CCR1, CCR2

CCL17 16q13 TARC TARC=ABCO2 CCR4

CCL18 17q12 DC-CK1=PARC=
AMAC1

Unknown Unknown

CCL19 9p13.3 MIP3�=ELC=
exodus-3

MIP3�=ELC=
exodus-3

CCR7 (CD197)

CCL20 2q36.3 MIP3�=LARC=
exodus-1

MIP3�=LARC=
exodus-1

CCR6

CCL21 9p13.3 6Ckine=SLC=
exodus-2

6Ckine=SLC=
exodus-2=TCA4

CCR7 (CD197)

CCL22 16q13 MDC=STCP1 ABCD1 CCR4

CCL23 17q12 MPIF1=CK� 8=
CK�8-1

Unknown CCR1

CCL24 7q11.23 Eotaxin-2=MPIF2 MPIF2 CCR3

CCL25 19p13.3 TECK TECK CCR9

CCL26 7q11.23 Eotaxin-3 Unknown CCR3

CCL27 9p13.3 CTACK=ILC ALP=CTACK=ILC=
ESkine

CCR10

CCL28 5p12 MEC CCR3=CCR10

aReproduced with permission from International Union of Immunological Societies=World Health
Organization Subcommittee on Chemokine Nomenclature. J. Leukoc. Biol. 70, 465–466 (2001). The Society for
Leukocyte Biology.

TABLE I (Continued)
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The expression of the chemokine superfamily is regulated through multiple
pathways. Cytokines such as interleukin-1 (IL-1)1 and tumor necrosis factor-�
(TNF-�) induce their expression through activation of nuclear factor-�B (NF-
�B) (7), whereas interferon-� (IFN-�) acts through the Janus kinases
(JAK)=signal tranducer and activator of transcription proteins (STAT) pathway
(8). Transforming growth factor-� (TGF-�) and glucocorticoids negatively
regulate chemokine expression (9). The functions of chemokines are mediated
through seven transmembrane domain, G protein-coupled cell surface chemo-
kine receptors (9–11). The binding of chemokines to their receptors occurs
through interactions of two regions with the receptor. The low-affinity binding
of chemokines to the receptors is mediated by an exposed loop of the backbone
between the second and third cysteines, whereas high-affinity binding to the
receptors requires the N-terminus. The binding of the NH2-terminal to the re-
ceptor is required for receptor signaling and its amino acid composition is
important in determining the degree of chemokine binding to the receptor (2).

II. Receptors of Chemokines

The functions of chemokines are mediated through seven transmembrane
G-protein-coupled cell surface receptors. Chemokine receptors are 340–370
amino acids in length with 25–80% amino acid identity (12). The structures
of chemokine receptors have not yet been fully solved; however, they are
believed to have common features such as four extracellular domains each
with one cysteine residue, a conserved 10 amino acid sequence in the second

1 Abbreviations: IL, interleukin; TNF-�, tumor necrosis factor-�; NF-�B, nuclear factor-�B;
IFN-�, interferon-�; JAK, Janus kinases; STAT, signal tranducer and activator of transcription
proteins; TGF-�, transforming growth factor-�; GTP, guanosine triphosphate; GDP, guanosine
diphosphate; PLC2, phospholipase C�2; IP3, inositol 1,4,5-triphosphate; PIP2, phosphatidylinositol
4,5-bisphosphate; PKC, protein kinase C; PI3K, phosphatidylinositol 3-kinase; MAPK, mitogen-
activated protein kinases; HIP, Hsp70 interacting protein; ICAM-1, intercellular adhesion
molecule-1; VCAM-1, vascular cell adhesion molecule-1; CTAPIII, connective tissue-activating
peptide; MS, multiple sclerosis; AP-1, activator protein-1; NF-IL6, nuclear factor activated by
interleukin 6; IRF, IFN-regulatory factor; Sp1, stimulating protein-1; HMGI=Y, high mobility
group-I=Y; C=EBP, CAAT enhancer binding protein; IUR, immediate upstream region; NRF, NF-
�B repressing factor; CBP, cAMP response element binding protein (CREB)-binding protein; HAT,
histone acetyltransferase; HDAC, histone deacetylase; CDP, CAAT displacement protein; PARP,
poly(ADP-ribose) polymerase; I�B, inhibitor of �B; NLS, nuclear localization signal; IKK, I�B
kinase; PKA, protein kinase A; CKII, casein kinase II; PIP3, phosphatidylinositol 3,4,5-
trisphosphate; PDK, 3-phosphoinositide-dependent protein kinase; PTEN, phosphatase and tensin
homologue deleted on chromosome 10; NIK, NF-�B-inducing kinase; TRAF2, TNF receptor-
associated factor 2; ERK1=2, extracellular signal-regulated kinase 1 and 2; Cdk, cyclin-dependent
kinases; NAD+, �-nicotinamide adenine dinucleotide; BER, base excision repair; HD, Cut
homeodomain; CYP7A1, human cholesterol-7 hydroxylase; HNF-1, hepatocyte nuclear factor-1.
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intracellular loop, an acidic NH2-terminus that contains N-linked glycosylation
sites and is involved in the ligand binding, and an intracellular C-terminus
containing serine and threonine phosphorylation sites (13, 14).

There is a wide variation in terms of chemokine and chemokine receptor
selectivity. Certain chemokines bind only one receptor, whereas others may
bind many different receptors. Receptors may also be exclusive for one or
more chemokines (15, 16). In general chemokines from the same gene cluster
tend to bind similar receptors (17). Once the receptor binds a chemokine,
it gets phosphorylated by a G-protein receptor-coupled kinase, an event
proposed to stabilize receptor desensitization. Subsequently, the receptor is in-
ternalized (18). The receptors may also undergo heterologous desensitization,
where its serine residues are phosphorylated without ligand binding (19).

To date 19 human chemokine receptors have been identified among which
6 receptors selectively bind CXC chemokines and thus have been designated
CXCR1 through 6, and 10 receptors, CCR1 to CCR10, all bind the CC chemo-
kines. Receptors for fractalkine and lymphotactin were recently identified and
named CX3CR1 (20) and XCR1 (21), respectively. The Duffy antigen receptor
also includes the chemokine receptor family and binds promiscuously to both
CXC and CC chemokines (22).

The biological functions of CXCL1 are known to be mediated through
CXCR2. This receptor has been shown to be expressed on all granulocytes,
monocytes, and mast cells, and on some CD8þ T cells and CD56þ natural
killer cells as well as melanocytes. By binding and activating CXCR2, CXCL1
modulates inflammation, angiogenesis, wound healing, tumorigenesis, and cell
motility (23–25).

The signal transduction mechanism of chemokine receptors is dependent
on the trimeric G-protein that is coupled to the receptor. G-proteins function
as molecular switches that can flip between two states: active when guanosine
triphosphate (GTP) is bound, and inactive when guanosine diphosphate
(GDP) is in place. When the ligand binds to the receptor, a conformational
change in the receptor causes its association with the G-protein to facilitate
the exchange of GDP for GTP. In this activated state, the G-protein dissociates
into G� and G�� subunits, so that G�� is able to activate the membrane
bound phospholipase C�2 (PLC2). PLC2 in turn catalyzes the synthesis of
1,4,5-trisphosphate (IP3) from phosphatidylinositol 4,5-bisphosphate (PIP2).
IP3 mobilizes calcium, leading to activation of calcium-sensitive kinases such
as protein kinase C (PKC), which in turn phosphorylate proteins that activate
a series of signaling events leading to cellular responses (26, 27). Chemokine
receptors can also activate several other intracellular effectors such as Ras
and Rho (28), phospholipase A2, phosphatidylinositol-3-kinase (PI-3K) (29),
tyrosine kinases (30, 31), and the mitogen-activated protein kinase (MAPK)
pathway (32, 33).
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Chemokine receptors become desensitized to repeated stimulation with
the same or other ligands after activation. Although this process is not fully
understood, it is thought to be stabilized by phosphorylation of serine and
threonine residues in the C-terminus of the receptor by G-protein-coupled re-
ceptor kinases. Receptor phosphorylation in some instances facilitates receptor
sequesteration and internalization (34, 35). Desensitization and receptor in-
ternalization are thought to be critical for maintaining the cell’s capacity to
sense a chemoattractant gradient. Recently, our laboratory demonstrated that
CXCR2 associates with Hsc=Hsp 70-interacting protein (HIP), and this associ-
ation seems to play an important role in receptor internalization (36). Subse-
quently, the receptors are targeted for degradation and=or recycling back to
the membrane. Thus, desensitization and trafficking of chemokine receptors
may also play important roles in the regulation of inflammatory processes
and cancer.

III. Chemokines in Wound Healing and Diseases

Chemokines were originally described as mediators of leukocyte recruit-
ment and activation. Chemotaxis of leukocytes is induced by early response
mediators and cytokines such as histamine, C5a, TNF-�, and IL-1, which in-
crease the expression of adhesion molecules on the vascular endothelial cells.
This allows for localization and adherence of leukocyte populations to areas of
inflammation. The early response mediators and cytokines help in slowing the
circulatory flow of leukocytes by up-regulating molecules such as selectins on
the endothelial surface. Once leukocytes have been localized to the inflamed
vascular wall, the presence of adhesion molecules such as intercellular adhe-
sion molecule-1 (ICAM-1) and vascular cell adhesion molecule-1 (VCAM-1)
allows firm adhesion to the endothelium. After adherence to the vascular
endothelium, leukocytes can migrate into the tissue following the chemotactic
gradient in the inflamed tissue (37).

Leukocyte migration is one of the important components of wound
healing. After acute injury in skin wound models, the destroyed blood vessels
release platelets and neutrophils that serve as sources for growth factors and
other mediators such as connective tissue-activating peptide III (CTAP-III).
CTAPIII is processed to CXCL7 by proteases that are released by neutrophils,
which in turn stimulates the migration and extravasation of neutrophils via the
receptor CXCR2 (38). The diapedesis of neutrophils is further mediated by
CXCL1, which is produced by both endothelial and dermal cells. A third major
mediator of the neutrophil migration, CXCL5, is produced by mononuclear
cells in the provisional matrix of the wound (39, 40). Furthermore, hypoxia
and bacterial products as well as proinflammatory cytokines (TNF-�, IL-1)

regulation of the cxcl1 chemokine 7



produced by neutrophils below the wound surface stimulate production of
CXCL8, which stimulates the migration and proliferation of keratinocytes in
addition to neutrophils.

The keratinocytes in turn express CCL2, which has been considered the
main attractant of mast cells, monocytes, and lymphocytes to the wound area
(39, 41, 42). Furthermore, CCL2 in addition to other angiogenic chemokines,
e.g., CXCL1 and CXCL8, may also stimulate endothelial-cell locomotion
during the angiogenesis phase of wound healing (39, 43, 44). CCL2 also may
indirectly contribute to fibroblast proliferation by recruiting IL-4-producing
mast cells. IL-4 stimulates fibroblast proliferation and helps to limit the inflam-
matory reaction by down-regulating the expression of chemokines, e.g., CCL2
and CXCL8 (45, 46). Thus, the attraction of resident and inflammatory cells
appears to be tightly regulated by the complex and phase-specific expression
of chemokines, placing these small molecules at center stage in the process
of wound healing.

Almost any stimulus that alters cellular homeostasis may elicit the expres-
sion of inducible chemokines leading to an over 300-fold increase in the
mRNA level within a few hours of activation (47). However, with a system that
is easily inducible, there is also a greater potential for persistent expression,
leading to diseases. Chemokines have been associated with various diseases
such as the autoimmune disease multiple sclerosis (MS), bacterial and viral in-
fections, atherosclerosis, asthma, graft rejection, as well as neoplasia. MS is a
chronic relapsing neuroinflammatory disease in which myelinated nerve fibers
are targeted by T lymphocytes and macrophages in the central nervous system.
Studies have shown that the appearance of CCL5, CCL3, CCL4, CCL2, and
CXCL10 mRNA and protein directly correlates with inflammatory lesions
(48–53). Consistent with these data is the presence of the receptors for these
chemokines, CCR2, CCR5, and CXCR3 on macrophages, activated microglia
and T cell in lesions (54).

Chemokines also play an important role in bacterial and viral infections.
Studies have shown increased MIP-2 production during lipopolysaccharide-
induced endotoxemia in animal models, which may be responsible for the
recruitment of neutrophils (55). Other chemokines such as CCL3, CCL5,
and CCL2 have also been implicated in septic responses (56–58). In viral in-
fections however, chemokine receptors seem to play an important role. Studies
have shown that some chemokine receptors (CCR3, CCR2b, CCR5, and
CXCR4) act as cofactors with CD4 for macrophage cell line-trophic HIV entry
into monocytes and T cells (59, 60). Also, other viruses such as cytomegalovirus
(CMV) have been shown to encode chemokine receptors (61).

The relevance of chemokines in atherosclerosis was demonstrated in
animal models in which chemokines CXCL8, CXCL12, CXCL10, CCL2,
and CCL5 were associated with the lesions. A model for involvement of

8 amiri and richmond



chemokines in progression of atherosclerosis proposes that activated endothe-
lial or arterial smooth muscle cells release chemokines to induce firm adhesion
of monocytes to the vascular endothelium. This is followed by diapedesis into
the subendothelium, where they take up lipid and become the foam cells
within the fatty streak. The smooth muscle migration into the intima and
thrombus formation over the plaque may also involve some chemokines (47).

In asthma, a chronic inflammatory disease of small airways, mononuclear,
eosinophil, and mast cells infiltrate the submucosa leading to mucous gland
hyperplasia and subepithelial fibrosis. Asthma is characterized by airway hy-
perresponsiveness (smooth muscle contraction) to nonspecific stimuli. This is
thought to be due to the involvement of chemokines such as CCL2, CCL12,
CCL24, and CCL5. CCL2 was able to induce changes in airway physiology
when instilled into the lungs of normal mice, resulting in increased levels of
histamine mast cell degranulation (62).

Chemokines may also influence allograft biology through their involve-
ment in immune suppression, inflammatory responses in acute and chronic
rejection, as well as recruitment of leukocytes to the allograft leading to ische-
mia-reperfusion (63). Studies in heart and skin transplants have demonstrated
the presence of CXCL1 and CCL2 in the early response and CXCL10,
CXCL9, CCL5, and CCL4 at the later stages. The presence of these chemo-
kines may be necessary for the movement of CD4þ and CD8þ T lymphocytes,
macrophages, natural killer cells, and antigen-presenting cells that are involved
in the acute rejection (64–66).

Interestingly, elevated expression of chemokines has been observed in
many tumor cell types, implicating a role for chemokines in neoplasia. The po-
tential of chemokine involvement in tumors has sparked a new interest in the
field of cancer biology. Studies of a variety of tumor cell types indicate the role
of chemokines as tumor growth factors as well as stimulators of angiogenesis
and metastasis. Murine models have shown that chemokine secretion by tumor
cells may influence angiogenesis as well as tumor growth. The metastatic and
angiogenic abilities of a number of tumors have been attributed to elevated
levels of ELRþ, angiogenic chemokines (5, 6). Constitutively expressed che-
mokines have been shown to transform melanocytes and high levels of
endogenous CXCL1 and CXCL8 have been detected in melanomas (24, 25,
67–69). The role of these chemokines in tumor growth has also been
implicated in many other tumor types such as pancreas, head and neck, and
non-small-cell lung (70–72).

The directional metastasis of malignant tumors has also been attributed to
the presence of chemokines and their receptors in tumors (73–75). A recent
publication on the involvement of CXCR4 and CCR7 in directing breast
cancer tumors to their secondary sites further supports this hypothesis (76).
The two chemokine receptors CXCR4 and CCR7 were shown to be expressed
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in high levels in breast tumors compared to the normal breast tissue. Interest-
ingly enough, the ligands for these receptors, CXCL12 and CCL21, respect-
ively, showed high expression in such organs as lung, liver, bone marrow, and
regional lymph nodes, which are associated with the distinct breast cancer me-
tastasis pattern. Moreover, the high expression of CXCR4 and CCR7 induced
actin polymerization and pseudopodia formation, resulting in enhanced inva-
siveness of the breast tumors. Thus, chemokines appear to play a signifi-
cant role in tumor development due to their involvement in tumor growth,
angiogenesis, and metastasis.

Thus, with the association of chemokines in a wide variety of diseases, it is
imperative to study the mechanisms underlying their regulation in order to de-
velop more efficient therapies. The focus in our laboratory lies on the chemo-
kine CXCL1 in a melanoma model, since CXCL1 appears to contribute to the
growth and proliferation of melanoma. Studies in our laboratory have shown
that the level of this chemokine is elevated in many types of melanoma cell
lines and that this elevation in the expression may be due to deregulation in
the transcriptional regulation of the CXCL1 gene. In this review, the possible
mechanism of deregulation will be discussed.

IV. Differential Expression of Chemokines

Cytokines are not stored intracellularly and as such their stimulus-depend-
ent secretion heavily relies on de novo protein synthesis. Hence, cytokine
expression is regulated primarily at the initial phase of protein synthesis—tran-
scription. This regulation appears to be stimulus and cell type specific and is
mediated through inducible transcription factors such as NF-�B and activator
protein (AP-1) (77–80). Following a stimulus, early response cytokines such as
TNF-� and IL-1 are rapidly produced, which in turn induce macrophages and
other cell types to secrete additional cytokines such as CXCL8 and IL-6. The
promoters of many of these cytokine genes contain binding sites for NF-�B,
which mediates the up-regulation of their transcription in response to the
stimulus and is in fact required for their maximal transcription (81–84).

The cause of the differential expression of the NF-�B-dependent cyto-
kines is uncertain, but recent studies support the speculation that involvement
of other transcription factors may be important in determining the transcrip-
tion rates of cytokine genes. Although cytokine promoters have the NF-�B
binding site in common, each individual promoter also binds other transactiva-
tors as well as repressors that interact with NF-�B to direct transcription. The
binding sites for the transcription factors AP1 and nuclear factor activated by
interleukin 6 (NF-IL6), for example, are present in the promoters of CXCL8,
IL-6, and CCL5 genes, where the positive cooperation between these
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transcription factors and NF-�B enhances the transcription of these genes
(85–87). In addition to these transcription factors, CCL5 gene expression re-
quires IFN-regulatory factor (IRF)-1, 3, and 7 transcription factors as well
(88, 89). Other transcription factors common in cytokine gene expression in-
clude stimulating protein-1 (Sp1) and high mobility group-I=Y (HMGI=Y)
(90, 91). There are additional factors that may lead to differential expression
of cytokines. These may include differences in chromatin and transcription
factor accessibility, posttranscriptional RNA processing, mRNA stability, as
well as differences in translational efficiency (92–94). Thus, the differential
activation of the many inducible transcription factors and their accessibility
to the binding sites as well as posttranscriptional events may explain the cell
type-specific and stimulus-specific expression of cytokines.

V. Transcriptional Regulation of CXC Chemokines

The expression of the CXC chemokines is thought to be NF-�B depend-
ent, thus indicating a disregulation in the activation of the transcription factor
NF-�B may be involved in the up-regulation of these chemokines in inflamma-
tory diseases and cancer. However, as mentioned previously, the transcrip-
tional regulation of these chemokines is more complex and involves factors
other than NF-�B. In CXCL8 transcription, NF-�B interacts with either
AP1, NF-IL6, or CAAT enhancer binding protein (C=EBP) elements
(95–97), whereas in CXCL1 transcription, the NF-�B interacting elements
are Sp1 (HMG I=Y) and immediate upstream region (IUR) (90) (Fig. 1). It
is postulated that the factors binding to these elements may form an enhanceo-
some-like transcriptional response element in modulating the gene expression
(98, 99).

The transactivation of CXCL8 transcription occurs through the interaction
between the NF-�B element of CXCL8 and either the AP1 or the NF-IL6
element in a cell type-specific manner (100–102). Repression of CXCL8 tran-
scription is, on the other hand, regulated by NRF, an NF-�B repressing factor.
In the absence of stimulation, NRF inhibits transcription of CXCL8, but after
stimulation with IL-1, NRF is necessary for full induction of CXCL8 transcrip-
tion (103). Upon the binding of NF-�B to its binding site, the p65 subunit ac-
tivates the promoter via recruitment of CBP to the site. The intrinsic histone
acetylase activity (HAT) of CBP=p300 will then stabilize the transcription from
the promoter. This stabilization becomes imperiled in the presence of CDP,
which has been shown to be capable of recruiting the histone deacetylase ac-
tivity (HDAC) that would counteract the HAT activity of CBP (104). Thus, it is
plausible that similar interactions among NF-�B, CBP, and CDP are involved
in the transcriptional regulation of CXCL1.
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Within the CXCL1 promoter, the IUR element is thought to regulate the
transcription of CXCL1 both positively and negatively. It contains the consen-
sus sequence GGGATCGATC, which binds the negative modulator CDP
(105), as well as the TCGATC sequence that binds the positive modulator,
PARP-1 (106). Thus, PARP-1 may induce NF-�B-activated transcription of
CXCL1, whereas CDP would repress this activity. However, the intricate
mechanism of regulation by these molecules is yet to be identified in the
context of the CXCL1 promoter. Thus, efforts to shed light on the matter
would greatly contribute to the efficacy of therapeutic means used today in
inflammatory diseases and cancer.

Fig. 1. Modulation of transcription of cytokines involves similar regulatory elements.
Reprinted by permission from A. Richmond, Nat. Rev. Immunol. 2, 664–674 (2002), �2002
Macmillan Publishers Ltd.
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VI. Regulation of NF-kB Activation

The major known player in the transcription induction of CXCL1 is the
transcription factor NF-�B. In the healthy human, NF-�B regulates the ex-
pression of genes involved in normal immunological responses (e.g., gener-
ation of immunoregulatory molecules such as antibody light chains) in
response to proinflammatory cytokines and byproducts of microbial and viral
infections (107). However, increased activation of NF-�B results in enhanced
expression of proinflammatory mediators, leading to acute inflammatory injury
to lungs and other organs, development of multiple organ dysfunction, as well
as angiogenesis and tumor growth (107–109).

The NF-�B protein is composed of two subunits, which may vary, affecting
the transcriptional activity of the protein. There are five known mammalian
NF-�B subunits, each characterized by ankyrin repeat elements: Rel (c-Rel),
p65 (RelA), RelB, p50, and p52. The transcription regulatory action of NF-
�B depends on the composition of the NF-�B dimers, p50 homodimers lack
strong transactivation domains and can actually inhibit gene expression by
competing with p65=p50 or other transactivating complexes for the �B sites
(107, 108).

In the absence of activation, NF-�B is sequestered in the cytoplasm by
being associated with I�B (an inhibitor of �B) protein. The I�B protein binds
to the nuclear localization signal (NLS) of NF-�B, inhibiting its translocation
into the nucleus (107, 108, 110). When the cell is exposed to activating signals,
such as TNF-�, the I�B protein is phosphorylated, ubiquitinated, and then
broken down in the 26 S proteasome (111). This frees the NF-�B to translo-
cate into the nucleus where it binds to �B sites in the promoter=enhancer
regions of specific genes, including the promoter for I�B, to transactivate tran-
scription. There are five known I�B proteins: I�B-�,�,�,�, and Bcl-3. In add-
ition to these five, p105 and p100, the precursors of p50 and p52, respectively,
possess domains that act as I�Bs. The I�B subtypes show different affinity for
the different NF-�B dimers in a cell-specific manner. For example, in endo-
thelial cells, I�B-� has similar inhibitory activity for p50=RelA, p50=RelB,
and p50=c-Rel, whereas I�B-� more strongly inhibits p50=RelA than the other
two (107, 108).

I�Bs are also active in the nucleus and interact with NF-�B dimers as they
do in the cytoplasm. I�B-� binds p50=RelA and inhibits its transactivating ac-
tivity in the nucleus as well as freeing the heterodimer from �B sites on DNA
to induce their transport from the nucleus to the cytoplasm. On the contrary,
Bcl-3 can act as a transcriptional activator in the nucleus by binding to p50=p50
homodimers, which can act as transcriptional repressors by occupying NF-�B
binding sites and preventing the transactivating NF-�B heterodimers such
as p50=RelA or p50=c-Rel from binding to these sites (112). The inducible
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degradation of I�B is controlled by three large multiprotein complexes: I�B
kinase (IKK), I�B ubiquitin ligase, and 26 S proteasome. IKK activity is in-
duced upon various stimulation, leading to phosphorylation of two N-terminal
serine residues of I�B, Ser-32 and Ser-36 (113, 114). The phosphorylation of
I�B targets it for ubiquitination by I�B-ubiquitin ligase and subsequent
degradation by the 26 S proteasome (107, 108, 111).

The transactivation function of NF-�B is also regulated in the nucleus
through interaction with HDAC corepressor proteins. Ashburner et al. (115)
demonstrate in their study a direct interaction between the HDAC1 and
NF-�B p65 subunit by which HDAC1 exerts its corepressor function. Overex-
pression of HDAC1 and HDAC2 was shown to repress TNF-�-induced NF-
�B-regulated gene expression. HDAC2 does not interact with NF-�B directly,
but can probably regulate NF-�B activity through its association with HDAC1.
In accordance with this, chemical inhibitors of HDAC activity such as trichos-
tatin A increased expression of an NF-�B-dependent reporter gene as well as
an endogenous IL-8 gene. Thus, the association of NF-�B with the HDAC1
and HDAC2 corepressor proteins functions to repress basal expression of
NF-�B-dependent genes as well as to control the induced level of expression
of these genes.

Activation of NF-�B may be induced by a variety of pathogenic stimuli,
including bacterial products, such as metalloproteases (MMP-3 and 9), viral
proteins, cytokines such as IL-1 and TNF-�, growth factors such as PDGF,
radiation, ischemia=reperfusion, and oxidative stress through multiple path-
ways (107, 108). The activation of NF-�B occurs within minutes of stimulation
since de novo protein synthesis is not required and the activated NF-�B in
turn mediates expression of more than 150 genes involved in inflammatory
and immune responses (116). It is important to note that the promoters and
enhancers of NF-�B-dependent genes also contain binding sites for other
transcription factors and interplay of these factors can potentiate or repress
the ability of NF-�B to initiate transcription. However, it is in events of abnor-
mal, constitutive activation of NF-�B that major problems arise resulting in
many chronic inflammatory diseases as well as cancer. Persistent activation of
NF-�B inhibits apoptosis and promotes proliferation leading to hyperplasia
(107–109, 117, 118).

There have been reports on NF-�B activation through IKK-independent
pathways as well. Protein kinase A (PKA), casein kinase II (CKII), and p38
MAPK have all been implicated in the phosphorylation of NF-�B Rel A,
leading to enhanced interaction of NF-�B with transcriptional coactivators
and components of basal transcriptional machinery (119–122). PKA phosphor-
ylation of the NF-�B p65 subunit on serine 276 was shown to weaken the
interaction between the N- and C-terminal of p65 and create an additional site
for interaction with the coactivator protein CBP (119). Based on these data, it
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is feasible that there is an interaction between NF-�B and the coactivator
protein CBP within the CXCL1 enhanceosome and this interaction among
others may be enhanced in melanomas and inflammatory diseases leading to
constitutive expression of CXCL1.

A. Signaling Pathways Leading to Activation of NF-kB in
Melanoma Cells
The hallmark of cancer cells lies in their ability to escape apoptosis by over-

activation of growth and survival pathways. There are two major pathways that
are associated with survival and proliferation: PI3K=Akt and Ras=MAPK
pathways. Stimulation of any one of these pathways leads to activation of
antiapoptotic and prosurvival proteins mediated through NF-�B (Fig. 2).

Akt, originally identified as a homologue of the viral oncogene v-Akt, is
closely related to protein kinase A and C and was thus named protein kinase
B (PKB). There are three mammalian Akt genes that encode proteins contain-
ing a pleckstrin homology (PH) domain in the N-terminus, a central kinase
domain, and a regulatory carboxy terminus. There are two regulatory phos-
phorylation sites within Akt: threonine 308 and serine 473. In unstimulated
cells, Akt exists in an unphosphorylated state in the cytoplasm. Upon growth
factor stimulation and PI3K activation and subsequent production of PIP3,
Akt is recruited to the plasma membrane and is phosphorylated at T308 and
S473 by 3-phosphoinositide-dependent protein kinase 1 (PDK1) and PDK2,
respectively (123). Fully activated Akt then becomes available to phosphoryl-
ate its substrates within the same basic motif, R-X-R-X-X-S=T (124). Thus
far, 13 substrates of Akt have been identified, which may be grouped according
to their functions in cell survival, cell cycle, glucose metabolism, and protein
synthesis. The Akt substrates involved in cell survival regulation include Bad,
the forkhead family of transcription factors, FLICE inhibitory protein, and
IKK. Thus, activation of Akt may regulate NF-�B activity through IKK.
Indeed, NF-�B activation in correlation with Akt activation has been shown
in several different carcinomas such as ovarian, breast, pancreatic, and mela-
noma (125, 126). A model for NF-�B activation through Akt proposed by
Madrid et al. (127) suggests Akt utilizes IKK-� in a p38-dependent manner
that requires serines 529 and 536 of RelA=p65 to directly stimulate NF-�B ac-
tivity and Akt signaling in response to IL-1 exposure stimulates NF-�B by
activating p38 in a manner dependent on IKK. Whether Akt acts only through
IKK to activate NF-�B or directly interacts with NF-�B to activate the
transcription factor remains elusive.

Up-regulation of Akt in cancers may be a consequence of mutation or de-
letion of the phosphatase and tensin homologue deleted on chromosome 10
(PTEN) tumor suppressor gene. PTEN is a lipid phosphatase that plays a
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Fig. 2. The signal transduction pathways involved in activation of the transcription factor
NF-�B. Reprinted by permission from A. Richmond, Nat. Rev. Immunol. 2, 664–674 (2002),
�2002 Macmillan Publishers Ltd.
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crucial role in deactivation of AKT, since one of its primary targets is the direct
product of PI3K, PIP3. Loss of PTEN function in cancer cell lines results in
accumulation of PIP3 and activation of Akt and escape from apoptosis. Indeed,
overexpression of wild-type PTEN sensitizes them to apoptosis probably
through inhibition of the PI3K=Akt pathway (128). As in many cancers, PTEN
mutations have been reported in melanomas, suggesting a mechanism for
overactivation of Akt in this cancer (129).

The second major pathway leading to NF-�B activation involves the Ras
family members, which play important roles in cell differentiation, growth,
transformation, and apoptosis (130–132). There are four Ras genes in the
mammalian genome, expressing the very homologous proteins N-Ras,
H-Ras, M-Ras, and K-Ras of 21 kDa. Ras proteins have been shown to activate
the PI3K, Rac, RhoA, coupled with activation of the Raf=MAPK pathway
to promote oncogenic transformation (133). The ultimate targets of these
pathways are transcription factors such as NF-�B (134).

Work in our laboratory has shown that the CXCL1 protein is endogenously
expressed in almost 70% of the melanoma cell lines and tumors, but not in
normal melanocytes. Overexpression of human CXCL1, 2, or 3 in immortal-
ized murine melanocytes (melan-a cells) enables these cells to form tumors
in SCID and nude mice. Differential display examination of the CXCL1 effect
on melanocyte transformation revealed overexpression of the Ras genes. One
of the mRNAs identified in the screen as overexpressed in CXCL1 trans-
formed melan-a clones was the newly described M-Ras gene. Overexpression
of CXCL1 up-regulates M-Ras expression at both the mRNA and protein
levels, and this induction requires an intact ELR motif in the CXCL1 protein.
K- and N-Ras proteins are also elevated in CXCL1-expressing melan-a clones,
leading to an overall increase in the amount of activated Ras. CXCL1-
expressing melan-a clones also exhibited enhanced AP-1 activity. Overexpres-
sion of wild-type M-Ras or a constitutively activated M-Ras mutant in control
melan-a cells as monitored by an AP-1-luciferase reporter also showed en-
hanced AP-1 activity, whereas expression of a dominant negative M-Ras
blocked AP-1-luciferase activity in CXCL1-transformed melan-a clones. In
the in vitro transformation assay, overexpression of M-Ras mimicked the
effects of CXCL1 by inducing cellular transformation in control melan-a cells,
whereas overexpression of dominant negative M-Ras blocked transformation
(118). These data suggest that CXCL1-mediated transformation may require
Ras activation in melanocytes.

Another NF-�B-regulating kinase that is overexpressed in melanoma
is NF-�B-inducing kinase (NIK). NIK was first identified by way of its asso-
ciation with TNF receptor-associated factor 2 (TRAF2) and shares hom-
ology with mitogen-activated protein kinase kinase kinases (135). NIK
physically associates with and activates both IKK-� and IKK-� (136, 137)
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and overexpression of NIK has been shown to activate NF-�B (135). Interest-
ingly, our laboratory found that NIK is overexpressed in melanoma cells
and the IKK-associated NIK activity is enhanced compared to normal cells.
When a catalytically inactive form of NIK was expressed, the constitutive acti-
vation of NF-kB and CXCL1 promoter was blocked in Hs294T melanoma
cells, but not in normal human epidermal melanocytes. The NIK-induced
activation of NF-kB was shown to be through the MAPK signaling kinases
extracellular signal-regulated kinase 1 and 2 (ERK1=2), since overexpression
of dominant-negative ERK leads to a decrease in NF-kB promoter activity
(138). Thus, these data suggest that NIK is involved in up-regulation of NF-kB
activity and hence CXCL1 transcription through an NIK=MEKK-IKK-I�B
signaling pathway.

VII. Role of CBP in CXCL1 Transcription

Many inducible transcription factors such as NF-�B are activated through
interactions with cellular coactivators (139). The transcriptional activity of NF-
�B appears to be optimized through interactions with the coactivator CBP as
discussed above. CBP is a nuclear protein belonging to a family of highly hom-
ologous proteins such as p300 and p270 that are involved in many physiological
responses such as proliferation, differentiation, and apoptosis (140). CBP is
thought to regulate transcription through its HAT activity, since in vitro tran-
scription experiments have shown that transcription is induced only on the
template with chromatin structure, but not on the naked DNA (141, 142).
Thus, through its intrinsic HAT activity, CBP activates transcription by trans-
ferring an acetyl group to the "-amino group of a lysine residue of the histone
and neutralizes the positive charge of the molecule and thus loosens the inter-
action between the histone and the negatively charged DNA, leading to chro-
matin remodeling (143). Furthermore, the HAT activity of CBP is restricted
not only to histones, but also to other targets such as transcription factors
and the transcription apparatus (144, 145).

The human CBP locus is located in chromosomal region 16p13.3 and
codes for a protein containing (1) the bromodomain, which is found in
mammalian HATs; (2) an ADA2-homology domain, which is homologous to
the yeast transcriptional coactivator, Ada2p; (3) a KIX domain; and (4) three
cysteine-histidine (CH)-rich domains referred to as CH1, CH2, and CH3. It
has been suggested that the bromodomain recognizes acetylated residues
and could function in identification of different acetylated domains. The
CH domains and the KIX domain are thought to mediate protein–protein
interaction (146). The KIX domain is involved in the interaction
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between CBP and the p65 (Rel A) subunit of NF-�B, as well as CBP binding to
the transcriptionally active serine-133-phosphorylated form of CREB
(142, 147).

CBP also appears to be under cell cycle control. Many kinases such as PKA,
calcium=calmodulin-dependent kinase, MAP kinase, and cyclin-dependent
kinases Cdk2 and Cdc2 have been implicated in the positive and negative phos-
phorylation control of CBP. The cyclinE–Cdk2 complex has been shown to bind
to the C-terminal region of CBP and negatively regulate CBP-mediated coacti-
vation of NF-�B, whereas the other mentioned kinases aid in CBP-mediated
transcriptional activation (146). The phosphorylation sites on CBP have not
been identified yet, but appear to be critical for its regulation.

There are multiple proposed models for the mode of action of CBP in
the regulation of transcription. In the bridging model, CBP acts as a con-
necting bridge between transcription factors and the transcription apparatus.
Data showing the interaction of CBP with a variety of transcription factors
as well as components of the basal transcriptional machinery such as TATA
box-binding protein (TBP), TFIIB, TFIIE, and TFIIF are supportive of
this model (146, 148). In a second model, CBP plays a role in transcriptional
activation by assembling a diverse group of cofactor proteins into multi-
component coactivator complexes. Thus, CBP serves as a scaffold for the as-
sembly of transcription cofactors, increases the relative concentrations of
these factors in the transcription area, and allows for protein–protein and
protein–DNA interactions. Yet another model proposes that CBP may take ad-
vantage of either its intrinsic HAT activity or other HATs assembled in multi-
component complexes to target the chromatin and=or transcription factors
for transcription activation. Even though targets of CBP in vivo are yet to
be identified, in vitro studies have shown that CBP can acetylate all four core
histones (149).

More recently, acetylation of transcription factors such as p53, E2F-1, 2,
and 3, MYB, MyoD, GATA-1, CREB, and NF-�B (142, 147, 150, 151) by
CBP has been reported and, in almost all cases, the acetylation led to en-
hanced DNA-binding activity. It is possible that acetylation regulates pro-
tein–protein interaction or facilitates protein–DNA binding by changing the
conformation of the protein and introducing a DNA-recognition surface
(146). These findings also indicate that there may be competitive interactions
between the transcription factors for association with CBP, thus providing an
additional regulatory event. A good example of this competitive behavior is
among CBP, NF-�B, and CREB. CBP recognizes the phosphorylated serine
276 on the p65 subunit of NF-�B through an S domain in the KIX region.
The KIX region is also responsible for recognizing the phosphorylated serine
133 form of CREB. Thus phosphorylation of these two proteins promotes
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their interaction with CBP. Activation of protein kinase A was shown to in-
crease amounts of phosphorylated CREB and decrease NF-�B-mediated
transcription (152, 153). Thus, the activity of PKA is a determinant in the
binding of CBP to its interacting proteins.

A recent report by Chen et al. (154) demonstrated that the RelA subunit of
NF-�B is subject to inducible acetylation by CBP=p300. Acetylation of NF-�B
resulted in weak interaction with I�B in the nucleus, which in turn led to
decreased I�B-dependent nuclear export of the complex and thus increased
NF-�B transactivation. This acetylation was reversed by HDAC3. Thus,
CBP=p300 may be involved in the regulation of CXCL1 transcription in
more than one way. It could acetylate not only the histones, but also NF-�B
itself, and contribute to the prolonged and=or constitutive activation of the
transcription factor.

VIII. PARP as a Transcriptional Activator of the CXCL1 Gene

Another putative coactivator of NF-�B in CXCL1 transcription is PARP.
The mammalian poly(ADP-ribose) polymerase (PARP)-1, the major isoform
of the PARP family, is a nuclear protein that is heavily associated with chroma-
tin. PARP is composed of 1014 amino acids (114 kDa) and is continuously
expressed in eukaryotes. It has a 46-kDa DNA-binding domain at the
N-terminus that contains two Zn fingers, facilitating the binding of PARP to
DNA strand breaks, as well as bipartite nuclear localization signal. The two
regions of nuclear localization signals are separated by the DEVD sequence,
which is the target of caspase-3 during apoptosis and subsequently gets
cleaved, and thus inactivated, resulting in the formation of two proteolytic
fragments of PARP, a 29-kDa amino terminus and an 85-kDa carboxyl ter-
minus (155, 156). A 54-kDa domain of PARP located in the carboxyl terminus
represents the �-nicotinamide adenine dinucleotide (NADþ)-binding domain
containing a highly conserved ‘‘PARP signature’’ sequence comprising the cat-
alytically crucial amino acid residue Glu-988. Between the DNA-binding
domain and the NADþ-binding domain lies a 22-kDa ‘‘automodification
domain,’’ which facilitates the homodimerization and=or heterodimerization
of PARP with other chromatin proteins (156).

The catalytic activity of PARP is stimulated 500-fold by noncovalent con-
tact of the DNA-binding domain with DNA strand breaks and results in the
transfer of successive units of the ADP-ribose moiety from NADþ to itself
and other nuclear protein acceptors such as topoisomerase I and II, histones,
HMG proteins, p53, and NF-�B (155, 157–159). It is thought that PARP me-
diates stress-induced signaling by binding to damaged DNA containing single-
strand breaks and nucleotide excisions. Automodification upon DNA binding
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releases PARP from DNA due to the highly negatively charged poly(ADP-
ribose), rendering DNA more accessible to the DNA repair machinery (159).
PARP has been shown to associate in vivo with XRCC1, a DNA repair protein
involved in base excision repair (BER) of DNA and PARP-1-deficient cells dis-
play a severe DNA repair defect that appears to be a primary cause of the ob-
served genomic instability and cytotoxicity of DNA damaging agents that
induce BER (160, 161). The catalytic activity of PARP appears to be of import-
ance since in the absence of NADþ, PARP inhibits DNA repair by irreversible
binding to damaged DNA (161). When the damage is too extensive, overacti-
vation of PARP leads to depletion of NADþ and ATP. As apoptosis is ATP
dependent, inactivation of PARP by cleavage prevents energy depletion and
enables completion of apoptosis. Thus, PARP also serves as a marker for the
onset of apoptosis due to its cleavage by caspase-3 into smaller, inactive
fragments (162, 163).

Studies with PARP-1-deficient cells and animals have revealed other func-
tions of PARP including roles in genomic recombination and instability, DNA
replication, regulation of telomere function, and transcriptional regulation
(155, 164). The PARP-1 knockout lines exhibit tetraploidy, increased fre-
quency of sister chromatid exchanges, and micronucleus formation, all
markers of genomic instability (164, 165). They also show shorter telomere
length, which is associated with aging. Tankyrase1, a telomeric PARP localized
at the telomeres, inhibits telomeric-repeat binding factor 1 (TRF1), an inhibi-
tor of telomere elongation, through its ADP-ribosylation activity and thus
promotes telomere elongation (158, 166, 167). Microarray analysis of the
primary PARP-1 gene, Adprt1, null fibroblasts, revealed down-regulation of
several genes involved in the regulation of cell cycle progression, mitosis,
DNA replication, chromosomal assembly, or processing. On the other hand,
some cytoskeletal and extracellular matrix genes implicated in cancer or in
normal or premature aging were up-regulated (158). These data (along with
more recent publications) suggest a role for PARP in the regulation of gene
expression.

Soldatenkov et al. (168) report a negative role for PARP in transcription
regulation, where the direct interaction of the PARP protein with its own gene
promoter results in suppression of transcription. However, in response to
DNA damage, PARP catalytic activity is stimulated and automodification of
the protein will subsequently prevent its interaction with the promoter. This
relieves the PARP-mediated block on the promoter and allows for transcrip-
tion of PARP and other genes suppressed by PARP. Upon DNA damage repair,
the DNA binding activity and thus repressor function of PARP are restored.
Although in this instance the catalytic activity of PARP relieves suppression,
it can in other instances promote suppression. It has been demonstrated that
poly(ADP-ribosyl)ation of transcription factors and members of the basal
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transcriptional machinery prevents binding of these proteins to DNA, thus
interrupting formation of new transcription complexes. However, it is
important to note that once transcription preinitiation complexes have been
formed, the transcription factors are inaccessible to ADP-ribosylation (169).
Thus, poly(ADP-ribosyl)ation prevents binding of transcription factors to
DNA, whereas binding to DNA prevents their modification.

Conversely, others have reported a positive role for PARP in the formation
of the preinitiation complex (PIC). Meisterernst et al. (159) report that
the presence of PARP is required during assembly of RNA polymerase II
(RNAPII) and other general transcription factors with a preformed complex
consisting of TFIID and possibly TFIIA in vitro. They also propose that PARP
activation of the PIC is achieved through recruitment of general transcription
factors or conformational changes within the components of the basal tran-
scription machinery and that PARP effects on supercoiled templates are
DNA concentration dependent and do not require damaged DNA. Further-
more, PARP-1 has been implicated as a transcriptional coactivator in activation
of some genes such as B-MYB, reg, and cTNT (170–172).

PARP-1 has also been reported to interact directly with transcription
factors such as NF-�B (168, 173, 174). Studies on PARP-1�=� cells revealed
that they are defective in NF-�B-dependent transcriptional activation in re-
sponse to TNF-� and lipopolysaccharide (LPS), indicative of a functional link
between PARP-1 and NF-�B. Furthermore, these cells were unable to induce
the expression of NF-�B itself after exposure to TNF-� (175, 176). This would
suggest a role of PARP-1 as a signaling molecule, controlling the expression of
a transcription factor. Moreover, Hassa et al. (177) report that PARP-1 is re-
quired for specific NF-�B transcriptional activation, which occurs through
interaction of PARP-1 with both subunits of NF-�B, where each subunit
binds to a different PARP-1 domain. They also demonstrate that this inter-
action is independent of PARP-1 activity and=or DNA binding. However, the
published literature regarding PARP-1 and NF-�B interaction is somewhat
controversial. Inhibition of the enzymatic activity of PARP has been shown
not to affect NF-�B DNA binding, which indicates a lack of a direct role
for the catalytic activity of PARP-1 in activating NF-�B (173), reinforcing
the proposed interaction by Hassa et al. (177). On the other hand Chang
and Alvarez-Gonzalez (178) report that direct PARP-1 interaction with NF-
�B inhibits NF-�B from binding to its site and this inhibition is relieved
by the auto-poly(ADP-ribosyl)ation of PARP-1. Taken together, the data
demonstrate that PARP-1 may be a cofactor in the activation of NF-�B
through its direct interaction with the transcription factor. However, the nature
of this interaction is not yet defined and the question of whether this inter-
action could be stimulated or inhibited by PARP activity remains to be
answered.
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IX. CDP as a Transcriptional Repressor of the CXCL1 Gene

Although CBP and PARP are potential positive coactivators in CXCL1
transcription, the negative regulation of CXCL1 transcription is thus far attrib-
uted to CDP (10). CDP=Cux=Cut proteins are members of a unique family of
homeoproteins that is conserved among higher eukaryotes and contain a Cut
homeodomain as well as one or more ‘‘Cut repeat’’ DNA-binding domain(s)
(179–181). The CDP, Cux, and Cut proteins contain three Cut repeats and a
Cut homeodomain and are referred to as the classic CDP=Cux=Cut proteins.
CDP, CCAAT displacement protein, was first identified in the testis of the sea
urchin Psammechinus miliaris and later in mammals and was characterized as
a transcriptional repressor. There are six evolutionarily conserved domains in
mammalian and Drosophila CDP=Cut proteins: a region that forms a coiled-
coil structure, three regions of �70 amino acids, three Cut repeats (CR1,
CR2, and CR3), and a Cut homeodomain (HD) (179, 180).

The cut repeats are believed to function as specific DNA-binding domains,
in addition to the HD. These DNA-binding domains enable CDP=Cut to bind
to a wide range of DNA sequences including sequences related to CCAAT,
ATCGAT, AT-rich matrix attachment regions, and Sp1-sites. Several other types
of sequences diverging from the consensus sequences have been isolated as well
by way of PCR-mediated site selection using GST-fusion proteins containing
various CDP=Cut DNA-binding domains (180). These reports are indicative
of the flexibility of the CDP=Cut proteins in choosing their DNA targets.

In vitro studies of CDP=Cut DNA-binding modes have shown several
combinations of domains such as CR1CR2, CR1HD, CR2HD, CR3HD, and
CR2CR3 implementing this function.However, in vivo experiments inmamma-
lian cells display only two modes of DNA binding. The CCAAT-displacement
activity involves primarily CR1 and CR2, whereas binding to ATCGAT in-
volves CR3HD. CR1CR2 exhibits fast ‘‘on’’ and ‘‘off’’ rates, whereas CR3HD
displays slow on and off rates. Thus, although CR1CR2 binds to DNA rapidly
but only transiently, CR3HD makes a stable interaction with the DNA
(179, 180).

The DNA-binding activity of CDP=Cut is regulated in a cell-cycle-
dependent manner, where strong binding is observed in S phase as a result
of both an increase in CDP=Cut expression and dephosphorylation of
CDP=Cut by the Cdc25A phosphatase (180). In G2 phase, however, its
DNA-binding activity is inhibited through cyclinA-Cdk1. Santaguida et al.
(181) report that the cyclinA–Cdk1 complex activated through the action of
the Cdk-activating kinase phosphorylates CDP=Cut on two serine residues
around the Cut homeodomain and inhibits its DNA binding. Phosphorylation
of conserved sites in the Cut repeats by PKC and CKII or pCAF-mediated
acetylation of the Cut homeodomain has also been implicated in the inhibition
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of CDP=Cut DNA-binding activity (180, 182, 183). These data indicate that
down-modulation of CDP=Cut activity may be very important for cell cycle
progression in late S and in G2.

The exact mechanism of repression by CDP=Cut is unknown, however,
two mechanisms have been proposed: passive repression in which CDP=Cut
competes with activators for occupancy of binding sites, hence the name
‘‘CCAAT displacement protein,’’ and active repression involving direct inter-
action of CDP=Cut with HDAC1 (182). In support of the active repression
theory, two active repression domains within the carboxy-terminal domain of
CDP=Cut have been identified that are able to interact with HDAC1.

Mammalian CDP=Cut proteins have been shown to repress genes in pro-
liferating precursor cells that are turned on as cells become terminally differ-
entiated and CDP=Cut activity ceases. Thus, CDP=Cut proteins are
transcriptional repressors that inhibit terminally differentiated gene expression
during early stages of differentiation. CDP=Cut was shown to repress the
p21=waf1 gene, a cyclin inhibitor, as well as bind to promoters of various his-
tone genes, which are regulated in a cell-cycle-dependent manner (184). In ac-
cordance with this, CDP=Cut DNA-binding activity oscillates during the cell
cycle and reaches a maximum at the end of G1 and during the S phase. Inter-
estingly, CDP=Cut regulates histone genes positively, where the peak of ex-
pression of these genes coincides with or closely precedes the DNA
replication phase (180, 183). Thus, the regulatory effect of CDP=Cut on tran-
scription might vary depending on the proteins with which it interacts and that
these CDP=Cut-interacting proteins may be cell and tissue specific.

However, there is limited insight into the function of CDP=Cut in
mammals in vivo. To address this question, a few mutational studies have been
conducted in which either the CR1 or the Cut HD was mutated. The pheno-
types observed in CR1 homozygous mutant mice include curly vibrissae, wavy
hair, and high postnatal lethality among the litters, whereas homozygous Cut
HD mutants displayed high postnatal lethality, growth retardation, nearly com-
plete hair loss, and severely reduced male fertility (182). Thus absence of fully
functional CDP=Cut results only in limited disturbances of normal tissue
development.

The repression activity of CDP=Cut has also been observed in non-cell-
cycle-related genes such as human cholesterol-7 hydroxylase (CYP7A1),
CXCL1, and mouse mammary tumor virus (MMTV) expression. CYP7A1 is
expressed only in the liver and is regulated by several liver-enriched transcrip-
tion factors. CDP=Cut was found to be a major negative regulator of the ex-
pression of this gene, where it mediates its repressor activity by displacing
two hepatic transcriptional activators, hepatocyte nuclear factor-1 (HNF-1)
and C=EBP, from their binding sites within intron 1 of the gene (185). The
expression of MMTV in the mammary glands has also been shown to be
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repressed by CDP=Cut, since mutations in the putative CDP=Cut binding
domain elevated reporter gene expression by six-fold, whereas overexpression
of CDP=Cut was able to suppress reporter gene expression up to 20-fold (186).
The same phenomenon was observed in the regulation of CXCL1 transcription
by Nirodi et al. (105). The authors showed that CDP mediates its suppressive
function by binding to the GCATCGATC sequence within the IUR element in
the promoter of the CXCL1 gene. However, further investigation is needed to
establish if the repression activity of CDP=Cut is due to its displacement activ-
ity or direct interaction with HDAC1 or both. It is possible that CDP=Cut
exerts its transcriptional repression simply by displacing the coactivator
PARP-1.

X. Reflection

Thus, based on the above discussion, alterations in the interactions of the
CXCL1 enhanceosome proteins may be the cause for overexpression of this
chemokine as seen in many malignancies and inflammatory diseases. Based
on the available data, these alterations may affect the interactions of CDP with
the promoter negatively, but have a positive effect on PARP and NF-�B. Thus,
overexpression of CXCL1 may be attributed to a concomitant decrease=loss of
CDP binding and enhanced PARP binding to the promoter as well as to
NF-�B in melanomas. The question then becomes: How does PARP achieve
enhanced interactions with the promoter and NF-�B, whereas CDP inter-
action is at a loss? To answer this question, it is necessary to explore the explicit
role of PARP and CDP in the regulation of CXCL1 transcription in ‘‘normal’’
models that can be compared with melanoma models. The significance of
these proteins in the regulation of CXCL1 transcription may be investigated
through ablation of their expression as well as mutational studies. It is also
important to establish the exact sequences that CDP and PARP bind within
the IUR element and to look for any differences in these sequences between
normal and melanoma models. The effect of PARP catalytic activity on NF-�B
and IUR interaction should also be investigated, as it may be of great
importance for therapeutic inventions. Thus, by altering the interaction of
these proteins in the CXCL1 enhanceosome complex, we may reduce the
inflammatory and tumor growth responses in tissues.
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Nucléiques, Institut de Génétique et
Microbiologie, Université Paris-Sud, 91405
Orsay Cedex, France

I. Topoisomerases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
A. Thermophilic Topoisomerase I (Type IA, Eubacteria) . . . . . . . . . . . . . . . . . . . . . . 39
B. Hyperthermophilic Topoisomerase III (Type IA, Archaea) . . . . . . . . . . . . . . . . 45
C. Reverse Gyrase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
D. Topoisomerase V (Type IB, Archaea) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
E. Gyrase (Type IIa, Eubacteria and Some Archaea) . . . . . . . . . . . . . . . . . . . . . . . . . . 53
F. Topoisomerase VI (Type IIb, Archaea) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

II. Recombinases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
A. Holliday Junction Resolvases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
B. Viral Tyrosine Recombinases: The Fuselloviridae Integrases . . . . . . . . . . . . . . 68
C. Cellular Tyrosine Recombinases: The Thermophilic Xer Proteins . . . . . . . . 69

III. Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

DNA transactions such as replication, recombination, and transcription
produce various changes in the structure and topology of the DNA molecule.
These changes are triggered by specialized enzymes that produce transient or
permanent breaks in the DNA backbone and are classified as topoisomerases
and recombinases. The role of these enzymes is especially crucial in thermo-
philic organisms, since the integrity of the double helical structure must be
maintained as replication/recombination or other DNA transactions take place
at high temperatures. Indeed, thermophilic organisms exhibit a remarkable
variety of DNA topoisomerases and recombinases. Some of them have been
discovered through studies of hyperthermophiles, and they could represent
either enzymes specialized in the functionning of DNA at high temperature
(i.e., reverse gyrase) or remnants of the early evolution of living organisms
(i.e., Topo VI and the unique Xer recombinase found in thermophiles). The
study of these proteins is interesting, not only for phylogenic reasons, but also
from a structural and mechanistic point of view: these enzymes may represent
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either simplified versions of recombinases and topoisomerases conserved in
higher organisms or entirely new enzymes with new mechanistic solutions,
albeit based on the same chemistry, to the problems faced by the DNA double
helix at high temperature.

Thermophilic organisms face the problems of stability of their macromol-
ecules at high temperature. In particular, the DNA molecule, which is in
charge of the genetic information, must maintain its double helical structure
near its melting point (Tm). The difficulty is that, at the same time, transmis-
sion of the genetic information requires at least local separation of the two
DNA strands. This is true for DNA replication, transcription, repair, or recom-
bination. In this context, enzymes in charge of the DNA structure and topology
in thermophilic organisms have two apparent antagonizing roles: to favor
DNA transactions as in mesophiles and to prevent uncontrolled double helix
opening at high temperature. In this review, we focus on two main classes of
enzymes working on DNA, topoisomerases and recombinases. To draw a pic-
ture of these enzymes, we have exploited the data of the 16 complete genomes
from thermophilic organisms (3 from eubacteria, 13 from archaea) available at
present, but the exceedingly fast release of new complete sequences from a
number of genomes may change this picture.

I. Topoisomerases

Topoisomerases are classified into two types. Type I topoisomerases make a
transient break in DNA one strand at a time and promote passage of the other
strand, whereas type II topoisomerases cleave both strands of a double helix and
can promote passage of another double helix. Both types use the same general
chemistry to breakDNA: a tyrosyl group of the enzyme attacks a phosphodiester
bond on DNA and remains covalently linked to one side of the break. Attack of
this phosphotyrosine link by the hydroxyl of the free DNA strand rejoins the
broken DNA strand and releases the enzyme for the next cycle. Both types I
and II topoisomerases can be further divided into two families (see Table I).

Type I topoisomerases are subdivised into families IA and IB on the basis
of their biochemical properties. Type IA enzymes form a transient covalent
bond to the 50-phosphoryl of the broken strand, whereas type IB enzymes form
a 30-end covalent bond. These two families do not share any phylogenic rela-
tionship. Until recently, Topo IB was thought to be specific for eukaryotes
and their viruses. The discovery of Topo V in Methanopyrus kandleri (1)
and of Topo IB in some eubacteria (2) changed this. However, to date
the presence of type IB topoisomerases in prokaryotes remains exceptional.
However, the type IA family is widespread in all three kingdoms (eukarya, ar-
chaea, eubacteria) and includes three subfamilies, all containing thermophilic
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representatives: topoisomerases I, topoisomerases III, as well as reverse
gyrase, an enzyme specific to hyperthermophilic organisms (Table I).

Type II topoisomerases are also subdivided into two families, IIa and IIb,
that share little similarity. Type IIa represents the classic type II topoisome-
rases that cleave duplex DNA, leaving 4-nucleotides 50 overhangs on each side
of the break. They are found in eukaryal (Topo II) and eubacterial (DNA
gyrases and Topo IV) kingdoms. However, thermophilic eubacteria do not
seem to possess Topo IV (Table I). In archaea, type IIb enzymes that cleave
duplex DNA with 2-nucleotides 50 overhangs replace the type IIa. Exceptions
are Archaeoglobus fulgidus, which contains type IIa and IIb topoisomerases,
and the thermoplasmales, where no type IIb is present (Table I).

A. Thermophilic Topoisomerase I (Type IA, Eubacteria)
1. Phylogenic Position and Sequence Organization

This class belongs to the family of eubacterial topoisomerases related to
the topA gene product found in Escherichia coli. As shown in Fig. 1, this family
forms a rather homogeneous group, with the five thermophilic members so far
sequenced [from Thermotoga maritima (3, 4), Fervidobacterium islandicum
(5), Aquifex aeolicus (6), Thermoaerobacter tengcongensis (7), and Thermobifi-
da fusca1] clearly integrated within the family. The two first members, T. mar-
itima and F. islandicum, which both belong to the order Thermotogales, are
more closely related. Although their sequences are conserved, the gene envir-
onment of the thermophilic eubacterial topoisomerases I in the different
genomes is not conserved.

Sequence organization is schematically described in Fig. 2. The five thermo-
philic topoisomerases I appear to retain all the conservedmotifs of the eubacter-
ial topoisomerases I found in the 67-kDa amino-terminal fragment of E. coli
TopA, suggesting a common basic architecture for the whole family. This was
further confirmed by structural data (8). Moreover, the region of the active site
tyrosine has a particular structure, called the CAP DNA binding domain, also
found in the CAP (catabolite gene activator protein) transcriptional regulator
and in type II topoisomerases (9). Despite these common features, the size of
thermophilic topoisomerases I differs considerably, from 540 residues for
A. aeolicus up to 996 for T. fusca. On the amino-terminal side, a prominent se-
quence of 112 amino acids is found in T. fusca upstream of the first highly con-
served motif (Fig. 2), whereas a 33 amino acid prominent sequence appears in
F. islandicum (5). This feature is rather unusual, since thermophilic proteins are
often smaller than their mesophilic equivalents. As several mesophilic enzymes,

1 Unfinished genome. Contigued sequences are available at the NCBI. The T. fusca Topo IA
sequence was obtained by a BLAST using T. maritima Topo IA as the search sequence.
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TABLE I
Inventory of Topoisomerases from Thermophilic Organismsa

Optimal
growth

temperature
(
�
C)

Type I Topoisomerases Type II Topoisomerases

Type IA Type IB Type IIa Type IIb

Topo I Topo III Reverse
gyrase

Topo V Topo IIA
(GyrA)

Topo IIB
(GyrB)

Topo VIA Topo VIB

Complete archaeal genomes

Crenarchaea

Aeropyrum pernix 90 APE1794 APE1376 APE0703 APE0706

APE1340

Pyrobaculum aerophilum 98 PAE2993 PAE1108 PAE2219 PAE2217

Sulfolobus solfataricus 80 SSO0907 SSO0963 SSO0969 SSO0968

SSO0420

Sulfolobus tokodaii 80 ST1216 ST1290 ST1444 ST1294

ST0374

Euryarchaea

Archaeoglobus fulgidus 78–85 AF1806 AF1024 AF0465 AF0530 AF0940 AF0652

Methanobacterium
thermoautotrophicum

60–65 MTH1624 MTH1008 MTH1007

Methanococcus jannaschii 80–85 MJ1652 MJ1512 MJ0369 MJ1028

Methanopyrus kandleri 98 MK1604 MK0289 b MK1436 MK0512 MK0921

MK0049

Pyrococcus abyssi 96 PAB1430 PAB2423 PAB2411 PAB0407
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Pyrococcus horikoshii 98 PH0622 PH0800 PH1563 PH1564

Pyrococcus furiosus 97–100 PF0494 PF0495 PF1578 PF1579

Thermoplasma acidophilum 55–60 Ta0063 Ta1054 Ta1055

Thermoplasma volcanium 60 TVN0019 TVN0542 TVN0541

Complete bacterial genomes

Aquifex aeolicus 90 aq_657 aq_886 aq_980 aq_1026

aq_1159

Thermoanaerobacter
tengcongenris

75 TTE1449 TTE1745 TTE0011c TTE0010

Thermotoga maritima 80 TM0258 TM0173 TM1084 TM0833

Genesd

Sulfolobus acidocaldarius (A) 70 Q08582

Sulfolobus shibatae B12 (A) 80 X98420 O05208 O05207

Fervidobacterium
islandicum (B)

65 U97022

Thermus themophilus (B) 60 AAF89614 AAF89615

aFor sequenced genomes, the gene numbers correspond to the notations available at http://www.ncbi.nlm.nih.gov/PMGifs/Genomes/micr.html.
bThe M. kandleri reverse gyrase is composed of two subunits encoded by separate genes.
cThe status of TTE0011 and TTE0010 as GyrA/GyrB or ParC/ParE is unclear (see Fig. 5).
dAccession numbers of unsequenced thermophilic archaeal (A) or eubacterial (B) genomes. Sequencing of T. thermophilus and S. acidocaldarius is in progress.
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Fig. 1. Phylogenetic tree of topoisomerases IA. The phylogenetic tree was deduced from
topoisomerases IA sequence alignments produced by ClustalX. Each group is identified as follow:
eubacterial Topo I (topA), light gray shading; eukaryal Topo III and eubacterial Topo III, circled
black, no shading; archaeal Topo III, medium gray shading; reverse gyrase, dark gray shading.
Thermophilic organisms are indicated by bold lettering.Within the reverse gyrase group, eubacteria
are black labeled and archaea white labeled. Species abbreviations are the following: Eukarya: Ath,
Arabidopsis thaliana; Cel, Caenorhabditis elegans; Dme, Drosophila melanogaster; Hsa, Homo
sapiens; Mmu, Mus musculus; Sce, Saccharomyces cerevisiae; Spo: Schizosaccharomyces pombe.
Archaea: Afu, Archaeoglobus fulgidus; Ape, Aeropyrum pernix; Mja, Methanococcus jannaschii;
Mka, Methanopyrus kandleri, Mth, Methanobacterium thermoautotrophicum; Pab, Pyrococcus
abyssi; Pae, Pyrobaculum aerophilum; Pho, Pyrococcus horikoshii; Pfu, Pyrococcus furiosus; Sac,
Sulfolobus acidocaldarius; Ssh, Sulfolobus shibatae; Sso, Sulfolobus solfataricus; Sto, Sulfolobus
tokodaii; Tac,Thermoplasma acidophilum; Tvo,Thermoplasma volcanium. Eubacteria: Aae,Aquifex
aeolicus; Bha, Bacillus halodurans; Bsu, Bacillus subtilis; Cje, Campylobacter jejuni; Cmu,
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three of the thermophilic proteins have an 8–9 amino acid additional sequence
in the active site region (Fig. 2). This insertion separates two highly conserved
motifs in the active site without apparent effect on catalytic activity.

As commonly observed for eubacterial Topo I, the carboxy-terminal part of
the proteins is largely variable in length and in sequence (Fig. 2). This region is
totally absent in the enzyme from A. aeolicus, while a long C-terminal tail
(238 residues) is present in T. fusca. The existence of putative zinc fingers,
often found in the region, is also very different among the five thermophilic

Fig. 2. Domain structure organization of eubacterial Topo IA. (Top) Domanial alignment of
several eubacterial Topo IA. Species abbreviations are as in Fig. 1, with the following additions:
Mge, Mycoplasma genitalium; Scc, Synechococcus sp. Thermophilic species are labeled in bold.
Dotted lines represent gaps. Foreground white boxes correspond to the topoisomerases IA
conserved motifs and background white boxes to zinc finger motifs. The position of the catalytic
tyrosine is identified by a Y. The size of each topoisomerase is indicated on the right of the figure.
(Bottom) Corresponding sequence alignments of the N-terminal and active site regions.

Chlamydia muridanum; Cpn, Chlamydophila pneumoniae; Ctr, Chlamydia trachomatis; Dra,
Deinococcus radiodurans; Eco, Escherichia coli; Fis, Fervidobacterium islandicum; Hin,
Haemophilus influenzae; Hpy,Helicobacter pylori 26695; Lla, Lactococcus lactis; Mle,Mycobacter-
ium leprae; Mlo, Mesorhizobium loti; Mtu, Mycobacterium tuberculosis; Nme, Neisseria
meningiditis; Pmu, Pasteurella multocida; Rpr, Rickettsia prowazekii; Syn, Synecchocystis sp.; Tfu,
Thermobifida fusca; Tma, Thermotoga maritima; Tpa, Treponema pallidum; Tte, Thermoanaer-
obacter tengcongensis; Uur, Ureaplasma urealyticum; Vch, Vibrio cholerae; Xfa, Xylella fastidiosa.
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topoisomerases: a total absence in A. aeolicus and T. fusca, a unique zinc motif
in T. maritima and F. islandicum, and three motifs in T. tengcongensis. As
shown below, the unique motif found in T. maritima does bind zinc, but is
dispensable for topoisomerase activity.

Finally, attempts to define sequence features specific to the five thermo-
philic species presently known failed.One can simply notice the low cystein con-
tent of these enzymes and the higher proportion of isoleucine, glutamic acid,
and lysine residues. Determination of the three-dimensional (3D) structure of
topoisomerase I from T. maritima, which is currently under investigation, may
shed light on the residues needed to stabilize the enzyme at high temperature.

2. Enzymatic Properties

Only two topoisomerases I from thermophilic eubacteria have been inves-
tigated for their enzymatic activities. In an early work, the native enzyme from
F. islandicum was purified to near homogeneity (10). It shares the main char-
acteristics of the E. coli enzyme, with an ATP-independent DNA relaxing
activity at an optimal temperature of 70 �C, close to the growing temperature
of its eubacterial host. An unexpected property is that the activity is inhibited
by nucleosides triphosphates, possibly by chelation of the magnesium ions
required for activity.

Recently, topoisomerase I from T. maritima has been overproduced in
E. coli (11). The recombinant enzyme has been easily purified to near homo-
geneity by including a heating step that removed the majority of E. coli pro-
teins. Although synthesized at 37 �C, the optimal activity of this recombinant
enzyme was observed at 75 �C, the normal growth temperature of T. maritima,
confirming the correct folding of the protein.

Peculiar to this topoisomerase is its exceptionally high DNA relaxation
activity, 100- to 200-fold that of the E. coli enzyme (12): one molecule can cata-
lyze 500–1000 strand passage events per minute, a rate close to that of topoi-
somerase IB (13). The biological reasons for such a high activity are unknown,
but it may be necessary in vivo for rapid removing of negative supercoils lo-
cally occurring behind a transcription complex to prevent helix opening at high
temperature.

Another interesting property of T. maritima topoisomerase I is its capacity
to decatenate kinetoplastic DNA networks of minicircles, provided that these
are nicked (11). Whether this property can be extended to other type Ia
enzymes remains an open question. The decatenation activity is more reminis-
cent of topoisomerase III, which is present in E. coli but not in T. maritima. It is
possible that in this organism, topoisomerase I replaces topoisomerase III for
the resolution of intertwined daughter chromosomes at the end of replication.

As for E. coli topoisomerase I and for reverse gyrases, DNA cleavage
occurs preferentially with a cytosine in position �4 of the break point
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(14, 15). Interestingly, the cleavage efficiency appears to be independent of
temperature, suggesting that this step is not rate limiting (11).

The most striking difference with the E. coli enzyme concerns the carboxy-
terminal region. In T. maritima topoisomerase I, disruption of the unique Zn
motif by mutation of two cysteins has no influence on its enzymatic activity, re-
laxation, or decatenation (11). Moreover, neither its cleavage efficiency and
specificity nor its thermal stability are affected, suggesting that, contrary to
the case of E. coli (16), the Zn motif is not involved in enzyme activity, at least
in vitro.

Recently, the relaxation and binding properties of the thermophilic topoi-
somerase have been investigated using a single DNA molecule bound at each
extremity (17, 17a). The experimental device allows us to adjust both the
pulling force and the winding of DNA strands. T. maritima topoisomerase I
is not active on plectonemic negative or positive supercoils produced at low
pulling force, since it does not bind these structures. However, the enzyme
recognizes and binds bubbles produced at a higher pulling force in an under-
wound DNA. Once bound, this topoisomerase is able to act indifferently on
positively or negatively constrained DNA. The observation of individual steps
in the relaxation of a single DNA molecule clearly confirms the enzyme-
bridged strand passage model supported by biochemical and structural data
and likely extendable to the whole topoisomerase IA family (17).

B. Hyperthermophilic Topoisomerase III (Type IA, Archaea)
Another group of topoisomerases IA is formed by archaeal topoisomerases

III (Fig. 1). Our present knowledge of these enzymes essentially derives from
sequence comparisons. Remarkably, in these comparisons, the group appears
distinct from both eubacterial and eukaryal topoisomerases III that are present
uniquely in mesophilic organisms. In particular, hyperthermophilic eubacteria
do not contain a topoisomerase III. The only biochemical data on these
enzymes concern the topoisomerase III from Desulfurococcus amylolyticus
(18). As the other topoisomerases IA, it is able to relax negatively, but not posi-
tively supercoiled DNA in a reaction that is dependent on Mg2þ but not on
ATP. Several interesting observations suggest that the critical point that
governs the activity of this topoisomerase is its binding to the DNA substrate,
in particular the availability of single-stranded regions in the DNA. Thus, at
moderate temperatures (i.e., 60 �C), the relaxation rate is slow and critically
dependent on the level of negative supercoiling, and not all supercoils are re-
moved. At higher temperatures (i.e., 80 �C), relaxation is complete and fast,
presumably because more single-stranded regions are present. Interestingly,
the thermostability of D. amylolyticus topoisomerase III allowed experiments
to be tried at temperatures exceeding 90 �C, a range in which DNA begins to
melt. In this case, the enzyme no longer distinguishes between negative and
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positive supercoils, and a different activity occurs, i.e., the unwinding of the
two DNA strands. In this reaction, the DNA linking number (Lk) decreases,
contrary to the normal activity of the topoisomerases IA (relaxation of negative
supercoils) for which Lk increases. This observation again suggests that the dir-
ection of strand passage for type IA topoisomerases is primarily directed by the
structure of the DNA substrate.

Whether the properties of this topoisomerase may be extended to the
other archaeal topoisomerases III is not known. Moreover, there is presently
little information on the in vivo functions of these enzymes in hyperthermo-
philic archaea, and the unwinding reaction described in vitro may not be
biologically relevant.

C. Reverse Gyrase
Among thermophilic topoisomerases IA, reverse gyrases constitute a group

of original protein machines working on DNA, with their unique property
to produce positive supercoils in a circular DNA (19, 20). Initially described
in crenarchaeotae, they were found in all hyperthermophilic organisms,
including archaea and eubacteria (21, 22).

1. Sequence Organization

Reverse gyrases are composed of a single polypeptide of relatively constant
length (around 1200 amino acids), with the exception of the two subunits in
M. kandleri. The first reverse gyrase sequence, obtained from the crenarch-
aeon S. acidocaldarius, provided some information on the way this enzyme
could function (23). Two regions (each of them spanning half of the protein)
can be delimited (Fig. 3): the N-terminal region contains conserved motifs
found in helicases, whereas the C-terminal domain exhibits a clear similarity
to type IA topoisomerases, confirming previous biochemical results showing
single-strand cleavage and covalent link to the 50 DNA ends (24). This organ-
ization is a general feature of the reverse gyrases family. As shown in Fig. 1,
reverse gyrases form a well-delimited group, independently of their belonging
to eubacterial or archaeal domains of life.

More precise examination of the N-terminal part in a dozen reverse gyrases
indicates that it belongs to the helicase superfamily SF2 comprising recombina-
tion/repair proteins RecQ, Rad3, UvrB, the primosomal protein PriA, and the
eukaryotic translation initiation factor eIF4A (25). Motifs I, Ia, II, III, V, and
VI of the SF2 family are present and well conserved among reverse gyrases
(26). These motifs are mainly devoted to ATP binding and hydrolysis (I, II,
III, VI), and to single-strand DNA binding (Ia, V). Motifs denoted as IV or IVa
are barely detectable in reverse gyrases. Peculiar to reverse gyrases is a putative
Zn finger in the very N-terminal end of the enzyme, which resembles Zn fingers
found in GATA transcription factors (27). Its function is presently unknown.
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The C-terminal domain of reverse gyrases exhibits evident similarity to all
type IA topoisomerases, with the totality of the 10 motifs conserved (26).
Recent experiments demonstrating the ATP-independent topoisomerase I ac-
tivity of this domain confirm this view (28). A characteristic of this domain in
reverse gyrases is the presence of a zinc finger between motifs 2 and 3 (Fig. 3)
that is in the first fourth of the enzyme, contrasting with the other type IA
topoisomerase in which Zn fingers are exclusively at the C-terminus.

Fig. 3. Domain organization of reverse gyrases. (Top) The two domains comprising reverse
gyrases are indicated. Each domain has several conserved motifs. Helicase motifs (SF2-like family)
are represented by white boxes labeled from I to VI. A hypothetical motif IV (shaded and italicized)
was found on the bases of sequence homologies. TopAmotifs are represented by gray boxes, and the
position of the active site tyrosine is indicated (Y). Two potential zinc binding domains are
represented by black boxes. Reverse gyrases can be grouped in terms of their sizes (abbreviations are
as in Fig. 1). , Aae (aq_886), Afu, Mja, Pab, Pae, Pho, Pfu, Ssh, Sso (SSO0963), Sto (ST1290) Tma,
Tte.�, Ape (APE1376), Sac.�, Ape (APE1340), Sso (SSO0420). These two reverse gyrases have a
C-terminal extention. The longest is found in Ape and is signaled by . , Aae (aq_1159). �, Mka.
This reverse gyrase is composed of two subunits. The subunit encoded by geneMK0049 corresponds
to theN-terminal part of other reverse gyrases. GeneMK0289 encodes the subunit corresponding to
the C-terminal part. The arrow indicates the separation between the two subunits.

*
, Sto (ST0374).

The lack of motifs 1 and 1a in the helicase domain makes it unlikely that this reverse gyrase is
functional. (Bottom) Consensus sequences of the reverse gyrase helicase motifs. The consensus
sequences were obtained by aligning 19 reverse gyrase sequences. Residue conservation is indicated
by the following code: white letter, dark gray box, 100% similarity; black letter, light gray box, 80 to
<100% similarity; black letter unboxed, 60 to <80% similarity. h, Hydrophobic;

*
, any (including

gaps). At positions where several residues are listed, the occurrence is from themost (top) to the least
(bottom) represented in the sequences. Above eachmotif, the secondary structure ofArchaeoglobus
fulgidus reverse gyrase is indicated. Gray arrow, �-strand; gray cylinder, � helix; black line, loop.
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A few examples of reverse gyrases exhibit a different structure, while con-
serving the organisation in two domains. One is the enzyme from M. kandleri,
made of two subunits (29, 30). These do not correspond to the limits of the
previously defined domains. The large subunit, RgyB (138 kDa), spans the
N-terminal (helicase-like) domain and nearly half of the topoisomerase domain.
The small subunit (42 kDa) contains the rest of the topoisomerase domain and
has no activity by itself (31). In the case of M. jannaschii and P. horikoshii,
sequence data indicate that their reverse gyrases contain inteins. Remarkably,
the supplementary sequence is inserted precisely into the region of the active
site tyrosine, in the topoisomerase domain, suggesting that the precursor
protein is inactive. The point of insertion is the same as that of the 8–9 amino
acids insertion found in some eubacterial topoisomerases I, suggesting that
this region of topoisomerase IA sequence/structure is especially sensitive to
rearrangements.

The sequence organization of reverse gyrases suggested an early model for
the mechanism of positive supercoiling (23). This model supposed that positive
supercoiling was produced by the concerted action of a translocating helicase,
producing both positive and negative supercoils, the later being specifically re-
laxed by the topoisomerase IA domain. The most recent results on reverse
gyrases (32) indicate that this model is probably not correct (see Section I.C.3).

2. Origin and Evolution of Reverse Gyrases

The conserved organization of the reverse gyrase sequence suggests pos-
sible scenarios to explain the formation of this enzyme in the course of evolu-
tion (33). In particular, it is conceivable that the reverse gyrase was generated
by the fusion of ancestral helicase and topoisomerase IA domains. Whether
this event was early in the evolution of prokaryotes is still a matter of specula-
tion. Remarkably, when the topoisomerase domain alone is used in the analysis
of Fig. 1, reverse gyrases again form a compact group, suggesting that the
event (possibly domain fusion) that created reverse gyrase is ancient. In any
case, the exclusive existence of reverse gyrase in hyperthermophiles suggests
that it is essential for life at high temperature. If true, early organisms before
fusion were not hyperthermophiles, putting into question the idea that the last
universal common ancestor (LUCA) was a hyperthermophile (34).

The presence of reverse gyrases in eubacteria seems again to be strictly re-
lated to hyperthermophily (21, 35). Moderate thermophiles (i.e., living below
65 �C) do not contain a reverse gyrase (36). This is also true in the archaeal king-
dom since T. acidophilum, T. volcanium, and M. thermoautotrophicum do not
possess a reverse gyrase (Table I). It seems that the maximal rather than optimal
growth temperature is an important parameter for the presence of reverse gyr-
ase activity in thermophiles. Organisms that can support growth at or above
65 �C would therefore be expected to possess at least one reverse gyrase gene.
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The presence of reverse gyrases in all thermophilic eubacteria is not well
documented, mostly because the detection of reverse gyrase activity in crude ex-
tracts can be tedious. For instance, early reports stated that there was no reverse
gyrase activity in T. maritima (36, 37). This was latter contradicted both by bio-
chemical data and genome sequence analysis (4, 21). Therefore the absence of
reverse gyrase activity in eubacteria living at temperatures above 65� (36) should
be examined with great care and should await genome sequence data analysis.

Examination of the genes surrounding reverse gyrase in T. maritima and
A. aeolicus shows an accumulation of several genes of archaeal origin, suggest-
ing a horizontal gene transfer from archaea to eubacteria in response to ther-
moadaptation (38). This again supports evidence indicating that reverse gyrase
is a marker of hyperthermophily. The presence of two reverse gyrase genes in
the genomes of the Sulfolobales so far sequenced is also puzzling. Interestingly,
there are two reverse gyrase versions of these genes. For each version, the se-
quence is closer between two species than within the same species. One cor-
responds to the version found in S. acidocaldarius, and the other to that found
in S. shibatae, but we do not know yet if these strains possess both genes.2 The
gene environment of the two reverse gyrase genes is different. However, this
environment (about 50 kbp in both cases) is conserved in the two Sulfolobales
genomes, suggesting that if the two versions of reverse gyrase result from gene
duplication, this was an early event in the evolution of crenarchaea.

3. Mechanism and Clues about the Structure

A number of mechanistic studies have been performed on reverse gyrases
to try to determine how they produce positive supercoiling.

The first puzzling result for an enzyme performing ‘‘gyration’’ was its type IA
topoisomerase activity, recently confirmed by the expression of the recombinant
carboxy-terminal half of the protein in E. coli (28). However, this strand passage
activity is strictly ATP dependent and occurs exclusively in the whole reverse
gyrase to increase the Lk between the two DNA strands. As for the other topoi-
somerase IA, reverse gyrase cleaves DNA at specific sequences, as shown by
incubating stoichiometric amounts of the enzyme with DNA at high tempera-
ture in the absence of ATP or in the presence of a nonhydrolyzable analog.
The same strong preference as eubacterial topoisomerases I for a cytosine in
position �4 of the cleavage point was observed (29, 39). These sites are never-
theless specific, since their export into a foreign sequence creates a new site (15).

The second feature of reverse gyrase is its ATPase activity. The enzyme
exclusively hydrolyzes ATP to ADP, but not the other triphosphates, and the
reaction is strictly DNA dependent, with a preference for single-stranded

2 The sequence of the S. acidocaldarius genome should be released soon and will provide
more information on the duplication of the reverse gyrase genes.
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DNA (40). It is remarkable that this activity is located in the amino-terminal half
of reverse gyrase, whose sequence exhibits putative motifs of ATP binding and
hydrolysis reminiscent of helicases. However, no helicase activity has been
found so far for reverse gyrase nor for the recombinant N-terminal domain (28).

Reconstitution of positive supercoiling activity has been successfully
obtained by mixing the two halves of the enzyme separately produced as re-
combinant proteins in E. coli (28). This association is very specific, since recon-
stitution of positive supercoiling was not possible by replacing either the
topoisomerase IA domain by an active topoisomerase, or the helicase-like
domain by an active helicase. In the case of M. kandleri, reconstitution was
obtained by incubating the two separate subunits of the enzyme (31).

Another feature of reverse gyrase is its capacity to change theDNA structure
upon stoichiometric binding: closure of aDNAformIIby ligase after reverse gyr-
ase stoichiometric binding results in a decrease of the DNA Lk compared to the
control without reverse gyrase. This occurs in the absence of the topoisomerase
activity of the C-terminal part (Tyr to Phe mutant), and was interpreted as stoi-
chiometric DNA unwinding, or as left-handed DNA wrapping around the
enzyme (24). Neither the helicase-like nor topoisomerase IA domain is able to
produce this change on its own, but mixing of these domains reconstitutes this
stoichiometric effect on DNA structure (28).

Thesemechanistic properties led to the proposal of a newmodel for positive
supercoiling (32). In this model, binding of reverse gyrase to DNA induces local
DNAunwinding in a topologically closeddomain, resulting in overwinding (posi-
tive supercoiling) of the rest of the DNA molecule. Then, ATP binding allows
strandpassage in theunwounddomainby the topoisomerase IA regionof reverse
gyrase, which increases the DNA Lk. Finally, ATP hydrolysis would recycle
reverse gyrase in a conformation competent for DNA binding/unwinding.

Recently, a crystal structure of reverse gyrase of A. fulgidus was obtained
(41, 42). The conclusions of this work support the above model. As expected,
the topoisomerase part has a ring structure very similar to that of other type
IA enzymes, whereas the helicase-like part contains two RecA-like domains,
as found in helicases and presumably responsible for local unwinding. It seems
to lack the residues usually involved in translocation along DNA, confirming
the absence of processive helicase activity. To explain the ATP-dependent ac-
tivity of reverse gyrase, it was postulated that a small domain in the helicase
part might work as an ATP-dependent latch controlling the strand passage
by the topoisomerase I domain.

4. Hypotheses on the Functions of Reverse Gyrases

Despite in vitro investigations of the activity of reverse gyrase, little is
known about its in vivo functions. The first idea is that reverse gyrases play
an essential role in the regulation of DNA supercoiling in hyperthermophiles.
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Indeed, Lk increase by positive supercoiling would stabilize the duplex at high
temperatures. Supporting this is the fact that viral episomes or plasmids ex-
tracted from archaeal hyperthermophiles are relaxed or positively supercoiled
(43, 44). Moreover, thermal stress in hyperthermophilic archaea transiently in-
creases the DNALk (45), as was observed for mesophilic eubacteria. It was pro-
posed that in archaeal hyperthermophiles, the global level of supercoiling is
tightly controled by the antagonist activity of reverse gyrase and the unique3

type II topoisomerase present, topoisomerase VI (46). This view was compli-
cated by several additional observations. The first is the situation in hyperther-
mophilic eubacteria in which episomes or plasmids are found negatively
supercoiled as in mesophiles (47). In this case, a gyrase is present in addition
to reverse gyrase and topoisomerase I, and may account for this global negative
supercoiling. It was proposed that reverse gyrase acts more locally to increase
the DNA Lk in regions where the stability of the duplex is reduced, for
instance after the passage of a transcription complex. The second complication
in estimating the role of reverse gyrase is the presence of chromatin-like struc-
tures in hyperthermophilic archaea. In euryarchaea, histones are present and
seem to be able to stabilize both negative (left-handed) and positive (right-
handed) toroidal supercoils in nucleosome-like structures (48). Thus, it is
conceivable that independently of the global level of supercoiling, free or
constrained supercoils (either positive or negative) locally coexist and are the
targets of topoisomerases. For instance, reverse gyrases may rapidly transform
negative to positive supercoiling in a precise DNA region. Kikuchi (49) sug-
gested that reverse gyrases may suppress a variety of ‘‘abnormal’’ structures into
DNA, such as cruciforms, triple helices, or unpaired regions and he proposed
the term ‘‘renaturase’’ for these enzymes. More generally, reverse gyrases might
be required in all of the processes that possibly generate single-stranded DNA
at high temperature, to restore the double helix. These include replication and
recombination/repair intermediates, as well as transcription complexes (50).

D. Topoisomerase V (Type IB, Archaea)
1. Phylogeny

Topoisomerase V (Topo V) has so far only been found in the hyperthermo-
philic methanogenM. kandleri (51). The gene was cloned and sequenced (52),
and sequence analysis revealed that several regions of Topo V had similarities
to different protein families (Fig. 4). The N-terminus of Topo V has a signifi-
cant similarity with the RecA motif VI, a region that is part of the monomer–
monomer interface in a RecA filament. The signature of the helix-turn-helix
(HTH) motif of the asnC proteins is also found within the N-terminal region

3 Except for A. fulgidus, which contains both gyrase and Topo VI (Table I).
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of Topo V. Within this region are also found the conserved catalytic signature
of eukaryotic Topo IB and of tyrosine recombinases (52). From these align-
ments, the position of the catalytic tyrosine of Topo V was inferred to be
Tyr-226, and mutagenesis of this residue confirmed its role in DNA cleavage
and relaxation (52). Within the 684 C-terminal amino acid region, 12 repeats
of about 50 amino acid long consisting of two similar but distinct helix-hairpin-
helix (HhH) DNA binding motif are found. The HhH motif provides
nonsequence-specific protein–DNA interactions and has been identified in
14 homologous families of DNA binding proteins (53). The 12 motifs from
Topo V exhibited similarities with E. coli RuvA protein, human DNA polymer-
ase � (�-pol), and several other proteins (52). The arrangement by repeats of
two contiguous HhH motifs is also found in RuvA and human �-pol. Further
biochemical analysis revealed that Topo V shares DNA repair activity with the
latter protein (see the next section).

Topo V is (at least) a bifunctional protein, with two catalytic domains
fused (Fig. 4). The N-terminal domain is responsible for the topoisomerase ac-
tivity and the C-terminal domain harbors the DNA repair activity, a unique
property for a topoisomerase (52). The presence of a signature motif of leu-
cine-responsive regulatory proteins makes it also possible that Topo V might
act as a transcriptional regulator. Several hypotheses have been suggested to
take into account the dual catalytic activity of Topo V. Among these, an attract-
ive hypothesis is that fusion of a DNA repair activity highly specific for apuri-
nic/apyrimidic (AP) sites with Topo IB activity in a single protein might
prevent Topo V from beeing toxic for M. kandleri. At temperatures up to
110 �C, which support M. kandleri growth, the probability of occurrence of
DNA lesions (particularly apurination) is high. On the other hand, it is known
that DNA lesions greatly enhance Topo IB-mediated cleavage and formation
of protein–DNA adducts that are poisonous for the cell in or around AP sites
(54). In eukaryotes this kind of lesions can be repaired by a Tyr-DNA phospho-
diesterase, which is absent in prokaryotes (55). It is thus tempting to assume
that the DNA repair activity module of Topo V would lead the enzyme to bind

1 226 984532

HhH repeatsY

Topo IB domain DNA repair domain

299

Fig. 4. Domain organization of Methanopyrus kandleri topoisomerase V. The Topo IB
domain is shaded in dark gray. The DNA repair domain is in white. The diagonally hatched box
represents the region of homology with the RecA motif VI. The black box represents the region of
homology with the HTH motif of asnC proteins. The white Y (position 226) localizes the active site
tyrosine. The long light gray box represents the region where the 12 repeats consisting of two
similar helix-hairpin-helix (HhH) DNA binding motifs are found.
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specifically to AP sites and initiate base-excision repair, thereby preventing
Topo V from making lethal lesions.

2. Enzymatic Properties

Until Topo V was purified fromM. kandleri (1, 56), type IB topoisomerases
were confined to eukaryotes and their viruses. Very recently, other prokaryotic
type IB topoisomerases from mesophilic eubacteria were identified (2).

Biochemical analysis revealed that Topo V relaxes both negatively and posi-
tively supercoiled DNA in the absence of divalent cations (1), a property spe-
cific for type IB topoisomerases. Topo V shows a preference for positive over
negative supercoiling (56). Further analysis revealed that Topo V forms a
30-end covalent complex with DNA allowing it to be classified as a type IB
enzyme (1). Topo V has a molecular mass of 110 kDa, which is in the size
range of type IB enzymes purified from different eukaryotic sources and is
recognized by antibodies raised against human Topo I (1, 56).

The temperature dependence of Topo V activity revealed that relaxation of
supercoiled DNA is possible at 50 �C, although at a low level, and reaches its
maximum between 70 and 90 �C (1). Above 90 �C, Topo V produces unwound
DNA, a phenomenon known as unlinking, which was previously described for
the hyperthermophilic topoisomerase, Topo III from D. amylolyticus (18).

More recently the DNA repair activity of Topo V was biochemically charac-
terized, HhH motifs probably being involved in catalysis (52). Two of the HhH
motifs of Topo V are arranged very similarly to the HhH motifs of human �-pol
containing residues involved in the dRP (2-deoxyribose 5-phosphate) lyase ac-
tivity of this enzyme. It was shown that Topo V possesses the AP lyase and dRP
lyase activities associated with the base-excision repair mechanism. Further an-
alysis revealed that the AP/dRP lyase activity is located within the C-terminal
region of Topo V and is independent of its topoisomerase activity (52, 57).

E. Gyrase (Type IIa, Eubacteria and Some Archaea)
Gyrase is a specialized type II topoisomerase able to introduce negative

supercoils in a circular DNA through an ATP-dependent reaction.

1. Phylogenic Position and Sequence Organization

Gyrase was initially discovered in E. coli (58), and it was thought for a long
time to be restrained to mesophilic eubacteria, where it could participate in
the regulation of DNA supercoiling and in various cellular processes such as
replication, transcription, or recombination/repair. From a phylogenetic point
of view, gyrases belong to the large family of type IIa topoisomerases that also
comprises the eukaryotic topoisomerases II, as well as eubacterial Topo IV and
some phage-encoded topoisomerases, all mesophilic.
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Biochemical experiments (47) and genomic sequencing indicate that gyr-
ase is also present in thermophilic and hyperthermophilic eubacteria and in
some thermophilic archaeal strains (Table I), but is ‘‘replaced’’ by Topo VI in
the large majority of the archaeal species. Thermophilic gyrases have the same
organization in two subunits, GyrA and GyrB, as the mesophilic enzymes.
Indeed, in a phylogenetic analysis, thermophilic gyrases group with the meso-
philic GyrA and GyrB subunits, independently of their belonging to eubacter-
ial or even archaeal species (Fig. 5). This suggests either that they were present
in the common ancestor of eubacteria and archaea, or that they appear in a few
archeal species presumably by horizontal gene transfer from eubacteria.

Gyrases are homologous and share a common sequence organization
with the other type IIa topoisomerases, although they are divided into two sub-
units (GyrB, GyrA) as in Topo IV (ParE, ParC). By contrast, the sequence of
the eukaryotic Topo II is concentrated in a single polypeptide (Fig. 6). Bioin-
formatics (59) and structural data (60, 61) allow several domains in the gyrase
sequence to be distinguished. The GyrB subunit contains at least three
domains: (1) an atypical ATP-binding domain formed by a new fold (found
in Topo IIb, MutL, HSP 90, etc.) named the ‘‘Bergerat fold’’ (46) followed
by an antiparallel �-strand region; (2) a putative nucleic acid-binding domain
found in ribosomal protein S5; and (3) a domain involved in the topoisomeri-
zation reaction and shared by type IA and type IIa topoisomerases, as well as
by DnaG-type primases and some nucleases (59, 62), and named the ‘‘Toprim’’
domain.

The GyrA subunit contains a region mainly involved in the cleavage/religa-
tion activity that is similar to the CAP DNA binding domain also found in type
IA and type IIb topoisomerases. Finally, the carboxy-terminus of GyrA con-
tains residues essential for the wrapping of DNA around the gyrase structure
and is not conserved within the IIa family.

2. Enzymatic Properties

A considerable amount of biochemical and structural data has been accu-
mulated on the E. coli gyrase, producing a relatively clear picture of its mech-
anism. The enzyme is a heterotetramer that captures a duplex DNA. Upon
capture the DNA segment wraps around the enzyme in a right-handed fash-
ion, forming a positive crossing. This is converted to a negative crossing by
double-strand cleavage, passage, and religation. The mechanism is driven
by ATP binding and hydrolysis, which induce conformational changes in the
enzyme (63). The result is the net production of two negative supercoils in a
circular DNA. The chemistry of the reaction is similar to that of Topo IA,
with a transient phosphotyrosine covalent bond formed between each GyrA
subunit and each 50 DNA end. Indeed, Topo IA and gyrase share the Toprim
and CAP-like structural domains.
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Fig. 5. Phylogenetic trees of prokaryotic topoisomerases IIa. The phylogenetic trees were deduced from Topo IIa
sequence alignments produced by ClustalX. Each tree shows the two subfamilies GyrA/ParC and GyrB/ParE corresponding to
the divergence between Topo II and Topo IV. (Left) A subunits from prokaryotic Topo IIa. (Right) B subunits. Organism
abbreviations are as in Fig. 1, with the following eubacteria in addition: Ccr, Caulobacter crescentus; Sau, Staphylococcus
aureus; Spn, Staphylococcus pneumoniae; Spy, Staphylococcus pyogenes; Tth, Thermus thermophilus; Ype, Yersinia pestis.
Thermophilic organisms are indicated by bold letters. Note the very long branches of Tte-IIA and Tte-IIB.
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However, very little is known about the properties of thermophilic gyrases.
The only study available was done on the enzyme from T. maritima (47) and
shows that the purified protein, as the gyrase from E. coli, was able to perform
a reaction of negative supercoiling with an optimum activity at 82–86 �C. For
an unknown reason, T. maritima gyrase is poorly thermostable in vitro when
incubated alone. The enzyme also differs from that of E. coli by the
high amount of charged residues in its GyrB subunit, possibly in connection
with thermophily (64), and by the tight association between its two subunits,
resistant to 5 M urea (47).

3. Hypotheses on the Physiological Role of Gyrase
in Thermophiles

Two different roles are clearly devoted to gyrase in E. coli. The first is to
maintain a sufficient degree of negative supercoiling in order to facilitate DNA
transactions in the bacterium. The other is to eliminate topological constraints,

Fig. 6. Domain organization of topoisomerases II. The ATP binding domain present in all
type II topoisomerases is composed of the three motifs (B1, B2, B3) comprising the Bergerat fold
(hatched box) followed by a �-strand region (white box). The S5 fold is restricted to the type IIa
family. The Toprim domain is located in the GyrB region of type IIa enzymes and in the A subunit
of type IIb enzymes. The active site tyrosines are indicated by a Y and located within the CAP-like
domain of all type II topoisomerases.
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either positive supercoils or precatenanes, at the replication fork to prepare
segregation of newly replicated chromosomes, in concert with Topo IV.

In hyperthermophilic organisms with a growing temperature close to the
DNA melting point, the presence of gyrase in some species is puzzling, since
negative supercoiling produced by gyrase would facilitate melting. Indeed,
hyperthermophiles that contain a gyrase also contain a reverse gyrase that nor-
mally produces positively supercoiled DNA (Table I). Therefore, the problem
was to determine which of these antagonist enzymes was predominent. In
other words, what was the supercoiling state of DNA in these species. This
has been investigated by measuring the degree of supercoiling of a plasmid
present in T. maritima, assuming that the eubacterial DNA has the same top-
ology. The result shows that, surprisingly, the plasmid extracted from the bac-
terium was negatively supercoiled, as a plasmid from E. coli (47). Moreover,
when gyrase was inhibited in vivo by the addition of novobiocin to the culture
of T. maritima, the plasmid became positively supercoiled (47). These results
suggested that gyrase is the main determinant in the regulation of global DNA
supercoiling in hyperthermophilic eubacteria. However, the proportion of free
DNA supercoiling in these organisms is not known, and it is likely that a large
proportion of supercoiling is constrained in nucleoprotein structures. In this
case, reverse gyrase would locally take in charge the regions of naked
DNA to prevent their melting, or to reform the DNA duplex after passage of
transcription or replication complexes.

The second series of problems concerns the role of gyrase at the replica-
tion fork and for the decatenation of newly replicated chromosomes. At the
fork, in E. coli, precatenanes that accumulate behind the fork are mainly re-
moved by Topo IV, while positive supercoiling that is produced in front of
the fork is mainly removed by gyrase. Again, for chromosome decatenation,
the main actors seem to be Topo IV and Xer (see below): gyrase would increase
its decatenation efficiency only by means of negative supercoiling. However,
Topo IV is not present in bacterial thermophiles, and in that case gyrase is sup-
posed to play the role of both topoisomerases for fork movement and decate-
nation. It would be interesting to test whether thermophilic gyrase is more
efficient in decatenation than E. coli gyrase. In the case of archaeal thermo-
philes, decatenation is presumably performed by the unique type II topoi-
somerase present, Topo VI. A more puzzling case is that of A. fulgidus in
which gyrase, reverse gyrase, and Topo VI are presumably present: the role
devoted to each of these three topoisomerases is not clear.

F. Topoisomerase VI (Type IIb, Archaea)
This new family of type II topoisomerases was discovered unexpectedly at

a time when it was thought that all types of topoisomerases had already been
described. The first member was purified a few years ago from the archaeon
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S. shibatae (65), based on its ATP-dependent decatenation activity. It immedi-
ately appeared atypical, formed by two relatively small subunits of 47 (subunit
A) and 60 kDa (subunit B). Subsequent identification of the genes by polymer-
ase chain reaction (PCR) using degenerated oligonucleotides and DNA se-
quencing revealed a totally new topoisomerase, which was named
topoisomerase VI (46).

1. Sequence Organization and Phylogenic Position

Examination of the sequence from S. shibatae shows almost no similarity
to the type IIa family, with the exception of three short sequences in the
amino-terminus of the B subunit, which form the Bergerat fold involved in
ATP binding and also found in MutL and HSP 90 (see Fig. 6 and the previous
section). The A subunit, which drives the trans-esterification reactions, con-
tains a CAP-like domain and a Toprim domain, as Topo IA and IIa, but pre-
sents no sequence similarity with these enzymes. Instead, it was shown to be
similar to Spo11, a protein involved in the first step of meiotic recombination
(66). In particular, the similarity covers the region of the putative active site
tyrosine of the A subunit. Remarkably, replacement of this tyrosine by a
phenylalanine in S. cerevisiae Spo11 impairs the formation of the double-
strand breaks that initiate meiotic recombination (46). Topoisomerase VI was
further found in the large majority of archaeal genomes, both thermophiles
and mesophiles, but not in bacterial genomes. Recently, both subunit A
(Spo11-like) and B were found in the sequence of the Arabidopsis thaliana
genome, suggesting that a functional TopoVI may exist in plants. The presence
of this enzyme besides the ‘‘normal’’ eukaryotic type II topoisomerase
addresses the question of their respective functions.

2. Biochemical Properties and Structural Data

BothA andB subunits of Topo VI from S. shibataewere expressed as recom-
binant proteins in E. coli and purified. The activity of the holoenzyme (hetero-
tetramer) was reconstituted in vitro by subunit mixing, and exhibited a specific
relaxation activity comparable to that of the Topo VI purified from shibatae (67).
As with the type IIa topoisomerases, it is able to relax negative or positive super-
coiled DNA and to decatenate intertwined duplexes in ATP-dependent reac-
tions. Topo VI is also able to cleave a DNA duplex, but contrary to type IIa,
cleavage is highly dependent on the presence of ATP or ADPNP. The enzyme
remains covalently bound to the 50 DNA ends through phosphodiester links in-
volving the two A subunits of Topo VI. Interestingly, the double-strand breaks
produced by the enzyme generate two-nucleotide overhangs, instead of the four
nucleotide stagger found in type IIa (68). This feature seems consistent with the
mode of DNA cleavage found for initiation of meiotic recombination by Spo11
in yeast (69). Spo11 forms a complex with several other proteins that are
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required for in vivo cleavage (66). Similarly, the isolated subunit A of Topo VI is
unable to cleave DNA in the absence of the B subunit. Another original feature
of Topo VI is that, despite a lack of sequence specificity for cleavage, the 50

extensions are almost exclusively composed of A or T (68).
Recently, the 3D structure of a large fragment of the A subunit from

M. jannashii has been obtained (70). The structure confirms the presence of
a CAP-like domain and suggests that Topo VI acts as molecular tweezers
whose opening and closure are dependent on the dimerization of the B
subunit triggered by ATP binding and hydrolysis (68).

In the majority of thermophilic archaea where Topo VI is the sole type II
topoisomerase, it is likely that the enzyme performs the essential functions de-
voted to this class of proteins, in particular at the replication fork and for
chromosome decatenation. This does not exclude the possibility that Topo VI
is involved in other not yet discovered functions.

II. Recombinases

Specialized recombinases from thermophilic organisms are still poorly
studied. We will focus here on two classes of recombinases that are currently
under investigation, Holliday junction resolvases and tyrosine recombinases.

Holliday junction resolvases are structure-specific endonucleases that cata-
lyze the resolution of Holliday junctions produced by homologous recombin-
ation and DNA repair (Fig. 7). They are widespread enzymes found in all
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Fig. 7. Holliday junction structures. (A) Schematic diagram of a Holliday junction formed by
homologous recombination. Resolution of the junction occurs by dual strand incision in either
orientation (indicated by white and dark gray arrows, respectively, for cleavage of the continuous
or exchange strands). (B, C) Representation of synthetic Holliday junctions in two configurations,
extented square (B) and stacked X structure (C). The 30 ends of the strands are labeled by an
arrowhead. Cleavage positions for resolution are indicated as in A.
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three kingdoms. Thermophilic representatives have been identified both in
eubacteria and archaea (Table II). Despite their lack of sequence homologies
all Holliday junction resolvases most probably follow the same general

TABLE II
Inventory of Thermophilic Holliday Junction Resolvases and Tyrosine

Recombinasesa

Holliday junction
resolvases

Tyrosine recombinases

Xer like Integrase like

Complete archaeal genomes

Crenarchaea

Aeropyrum pernix APE0461 APE0805

Pyrobaculum aerophilum PAE2162 —

Sulfolobus solfataricus SSO0575 (Hjc) SSO0375

SSO1176 (Hje)

Sulfolobus tokodaii ST1444 ST1393

Euryarchaea

Archaeoglobus fulgidus AF1965 —

Methanobacterium
thermoautotrophicum

MTH1270 MTH893

Methanococcus jannaschii MJ0497 MJ0367

Methanopyrus kandleri MK0102 —

Pyrococcus abyssi PAB0552 PAB0255

Pyrococcus horikoshii PH1328 PH1826

Pyrococcus furiosus PF1503 PF1868

Thermoplasma acidophilum Ta0069 Ta1314

Thermoplasma volcanium TVN0025 TVN0263

Complete bacterial genomes

Aquifex aeolicus aq_1953 aq_1137

Thermoanaerobacter
tengcongensis

TTE1178 TTE1363

Thermotoga maritima TM0575 TM0967

Viral genes

SIRV1 CAC37359

SIRV2 CAC37360

SSV1 P20214

aFor sequenced prokaryotic genomes, the gene numbers correspond to the notations available at
http://www.ncbi.nlm.nih.gov/PMGifs/Genomes/micr.html. For viral genes the accession number is indicated.
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mechanism where the targeted phosphodiester bond is hydrolyzed by using a
metal-ion-activated water molecule.

Two large families of site-specific recombinases have been defined, the re-
solvase family and the tyrosine recombinases family (71). These two families
are evolutionary unrelated and use a different chemistry to catalyze site-
specific recombination. Members of the tyrosine recombinases family are
found in eukaryotes, and prokaryotes and their phages. Their functions include
integration and excision of viral and plasmid DNA in and out of the host
chromosome, resolution of catenated DNAs, regulation of plasmid copy
number, conjugative transposition, and regulation of gene expression by
DNA inversion or excision. Members of the tyrosine recombinases family
catalyze site-specific recombination between two DNA sites by using a Topo
IB-like mechanism to cut and religate DNA strands (72, 73). Unlike topoi-
somerases, tyrosine recombinases perform the ligation step after strand ex-
change between the two DNA partners. After the first round of strand
cleavage–strand exchange, a Holliday junction is formed. This recombination
intermediate is resolved by a second round of strand cleavage–strand ex-
change, thus completing the recombination reaction. However, tyrosine re-
combinases are able to resolve only Holliday junctions that they generated,
as opposed to Holliday junction resolvases.

A. Holliday Junction Resolvases
1. Phylogeny

Holliday junction resolvases (HJR) share identical biochemical properties
(see the next section) but are remarkably diverse at the level of protein se-
quences and structure homologies supporting the idea that several independ-
ent evolutionary events led to this widespread class of enzymes. Six classes of
HJR have been identified: RuvC in eubacteria, RusA in bacteriophages and
eubacteria, T4 endonuclease VII and T7 endonuclease I in bacteriophages,
Cce1=Ydc2 in yeasts, and Hjc in archaea (74). Thermophilic eubacteria encode
HJRs homologous to mesophilic eubacterial HJRs: Thermotoga maritima and
Thermoanaerobacter tengcongensis encode a RuvC homologue (75) (Table II).
The T. tengcongensis RuvC have been identified by database searches, and the
corresponding gene located next to the ruvA and ruvB genes (7) while Aquifex
aeolicus has a RusA homologue (76) and lacks the RuvABC system, a case
unique in eubacteria (77).

The situation is more complex in archaea where no orthologues of RuvC or
RusA can be found. HJRs encoding genes were identified after purifying the
enzymatic activity, N-terminal sequencing of the protein, and genome search
for similitudes. The first archaeal HJR activity (referred as to Hjc, Holliday
junction cleavage) was detected in Pyrococcus furiosus and the corresponding
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gene was identified (78). Hjc is conserved in all archaea whose complete
genome sequences are available (Table II) and may therefore be the cellular
archaeal HJR, as is RuvC in eubacteria. It should be noted that the putative
Hjc of the two thermoplasmales (Table II) have an N-terminal extention that
make them divergent to all other Hjc that are highly conserved in size and
N-terminal sequences. Assignment of these genes to the Hjc family therefore
has to be taken with care.

In S. solfataricus, a second and distinct HJR activity (Hje,Holliday junction
endonuclease) has been found (79), and the corresponding gene identified in
the genome (80) (Table II). This second HJR is similar to enzymes encoded by
two viruses SIRV1 and SIRV2 infecting Sulfolobus islandicus (81, 82). Sequence
alignments of all the archaeal HJRs and construction of a phylogenetic tree
(Fig. 8) strongly suggest that Hje could have a viral origin like RusA in E. coli.

More recently another different HJR activity (Hjr, Holliday junction
resolving) was detected in P. furiosus (83). However, the Hjr-encoding gene
remains unidentified suggesting that the enzyme has very little or no similarities
with the other HJRs. This could be consistent with a viral or plasmidic origin
for Hjr, either with a strongly divergent gene or a new unrelated subclass of
HJR.
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Fig. 8. Phylogenetic tree of eubacterial and archaeal Holliday junctions resolvases. The
phylogenetic tree was deduced fromHJRs sequence alignments produced by ClustalX. Eubacterial
HJRs are within the gray shaded box. Organism abbreviations are as in Fig. 1, with Si1 and Si2 SIRV1
and SIRV2 viruses, respectively.
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Sequence and structural analysis revealed that all known HJRs can
be classified within three superfamilies defined by specific structural folds
(25) (Table III). RuvC and its homologs belong to the Hsp70/Rnase H
fold. All archaeal HJRs (84) independently of their viral or cellular origin
harbor the three conserved motifs of the endonuclease superfamily (25)
(Fig. 9). This superfamily also includes several other nucleases, like the
recB-like nucleases, the � exonuclease family, and the Vsr-like nuclease family
(25). The last fold (Endo VII) regroups the bacteriophages HJRs and related
nucleases.

2. Enzymatic Properties

All the identified junction-resolving enzymes isolated from mesophilic
organisms share some biochemical properties. They are homodimeric in solu-
tion, require Mg2þ for cleavage activity, and dissociate from Holliday junctions
with a Kd in the low nanomolar range.

TwoHJRs from thermophilic eubacteria have been biochemically character-
ized. In vitro the RusA protein from A. aeolicus is able to resolve Holliday junc-
tions, but its sequence preference for cleavage (30 to TG) differs from that of
E. coliRusA (50 toCC) (76) (Table III). TheT.maritimaRuvChas also been puri-
fied and tested for activity in vitro and remarkably shows the same preferred
cleavage site as E. coli RuvC, that is cleavage between the third and fourth pos-
itions of a tetranucleotide sequencewith the consensus 50-(A/T)TT (G/C)-30(75).

TABLE III
Structural and Cleavage Properties of the Different Classes of Holliday

Junction Resolvases

Enzyme Origin Structural folda Sequence specificity

RuvC Eubacteria Hsp70/Rnase H Yes: 50-(A/T)TT#(G/C)

RusA Lambdoid phage None identified Yes: 50-#CC

RusA A. aeolicus None identified Yes: 50-TG#

Cce1 S. cerivisiae
mitochondria

Hsp70/Rnase H Yes: 50-ACT#A

T4 endo VII Bacteriophage T4 Endo VII Weak: cleaves 2 nt 30 of the junction center

Hjc Archaea Endonuclease Weak: cleaves 3 nt 30 of the junction center

Hje S. solfataricus Endonuclease Weak: cleaves 2 nt 30 of the junction center

SIRV1/2 Archaeal viruses Endonuclease Weak: cleaves 2 nt 30 of the junction center

Hjr P. furiosus ? Weak: cleaves 1 nt 30 of the junction center

aThe superfamilies of the different HJRs were defined on the bases of structural folds conservation (25).
No structural cognate was identified for RusA. No sequence data are available for Hjr, thus oblitering its
classification.
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Fig. 9. Alignment of archaeal Holliday junction resolvases. Comparison of archaeal HJRs (single-letter amino acid code) identified
by the abbreviations defined in Fig. 1. The sequence alignments were produced by ClustalX. Black boxed residues indicate 100% identity,
gray boxed residues � 60% conservation. Substitutions were considered as conservative when following the Dayhoff exchange groups: S, P,
A, G, and T; I, L, M, and V; D, E, Q, and N; F, W, and Y; R, K, and H; C. The three conserved regions defining the endonuclease motif are
boxed, and the consensus is indicated below the alignment with the convention defined in Aravind et al. (25): the E, D, and K boxed
residues are invariant within the superfamily; upper case letters indicate the conserved residues that are present in >25% of the cases; h,
hydrophobic residues (YFWLIVMA); p, polar residues (STQNEDRKH);*, any. Arrows above the alignment indicate the positions
mutagenized in P. furiosus (black arrows), M. thermoautotrophicum (gray arrows), and S. solfataricus (white arrows) Hjc.
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The main archaeal HJR activity from three thermophilic species, Hjc, has
been characterized in vitro (78, 85–87). Recombinant Hjc from P. furiosus,
S. solfataricus, and M. thermoautotrophicum have the same biochemical
properties as mesophilic HJRs. They are homodimeric in solution and bind
specifically to four-way DNA junctions in vitro (85–87). Their apparent Kd is
in the same range as that observed for the eukaryotic Cce1 and eubacterial
RuvC HJR. It was further demonstrated that the P. furiosus Hjc binds its sub-
strate in a dimeric form (86), a property shared by all the junction-resolving
enzymes.

All three enzymes cleave mobile and fixed holliday junctions and, like
E. coli RuvC, require Mg2þ ions for full activity (85–87). Cleavage of fixed
junctions by the three Hjc introduces symmetrical nicks located three nucleot-
ides in 30 of the junction center, suggesting a particular fold of the junction
upon Hjc binding. Experiments on S. solfataricus Hjc suggested that the
four-way DNA junction is bound in a 2-fold symmetric conformation with es-
timated angles of 60�/120� between the arms of the junction (stacked-X form,
Fig. 7), and that base pairing of the DNA duplex near the cleavage site was
weakened or disrupted by Hjc binding (88). The three archaeal Hjc enzymes
show a cleavage preference for the two continuous strands of the junction (85–
87). No consensus sequence can be found around the cleavage positions, a
property that differentiates the archaeal enzymes from the eukaryal and eu-
bacterial enzymes Cce1, RuvC, and RusA (Table III). Mobile junctions are
cleaved like fixed junctions, a behavior reminiscent of mammalian HJR and
not of eubacterial ones. However, there is only one cleavage site on each
arm of the mobile junction, suggesting the existence of a sequence preference
when the enzyme is allowed to select its cleavage site.

In RuvC four acidic residues are known to be essential for the resolvase
activity. Sequence alignments of all Hjc revealed that they have three
conserved acidic residues and a Lys residue (Fig. 9) that belong to the endonu-
clease motif (85, 88, 89). These residues were suggested to be part of the cata-
lytic pocket and therefore targeted for mutagenesis. In vitro testing of the
P. furiosus and S. solfataricus mutants of Hjc revealed that binding of
the enzymes to their substrates was not affected but that cleavage was fully
abolished by these mutations (88, 90). A catalytic pocket composed of Glu-9,
Asp-33, Glu-46, and Lys-48 for P. furiosus has therefore been defined.
Furthermore two residues of the P. furiosus Hjc (Phe-68 and Phe-72) have
been shown to be involved in dimer formation as revealed by sedimentation
equilibrium experiments (90). These two mutants show a defect in substrate
binding correlated by a loss of cleavage activity. These results are in agreement
with the hypothesis that theHjc dimermay consist of twonucleases domains that
would allow DNA cleavage on either side of the branch point of the four-way
junction (88).
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Mutants of the Hjc from M. thermoautotrophicum were tested in vivo
in E. coli. Indeed, the wild-type Hjc was shown to complement E. coli
ruv mutants (85). This complementation is RecG dependent in the absence
of RuvABC, and probably reflects a requirement for RecG branch
migration activity to form junctions that can be resolved by Hjc. Mutants
at positions corresponding to Glu-9, Arg-25, and Lys-48 in P. furiosus
were unable to promote cell survival upon irradiation of a �ruvAC
�rusA strain most probably because of a catalytic defect in junction resolution
(85).

All these results taken together strongly suggest that Hjc is the functional
homolog of RuvC in archaea, and that formation and resolution of recom-
bination intermediates in archaea follow mechanisms similar to those in eubac-
teria and probably eukarya. This is further emphasized by the observation
that the P. furiosus Hjc is able to catalyze the cleavage of a Holliday
junction formed by the RecA-mediated strand exchange reaction between
plasmid DNAs in vitro (78). Furthermore, the enzyme interacts with
RadB, a homolog of Rad51/RecA (91). RadB was shown to modulate the
Hjc activity: cleavage of a Holliday junction by Hjc is inhibited by RadB
in the absence but not in the presence of ATP. It was then proposed that the
RadB–Hjc complex would be required for branch migration and that
upon arrival at a cleavage site RadB would dissociate thus liberating the Hjc
activity (91).

The second group of archaeal HJR has also been biochemically character-
ized. The Hje enzyme was purified from S. solfataricus cells (79) whereas the
SIRV1 and SIRV2 HJR were expressed and purified from E. coli (81). All three
enzymes share the Hjc biochemical properties. They bind to four-way DNA
junctions and have an apparent Kd in the low nanomolar range, their cleavage
activity is dependent on Mg2þ ions, and they are able to cleave both fixed
and mobile Holliday junctions. Both Hje and SIRV HJR show a strong prefer-
ence for cleavage of the continuous strands on fixed junctions, where they
introduce symmetrical paired nicks two nucleotides in 30 of the junction center
(Table III), thus cutting two strands out of four in the junction (79, 81). On
mobile junctions, they introduce cleavage in pairs on opposing strands, i.e.,
the four arms of the junction are cut symmetrically. Not all the available
positions are cut, probably reflecting a specificity for cleavage of the continu-
ous strand. None of these enzymes has a sequence specificity for cleavage. The
cleavage properties of the three enzymes are identical but different from
the cellular Hjc (Table III), thus supporting the hypothesis that Hje would
be of viral origin, as is suggested by the phylogenetic tree of archaeal HJR
(Fig. 8).

The last archaeal HJR activity, Hjr, was recently isolated from P. furiosus
cells (83). Hjr is able to resolve fixed and mobile DNA junctions but differs

66 serre and duguet



in its properties from both Hjc and Hje. Cleavage of the mobile junction
occurs in all four strands with preferred sites but no sequence selectivity.
Hjr also cleaves the four strands of a fixed junction, and cleavage occurs one
nucleotide in 30 of the junction center (83). The Hjr enzyme is clearly distinct
in specificity from Hjc and Hje (Table III). By analogy with eubacteria and eu-
karya, it is thus tempting to assume that Hjr, like Hje, has a viral origin that
remains to be identified.

3. Structure of Archaeal HJR

The structures of Hjc enzymes from P. furiosus and S. solfataricus
have been solved (92, 93). Both enzymes are homodimers with a topology
different from other HJRs, the prokaryotic RuvC, the bacteriophages T7

endo I and T4 endoVII enzymes, and the eukaryotic Ydc2 enzyme (94–97).
By contrast, the dimeric architecture and active site conformation of Hjc
are highly similar to type II restriction endonucleases. The topology of the
Hjc monomer is a subset of that of the type II restriction enzymes suggesting
that the Hjc subunit represents a minimal nuclease domain (92). Superposition
of the Hjc structure onto the FokI, EcoRV, and BglI structures revealed
the spatial coincidence of Glu-9, Asp-33, Glu-46, and Lys-48 in Hjc with
three acidic and one Lys residue of the restriction enzymes (93). All these
residues constitute the canonical motif of type II endonucleases (Fig. 9) with
the three acidic residues forming the metal binding pocket for the catalytic
Mg2þ. To take all the biochemical data into account, modelizations of the
Hjc–Holliday junction DNA complex require that the junction adopt a
stacked-X form. Only in this case the two cleaved phosphodiester bonds of
the two continuous strands are located exactly near the active site of each
Hjc subunit (93).

The dimer formations in RuvC and Hjr involve completely different
parts of the molecules. The dimer assembly could be the key control of their
differing DNA-cutting patterns, Hjc cutting 3 nucleotides 30 of the point of
strand exchange whereas RuvC cuts exactly at this point (92).

HJRs possess similar biochemical properties such as dimerization, bind-
ing to four-way junction DNAs, and requirement of Mg2þ ions for cleavage
activity. However, at least six classes of HJRs have been defined on sequence
homologies. Members of five of these six classes were crystallized, and each
HJR appeared to differ in its fold. This strongly suggests that each protein
evolved convergently to recognize the Holliday junction. For archaeal
HJR, the catalytic module that evolved is a nuclease domain that was
also retained in evolution to give the catalytic domain of type II restriction
endonucleases.
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B. Viral Tyrosine Recombinases: The Fuselloviridae Integrases
1. Phylogeny

Viruses from thermophilic organisms have been poorly studied, although
some effort has been made to collect and classify viral particles sampled from
geographically independent hot springs (98–100). Of 12 viral morphotypes
described in archaea, four new virus families have been isolated from the
thermophile Sulfolobus: Fuselloviridae, Rudiviridae, Lipothrixviridae, and
Guttaviridae (101).

Members of the Fuselloviridae family have been isolated from several
acidic hot springs located in Japan [SSV1 (102)], Iceland [SSV2 and SSV3
(99)], the United states [SSVY1, SSVY2, and SSVY3 (98)], and Russia (SSV-
K, K. Stedman, unpublished observations). Analysis of the SSVs genomic
sequences available indicates that these viruses are genetically distinct yet dis-
tinctly related (98) (K. Stedman, personal communication). All are temperate
viruses of the genera Sulfolobus and have a lemon-shaped virion containing
a 15-kbp circular double-stranded DNA genome. Another attribute of
SSV particles is their potential capability to integrate their genome into the
host chromosome. It was shown for SSV1 that integration is site specific and
mediated by the viraly encoded integrase (103, 104).

Alignment of the integrases from SSV1, SSV2, and SSV-K shows that they
are distinct but very similar to each other, suggesting that their specificity
of insertion could be different (K. Stedman and M. C. Serre, unpublished
observations).

2. Enzymatic Properties

The only viral tyrosine recombinase from a thermophile to be studied is
the SSV1 integrase. It belongs to the large family of tyrosine recombinases
(105–107) and is the most distantly related member of the family (105). Fur-
ther the SSV1 integrase harbors substitutions at several conserved catalytic
positions (106). These observations raised the possibility that the recombin-
ation mechanism might be different in archaea. The integration and excision
reactions have been shown to work in vitro in the presence of DNA fragments
containing the viral and chromosomal att sites where the recombination takes
place (103, 108). The integrase has been expressed and purified from E. coli,
and its cleavage properties determined (109). Like other tyrosine recombi-
nases, the cleavage reaction leads to the formation of a 30-phosphotyrosine
intermediate between Tyr-314 and the substrate DNA. Furthermore,
mutations at each of the conserved residues involved in catalysis within the
tyrosine recombinases family abolish or strongly alter the enzymatic properties
of the SSV1 integrase (C. Letzelter, unpublished observations). However,
the charge-relay system within the active site seems to be different from the
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mesophilic species. Determination of the 3D structure is underway and may
identify the residues involved in thermal adaptation of the catalytic pocket as
well as thermostabilization of the enzyme by comparison with the structures of
tyrosine recombinases from mesophiles (110). Like other tyrosine recombi-
nases the SSV1 integrase has a relaxation activity on supercoiled DNA in the
absence of divalent cations (M. C. Serre, unpublished observations). Taken to-
gether, these observations reveal that the catalytic properties of the thermo-
philic archaeal integrase are similar to those observed for tyrosine
recombinases and type IB topoisomerases from mesophilic sources (72)
suggesting that speciation of a ‘‘Tyr-recombinase=Topo IB’’ catalytic domain
is an ancient process that probably took place in LUCA.

In vivo, SSV1 specifically integrates into a tRNAArg gene in S. shibatae or
S. solfataricus (104, 111). In vitro all the sequence information for binding and
cleavage is located within a minimal 19-bp sequence corresponding to the anti-
codon stem-loop sequence of the tRNA gene where SSV1 integration takes
place and the cleavage sites target the border of the anticodon loop sequence
(109). It was proposed that tRNA genes may have been the recognition se-
quences for the ancestral site-specific recombinase (104) and that mobile
elements integrating in tRNA may use the symmetry of the anticodon stem-
loop sequence as the recombination site (22). The observations made for the
SSV1 integrase strongly support these hypotheses.

C. Cellular Tyrosine Recombinases: The Thermophilic
Xer Proteins
The role of Xer recombination in chromosomal metabolism is to convert

chromosomal multimers produded by homologous recombination to mono-
mers. This allows the correct inheritance of the chromosomes into the daugh-
ter cells (112). The Xer system is also involved in the stable inheritance of
several multicopy plasmids. In E. coli, the Xer site-specific recombination
system is composed of two related tyrosine recombinases, XerC and XerD,
and a specific DNA recombination site dif. Both XerC and XerD proteins
are required to mediate site-specific recombination at the dif site (113), each
protein performing only the cleavage of one strand (114).

Eubacteria containing both circular chromosomes and homologous recom-
bination systems were hypothesized to share mechanisms for resolving repli-
cons. Indeed, in most mesophilic eubacteria whose genomes have been
sequenced, XerC and XerD homologues are found. The absence of Xer genes
in Borrelia burgdorferi, Mycoplasma genitalium, and Mycoplasma pneumo-
niae is also consistent with the above statement since the former has a linear
genome and the two latter show deficiencies in homologous recombination
genes (115).
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The mechanisms that ensure chromosome and plasmid segregational sta-
bility in archaea are not as well documented as in E. coli. Interestingly, whereas
most proteins involved in DNA replication and recombination conserved in all
archaea are eukaryotic like (116, 117), a unique eubacterial-like Xer gene can
be found in most archaeal genomes sequenced (Table II). Whether the Xer-
like gene is absent from A. fulgidus, P. aerophilum, and M. kandleri or has
drastically diverged is not known.

The presence of a single Xer gene is not specific for the archaeal kingdom.
All three genomes of the hyperthermophilic eubacteria so far sequenced also
contain a single Xer-like gene (Table II) suggesting at first glance that a
unique Xer-like gene would be a marker of thermophily. Alignment of
the thermophilic Xer-like proteins with E. coli XerC and XerD reveals that
similarities extend from the N- to the C-terminus. All the previously defined
catalytic boxes (105) are conserved and all consensus residues within these
boxes are present in the Xer-like proteins (Fig. 10). Although the thermophilic
Xer-like proteins form a subgroup distinct from the XerC and XerD subgroups
(Fig. 11), no residue conservation that might be a specific signature for
thermophily can be found. The amino acid identity between the different
thermophilic archaeal Xer-like genes is in the range of 19–39% (33–91%
similarity) and the identity between thermophilic Xer-like proteins and
mesophilic XerC/D proteins is in the range of 12–33% (31–52% similarity),
compared with the 35% identity between XerC and XerD from E. coli.
Furthermore, in the Protein Data Base all the Xer-like proteins match the
XerD structure. These findings suggest that the unique Xer present
in eubacterial and archaeal thermophiles is presumably involved in chromo-
some segregation. This Xer-like protein would be less specialized than
the XerC and XerD proteins and likely be able to cleave both strands of the
recombination site.

The increasing amount of prokaryotic genome data revealed, however, a
more complex situation (115). Several mesophilic archaeal and eubacterial
species also have a unique Xer-like gene (Fig. 11). Even more puzzling is the
observation that Mesorhizobium loti, Helicobacter pylori,4 and Ureaplasma
urealyticum have three copies of the Xer-like gene. Sequence alignments
and construction of a phylogenetic tree reveal that the Xer family can be di-
vided in three groups, the well-defined XerC and XerD groups and the new
Xer-like group (Fig. 11). Within this group are found all the unique Xer-like
proteins from archaea and eubacteria, the three Xers from H. pylori and U. ur-
ealyticum, the two Xers from Lactococcus lactis, but only one of the three Xers
fromM. loti. The two other Xers from this organism are found in the XerC and

4 The third Xer-like gene of H. pylori 26695 is disrupted by an IS.
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Fig. 10. Alignment of thermophilic Xer-like proteins. Comparison of the thermophilic Xer-like proteins (single-letter amino acid
code) identified by the abbreviations defined in Fig. 1. The sequence alignments were produced by ClustalX. Black boxed residues
indicate 100% identity, gray boxed residues � 60% conservation. Substitutions were considered as conservative when following the
Dayhoff exchange groups: S, P, A, G, and T; I, L, M, and V; D, E, Q, and N; F, W, and Y; R, K, and H; C. The three conserved regions
defining the tyrosine recombinase active site motif are boxed. The consensus sequence was determined by aligning the motifs of 75
prokaryotic tyrosine recombinases (105). Box A, the invariant arginine is boxed. The other defined residues are identical in >50% of
sequences. Colons indicate the presence of hydrophobic residues (AVILM) at >75% of the positions, and the single dot indicates residues
with a small side chain (GSA) at >75% of the positions. Box B, the invariant arginine is boxed. An asterisk indicates the presence of similar
residues (STA) at >75% of the positions. Box C, the catalytic tyrosine is boxed.
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Fig. 11. Phylogenetic tree of Xers proteins. The phylogenetic tree was deduced from Xer
sequence alignments produced by ClustalX. The three Xer families are boxed: XerC, light gray
shading; XerD, medium gray shading; Xer-like, dark gray shading. Thermophilic organisms are
indicated by bold lettering. Organism abbreviations are as in Fig. 1, with the following species
additions: Archaea: Hal, Halobacterium sp. NRC-1. Eubacteria: Aac, Actinobacillus actinomyce-
temcomitans; Ccr, Caulobacter crescentus; Cdi, Clostridium difficile; Cpn, Chlamydophila
pneumoniae; HpyJ, Helicobacter pylori J99; Mbo, Mycobacterium bovis; Ngo, Neisseria
gonorrhoeae; Psae, Pseudomonas aeruginosa; Sau, Staphylococcus aureus; Spu, Shewanella
putrefaciens; Spy, Streptococcus pyogenes; Sty, Salmonella typhimurium; Tfe, Thiobacillus
ferrooxidans; Ype, Yersinia pestis.
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XerD subgroups. It is thus tempting to speculate that the huge Xer family is
still evolving. From a unique gene ancestor, gene duplication (or triplication
in some cases) occurred, followed by speciation into the XerC and XerD
groups. Because no mesophilic or thermophilic archaea have more than one
Xer-like gene in their genome, the gene duplication event may have taken
place after the separation of the two prokaryotic phyla. Another possibility that
cannot be ruled out is that gene duplication occurred in the last prokaryotic
ancestor followed by the loss of one of the alleles in several species. The
hypothesis that a unique Xer-like protein would be more efficient than
the XerC/D system in a high-temperature environment should also be con-
sidered as a selection pressure for the thermophilic eubacteria. The case of
the radioresistant bacterium D. radiodurans, which although mesophilic has
a unique Xer-like protein, could be interpretated in this scheme since previous
phylogenetic studies have suggested that the Deinococci are closely related to
the Thermus genus (118) and that the common ancestor of the Deinococcus–
Thermus group was thermophilic (119).

Anyhow, the universality of Xer genes in prokaryotes suggests that the
mechanisms involved to resolve multimers of circular replicons are conserved
in most members of the two prokaryotic domains. Study of the biochemical
properties of thermophilic Xer-like proteins may therefore be of great help
in analyzing the replication termination mechanism in archaea.

III. Concluding Remarks

Our present picture of thermophilic topoisomerases and recombinases is
deeply influenced by genomic data, since a very small fraction of the proteins
described in silico has been expressed and biochemically characterized. From
a phylogenetic or a functional point of view, there does not seem to be a clear
logic in the presence or absence of a given gene in a particular genome. For in-
stance, the exclusive presence of Topo IB in eukaryotes and Topo IA in prokary-
otes is no longer valid. Other typical examples are the lack of explanation for the
existence of a gyrase together with a Topo VI and a reverse gyrase in A. fulgidus
or the puzzling distribution of Xer genes in the living world. One can always
argue about putative horizontal transfers, but there is little evidence for a gen-
eral phenomenon. Thus, multiplication of sequenced genomes has, for the first
time, complicated our understanding of how thermophilic topoisomerases and
recombinases evolved and the various functions they sustain. It is possible that
the outcome of a number of additional genome sequences would provide better
answers to these fundamental questions. At the same time, one can imagine that
the biochemical characterization and 3D structure determination of an increas-
ing number of these proteins would be performed. Moreover, it is noteworthy
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that in silico analysis of genomes will permit proteins to be identified whose se-
quence has diverged only a little. Therefore, there is a wide field of research for
enzymes of unrelated or largely divergent sequences that kept similar biochem-
ical functions. A recent example is Topo VI, which was impossible to detect on
the basis of its sequence, but which was identified by its topoisomerase activity.
Finally, the reason for the observed redundancy of topoisomerases and recom-
binases in a given genome and the question of their respective biological
functions in thermophilic organisms remain to be clarified.
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The structures of the ribosome and its subunits are now available at atomic
detail, as well as those of several factors that bind to its active center. Of par-
ticular interest are the protein release factors that decode stop signals. In con-
trast to the codons specifying the different amino acids, the stop signals are not
decoded by RNA molecules, the tRNAs. The tRNA analogue hypothesis
(1994) for the decoding of stop signals was proposed to explain how the release
factors might mimic a tRNA to span the decoding site of the small subunit
and the enzyme center of the large subunit of the ribosome. The specific term
‘‘molecular mimicry’’ was applied soon after to include proteins or their
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domains that enter the tRNA binding sites on the ribosome. The solution crys-
tal structures of the two release factors already solved (one eubacterial and one
eukaryotic), although quite distinct in their folds, each resembles the shape of
a tRNA. The eukaryotic factor, like a tRNA, seems to have specific motifs at the
tips of two of its domains that interact with the decoding site and the enzyme
center as predicted in the tRNA analogue model. Biochemical and genetic
studies had identified two analogous motifs in the bacterial factors, but these
are quite close together in the solution structure, suggesting a major conforma-
tional change may take place when the factor binds to the ribosome. Indeed,
reconstructed cryoelectron microscopic images support an unfolding of the
structure. A second class of release factor functions as a translational G-protein
in the same manner as the two elongation factors and forms part of the termi-
nation mimicry complex. Undoubtedly, the molecular mimicry concept will be
refined as the conformational changes that take place in the active center of
the ribosome and in the proteins that bind to it are better understood.

I. Introduction

Major advances in thinking as well as understanding of fundamental mech-
anisms in biology often occur subsequent to a significant technological ad-
vance. Such an advance occurred in protein synthesis in the late 1960s with
the solving of the genetic code and predicted a new era of major discovery.
Novel protein factors that interact with the ribosome were discovered and
the details of the steps of how a protein was put together have gradually
unfolded over the past 30 years. The first phase of this discovery was limited
by our understanding of the cell organelle where these molecular events occur.
Indeed, initially ribosomes were added to an experiment as a dark stage on
which the players could weave their magic so that the key steps in making a
protein could be studied individually. The lights on this stage gradually inten-
sified with technologies such as electron microscopy revealing first an image of
a ribosome and then coupled with immunology revealing where the various
ribosomal components were found.

Herculean attempts through the 1970s to understand the structures of
the RNA components of the ribosome took on new importance as a result of
the chance discovery by Cech and colleagues in 1982 (1) that an intron could
splice itself out of the pre-RNA primary transcript without the need for protein
enzymes. This finding refocused thinking on how protein synthesis might be
catalyzed. The RNA components of the ribosome went from being regarded
merely as the scaffold to position ‘‘functional’’ ribosomal proteins, to being
regarded as the likely functional centers of the ribosome. This created a new
era of thought, characterized by the concept of the ‘‘RNA World’’ that had as
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its genesis the discovery of Cech and his colleagues. Others, such as Crick in
1968 (2), had speculated before that RNA could be the critical ribosomal mol-
ecule for protein synthesis but the idea was difficult to study experimentally
and attracted few devotees at the time. Cech’s discovery provided a framework
to understand how a prototype of the modern ribosome could have been an
RNA molecule that evolved an ability to link amino acids together. Could the
modern ribosomal RNA have as its origin a primitive RNA replicase? Perhaps
it could have developed via an aminoacyl-tRNA synthetase to an RNA that now
provided a template for other RNAs and provided an environment whereby
amino acids could be linked together. The many proteins of the modern ribo-
some also took on a different significance within this theoretical framework.
Now, they could be regarded as molecules to hold the structure of the
ribosomal RNA in a stable and active conformation, adding to the efficiency
of the process but not critically required for the catalytic events at the active
center.

The true revelation of the significance of the ribosomal RNAs awaited the
next burst in technology; a second phase in a wonderful 30 years of discovery.
Cryoelectron microscopy developed rapidly during the 1990s and promised to
provide our first near atomic-level detail of the ribosome. In the event, despite
the very valuable images and insights that this technology has provided, the
dramatic new images of the ribosome came from an unexpected quarter with
the dawning of the new millennium. Apparently intractable problems in apply-
ing X-ray crystallographic methods to such a complex particle as the ribosome
were solved, and there has been a rush of structures supplying amazing images
at atomic detail to illuminate brightly the previously darkened stage where the
magic of protein synthesis occurs. Now, the new structures could be tested
with the hindsight of the many years of accumulated biochemical data, and
interpretation of how protein synthesis works examined in a new light.

II. Atomic Level Structures of the Ribosome and Its Subunits

The first significant problem in resolving structures of such complex par-
ticles as the ribosome was to obtain three-dimensional crystals. The initial
focus was to solve the individual subunits. The first 50 S subunit crystals were
obtained from Bacillus stearothermophilis (3) and then later from Haloarcula
marismortui (4). The impetus for resolving the 30 S subunit, and indeed the
full 70 S ribosome came from reports of successful attempts to crystallize 30 S
particles from Thermus thermophilis (5, 6). However, to analyze such complex
crystals there were still major problems to overcome such as X-ray data collec-
tion and the hardware and software of computation. Significant improvements
in these areas allowed progression inexorably closer to what still seemed

decoding of translational stop signals 85



unattainable, namely, a successfully resolved crystal structure. Toward the end
of the 1990s, crystals were being manipulated with cryomethodology but there
was still no solution to the classic problem of resolving the phases of diffraction
patterns. The first structure, although at low resolution, of the archaean
H. marismortui 50 S subunit appeared in 1998 (7), and then just a year later
tantalizing higher resolution structures of both 30 S (8) and 50 S (9) subunits
and the 70 S ribosome (10). For those that had been collecting biochemical
data on the ribosome and protein synthesis for many years these structures
were exquisite. To the crystallographers themselves they were still fuzzy
images. Remarkably, it took only another year for truly high-resolution
structures with atomic detail for both subunits to be published (11–13).
Ramakrishnan and Moore (14) reflect their own excitement with the following
statement: ‘‘A complete atomic structure of the 30 S subunit that, like its 50 S
counterpart will serve as a reference for years to come.’’ The structure of a
50 S subunit of a mesophilic bacterium has now been completed (15) and it
is very similar to that of the archaean. These high-resolution structures have
assisted construction of a model for the RNA and protein backbone of the
70 S ribosome (16) even though the collected data do not give a structure at
a resolution that would normally allow an accurate model to be obtained.

What have these models told us about the ribosome that is relevant to pro-
tein synthesis and, specifically for this article, the decoding of stop signals in
mRNA on the ribosome by polypeptide chain release factors? The first striking
feature of the subunit structures was that the intersubunit region in each case,
highly relevant to the decoding and enzyme functions of the complete ribo-
some, was almost completely free of ribosomal proteins. This means that it is
predominantly rRNA that forms the active center and lines the space between
the subunits and allows substrates and protein factors to bind. This is clearly
seen if the interface planes of the subunits are compared with the solvent
planes. The former view has proteins dispersed around the edges and the latter
view has proteins dispersed equally over the surface of each subunit. This ob-
servation alone provides enormous impetus for rRNA having the key func-
tional roles of the ribosome, mRNA decoding and enzyme synthesis, as the
rRNA-rich regions were where these functions were mediated. What the func-
tional studies had implied strongly but could not prove definitively was now
made clear as structures with tRNAs spanning the decoding and active centers
were resolved (13). Cech triumphantly stated ‘‘The ribosome is a ribozyme’’ in
his commentary in 2000 (17) that accompanied the Science publications of the
atomic resolution of the 50 S subunit and a proposal for the structural basis of
ribosomal activity for peptide synthesis.

In the 50 S subunit, the ribosomal exit tunnel for the growing polypeptide
spans the peptidyltransferase center of the inner face through to the outer
solvent face such that the protein is threaded through the subunit during
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synthesis. Also, the subunit structure shows that the tunnel is almost entirely
lined with rRNA involving four of the six domains of the 23 S rRNA. Interest-
ingly, at one point, two ribosomal proteins intrude to constrict the tunnel.
Many of the ribosomal proteins not only have globular domains but also have
extended regions that interleave with rRNA. For example, the proteins known
functionally to be important for maintaining the integrity of the ribosomal pep-
tidyltransferase center (18, 19) have extended tails snaking toward the rRNA at
the center. These protein tails clearly play a role in rRNA folding but are not
directly involved in enzyme function. It is possible that they are in evolutionary
transit to extend further and eventually will exert a functional role in the
enzymatic reaction of peptide bond formation.

The three-dimensional resolution of such a large RNA structure permitted
a detailed examination of the motifs that comprise secondary and tertiary inter-
actions. Surprisingly, the same motifs that had been found in small RNA sec-
ondary structures were rediscovered, indicating a limited range of motifs.
Tertiary interaction stabilization of rRNA helices and loops involves both
minor groove to minor groove packing and the insertion of phosphate ridges
into the minor grooves. Highly conserved adenines are used as ‘‘plugs’’
inserted into adjacent helices made from a distant sequence, and unpaired
purines facilitate packing of two helices perpendicular to each other. Of inter-
est is that the overall packing of the rRNAs in the two subunits is quite differ-
ent. In the 30 S subunit, the domains fold as distinct entities and are delicately
interposed with a single helical thread connecting the head of the subunit to its
body, giving some understanding to how each might be able to move with re-
spect to the other. In contrast, the six domains of the 23 S rRNA of the 50 S
subunit are interwoven in a complex manner to create a less flexible, appar-
ently single, ‘‘superdomain.’’ This suggests that the two rRNA molecules might
have evolved independently and have been refined for their quite different
functional interactions of decoding and enzyme activity separately.

How do the crystal structures contribute to our understanding of specific
events in protein synthesis? Mostly they provide encyclopedic information on
the interactions between individual atoms of rRNAs and proteins, as well as pro-
viding a global architecture of the subunits both together and in isolation. The
structures where ligands have been included indicate the types of interaction
that specific ligands make, or might make at various steps of protein synthesis.

III. The Active Center of the Ribosome

This center, now known to be an RNA structure that is stabilized from a
distance by ribosomal proteins, is composed of elements from both subunits
that line the interface region of the complete ribosome. Functionally, the
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active center has been divided into two parts reflecting the role of the subunits.
The elements from the 30 S subunit form the decoding functions and those
from the 50 S subunit form the region where the protein is assembled and re-
moved. These parts of the active center are quite distant and allow the mRNA
ligand with its template function to stay physically separated from the polypep-
tide assembly units and product. The tRNA spans the distance between these
active ‘‘subcenters’’ to act as a molecular adapter.

The ribosome accommodates the tRNA in three characteristic forms. First,
the tRNA acts as a substrate when it carries the incoming amino acid, and the
region of the active center it occupies in this state has been defined function-
ally as the A-site. The tRNA also carries the growing polypeptide and in this
state is the enzyme intermediate, shuttling between the A-site and a second
site at the active centre, the P-site (20). This means that two tRNAs are on
the ribosome at the same time and in contact with the mRNA at the decoding
site and the peptidyltransferase at the enzyme center. When the A- and P-sites
are occupied by these two tRNAs, one of the major states in polypeptide
elongation is represented. This is defined functionally as the pretranslocation
state. A third tRNA binding site, the E-site (20), was defined at first by func-
tion, and, although once highly controversial, the E-site is now established
as an entity and was elegantly confirmed by the ribosome structures. After
peptide bond formation at the enzyme center and translocation of the tRNA
complexes, the A-site is free to accept a new substrate aminoacyl-tRNA. Both
original tRNAs remain on the ribosome, with the ‘‘intermediate’’ polypeptidyl-
tRNA at the P-site and the now free deacylated-tRNA at the E-site. This is a
second major state of elongation, defined functionally as the posttranslocation
state.

Biochemically, the active center of the ribosome is divided into two regions
in one dimension (the decoding site and enzyme center) and into three
regions in another dimension (the three tRNA sites) (Fig. 1). Examination of
what that means at the structural level of the ribosome is now possible with
the structures that were published in 2000 and 2001. Intersubunit bridges that
had been seen first in low- and recently in high-resolution cryoelectron micro-
scopic studies (21) were resolved in the high-resolution 5.5-Å structure of the
70 S ribosome (16). Intersubunit bridges can be seen between RNA:RNA con-
tacts at the interface. Those arising from the 30 S subunit are immediately ad-
jacent to tRNA contacts with the decoding center, while those on the 50 S
subunit form a triangle across the surface of the interface wall where the pep-
tidyltransferase center and E-site are separated (16). Most intersubunit
bridges arise from domain IV of the 23 S rRNA.

Interactions between the substrate, intermediate, and product tRNAs can
be seen with rRNAs at the active center. Not only do these provide generic sta-
bilization of tRNA binding, but they also serve specific functional purposes
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such as discrimination to ensure accuracy of decoding and aminoacyl-tRNA
selection, stability to maintain the correct translational reading frame, confor-
mational changes that facilitate translocation of the tRNAs from the pretran-
slocation to the posttranslocation state, and to ensure interactions that are
important for catalysis during peptide bond formation. These interactions
confirm previously inferred contacts deduced from footprint, cross-link, and
cleavage strategies (22–24 ). Different tRNAs bind at each of the ribosomal
A-, P-, and E-sites in the active center. Therefore, it was expected that univer-
sal features of their structures, either primary sequence or sequence motifs,
would be the sites of interaction, and, indeed, this is the case. The A-site tRNA
seems to be bound with no change to its solution conformation, whereas when
tRNAs are in the other two sites there are distortions to their structures. The
P-site tRNA has its anticodon loop angled toward the A-site through a distor-
tion at the junction of the D and anticodon stems. The E-site tRNA contains
major conformational changes with the angle of the elbow in a more open state
and the anticodon loop sharply twisted.

As expected, the anticodon loops of all three tRNAs are in contact with the
30 S subunit, and other major features such as the D stem, elbow, and acceptor
arm make contact with the 50 S subunit (16). The A- and P-site tRNAs are
closest to each other at the enzyme center, at 5 Å apart, whereas at the decod-
ing center they are 10 Å distant to each other, which is made possible by a twist
in the mRNA backbone so that two codons can be read simultaneously. The
E-site tRNA is twisted 50 Å away from the P-site tRNA at the enzyme center,
while retaining a relatively close contact of 6 Å at the 30 S subunit (Fig. 2A).
The anticodon stem-loop is in an environment of high-density molecular inter-
actions while distal parts of the E-site tRNA make several interactions with the
50 S subunit. For example, the acceptor arm CCA end is secured by a number
of ribosomal contacts while buried in a hole separate from the peptidyltrans-
ferase cleft. It is interesting that the P-site tRNA has numerous interactions

Enzyme center

Decoding center

E P A

23 S

16 S

Active center

Fig. 1. A diagram of the ribosomal active center indicating interaction sites of the tRNA
(A, P, and E) with the enzyme and decoding centers of the 23 S rRNA and 16 S rRNA, respectively.
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with rRNAs, having six sets of interactions from the tRNA anticodon stem-loop
with the 16 S rRNA of the 30 S subunit with the rRNA bases previously in-
ferred from base modification or modification interference studies (25–27 ).
Several further interactions with the 23 S rRNA complete a complex set of
interactions, indicating that the P-site tRNA is very stably gripped in the active
centre. The A-site tRNA anticodon loop is positioned close to three residues,
G530, A1492, and A1493, invoked from previous biochemical studies to be key
determinants of A-site decoding. A bulged-base (C1054) points toward the tip
of the anticodon loop but similar stabilizing interactions found with the P-site
tRNA are not present, although there are more complex interactions with
rRNA in the distal parts of the A-site tRNA (16).

IV. The Three-Dimensional Space of the Active Center

The ribosomal active center and its rRNA lining seem to have been finely
honed for the two states (pre- and posttranslocation), each of which accommo-
dates two tRNAs simultaneously. The intimate contacts described above are
between two different types of RNA nucleic acid, although many tRNA bases
are highly modified. When a tRNA is occupying the ribosomal A-site, the
modern ribosome seems finely crafted to decode sense signals in the mRNA
for the amino acids at this center. Moreover, image reconstructions from
cryoimmunoelectron microscopy suggest that the space in the inner intersub-
unit cavern containing the A-site spanning between the 30 S and 50 S subunits
is shaped like a tRNA (28), indicating that any molecule entering this site
must be able to accommodate itself within this space. Indeed, cryoelectron

APE

5Å50Å

6Å 10Å

RF

AP

BA

Fig. 2. Diagrams indicating tRNA and RF interactions with the ribosome. (A) The distances
between the A-, P-, and E-site tRNA anticodon and CCA ends at the decoding and enzyme
centers, respectively, reflect that observed in the structures (16). (B) The tRNA analogue model of
the decoding RF proposing that a domain makes contact with the mRNA at the decoding site with
a second domain interacting with the peptidyltransferase center.
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microscopy shows that the A-site aminoacyl-tRNA accommodates to the space
by a new conformation of the anticodon arm that facilitates interaction with
the codon of the mRNA (29, 29a). Therefore, a paradox is created for decoding
stop signals in the mRNA.

Stop signals are not decoded by tRNAs but by proteins called the polypep-
tide chain release factors (RFs) (30, 31). The class I RFs must enter the ribo-
somal A-site in the same manner as a tRNA and somehow make the same kinds
of intimate interactions with the rRNA, but now the structural considerations
are quite different. How does the RF protein use the ‘‘imprint’’ of another
species, the tRNA, for its functional activities? Biochemical evidence accumu-
lated through the 1980s and 1990s showed that the RF influenced both the de-
coding and enzyme functions of the active center, and this eventually resulted
in the tRNA analogue hypothesis proposed by Moffat and Tate in 1994 (32)
(Fig. 2B). This hypothesis proposed that the RF spanned the two main centers
on the ribosome just like a tRNA, with a domain that made intimate contact
with the mRNA at the decoding site, and a domain that made sufficiently close
contact with the peptidyltransferase center to alter its function. The conse-
quence would be the conversion from a water-excluding center catalyzing pep-
tide bond formation, to one allowing water access to catalyze the more natural
peptidyl-tRNA hydrolysis.

What is the evidence supporting the tRNA analogue hypothesis? Site-
directed cross-links from the first (the U of, e.g., UGAN) and fourth positions
of the stop signal to the RF provided excellent evidence that the RF was in in-
timate contact with the signal just like a tRNA at the decoding site (33–35 ).
The cross-link moiety was a 4-thiouridine base where the S is only slightly
larger than the natural O at the N4 position. Cross-links from this base are ef-
fectively zero length, suggesting that for a successful cross-link the two mol-
ecules had to be in close contact. Significant cross-links were observed,
particularly with UGA-containing mRNAs that presumably reflected a more
favorable three-dimensional disposition of the S to the amino acid side chains
of the RF when UGA-containing signals were decoded compared with the
other two stop signals.

Evidence for interaction at the enzyme center was more indirect, with
cleavage of Tyr-244 and Arg-245 in the bacterial RF2 (UGA decoding) within
a then-hypothesized exposed loop abolishing peptidyl-tRNA hydrolysis when
the RF was in the ribosomal A-site (32). The recently published structure of
RF2 confirms this region is in an exposed loop of domain III of the protein
(36). Subsequently, other residues close to the cleavage site have been shown
to be important for peptidyl-tRNA hydrolysis. For example, Thr-246 is a key
residue that is clearly important for the conformation of the hydrolysis domain
in the RF2 protein and facilitates the loss of the peptidyl-tRNA hydrolysis
function in an overexpressed RF (37) (Fig. 3). Moreover, the GGQmotif found
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at positions 250–252 is conserved in RFs and is critical for the peptidyl-tRNA
hydrolysis function of eRF1 (38). These indirect data showed that a region of
the RF important for catalysis of the hydrolysis function was relatively close to
the enzyme center.

Other functional evidence had implicated L11 as a key ribosomal binding
determinant of the bacterial RF into the A-site. Initially, it was discovered that
ribosomes lacking L11, produced by either construction in vitro by omitting
L11 from a reconstitution mixture of ribosomal proteins (39), or naturally oc-
curring mutants (40), had very low activity for RF1-mediated binding but
highly elevated RF2 binding. This suggested that the position of L11 within
the ribosome structure was a key interaction site for RF proteins. This finding
was reinforced when antibodies against the N-terminus of L11 specifically and
differentially affected the activities of RF1 and RF2 (40). A single iodination of
Tyr at position 7 of L11, the most highly reactive Tyr residue within the ribo-
some, abolished RF activity. In relation to the peptidyltransferase center, L11
is part of the GTPase center associated with domain II of the rRNA (41) (Fig. 4).
In the recently published structure of the 70 S ribosome (16) protein L11 and
its associated rRNA do not interact directly with the tRNA in the A-site, but
are close to the T-loop of the tRNA. L11 contact is possible with relatively
modest conformational change within either the tRNA or rRNA. Moreover,

I

II

GGQ
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Decoding center
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Decoding center
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Fig. 3. A two-domain model for RF2 conformation during protein synthesis termination.
Position 246 is proposed to orient the GGQ motif to provide efficient peptidyltransferase center
contact of domain II of RF2. (A) With native RF2, correct stop codon recognition activates a
conformational signal (vertical arrow) from domain I to domain II allowing functional peptidyl-
tRNA hydrolysis. (B) When native RF2 is overexpressed (or contains certain residues at position
246), the inactive alignment of domain II is resistant to the conformational signal resulting in
inefficient peptidyl-tRNA hydrolysis. In addition, any disturbed codon recognition may prevent
transfer of a signal from domains I to II to align correctly the GGQ motif, and, therefore, prevent
peptidyl-tRNA hydrolysis.
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genetic selection for stop signal suppression identified a number of bases in
rRNA specific for a particular stop codon. For example, a G1093A transition
was specific for UGA and strongly affected the effective association rate con-
stant for RF2 with the ribosome and to a lesser extent the association rate of
RF1 (42). In the GTPase center other nucleotides in the 1093–1098 loop were
implicated in RF2 termination as altering them caused UGA suppression (43).

Collectively, the functional data place the RF at key sites in the 50 S
subunit in domains II and domain V of the 23 S rRNA and suggests the RF
plays a significant part in 50 S-mediated mechanisms during protein synthesis
termination.

Fig. 4. L11 and the GTPase center interactions with RF2. The RF2 interactive sites (�)
identified from mutational studies (41) on the GTPase rRNA (above and below) and the GTPase
rRNA (below, left) complexed with the C-terminal domain of L11 (below, right). The structure
(below) is derived from the work of Draper and colleagues (103).
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V. The Mimicry Complex in Termination

The fact that the space formed by the inner cavity of the ribosomal active
center is shaped rather like a tRNA implies that the external complexes
entering the site at each stage of protein synthesis must either conform to
the architecture or must trigger a significant conformational change at the
boundaries of the cavity. Evidence for the former case was evident with the
first structures of the bacterial protein synthesis factors in the mid-1990s.
The two elongation factors, EF-Tu and EF-G, were crystallized with their
ligands (Fig. 5). In the case of the EF-Tu, the ligand was a tRNA that was seen
to hang off the bottom of the structure (44) and this factor could place the
tRNA in the ribosomal A-site while making contact with other parts of the
ribosome. Remarkably, the EF-G structure was revealed (45, 46) to have a
shape similar to the EF-Tu.tRNA.GTP ternary complex, but with one of the
EF-G protein domains, domain IV, occupying the equivalent space as the
tRNA in the EF-Tu.tRNA.GTP ternary complex. Subsequent evidence has
suggested that the tip of domain IV is important for translocation (47), and that
a conformational change in 16 S rRNA helix 34 occurs on EF-G binding. This
places domain IV into the depths of the A-site, consistent with cryoelectron
microscopy reconstructions that position domain IV at the shoulder of the 30 S
ribosomal subunit prior to translocation. During translocation, these recon-
structions suggest that domain IV reaches into the decoding center like a tRNA
(48). The conclusions reinforce the mapping on the ribosome of domain IV

Fig. 5. Structural diagrams of the ternary complex EF-Tu.tRNA, and EF-G aligned in a
similar orientation. EF-G domains III–V appear to mimic the tRNA moiety of the ternary
complexed EF-Tu.
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using rRNA cleavage by hydroxyl radicals generated from specific sites in
EF-G. For example, hydroxyl radical generation from the tip of domain IV
cleaved the rRNA in the decoding site (49). Therefore, domain IV is acting
as a structural mimic of the anticodon stem-loop of the tRNA in particular,
and while conformational changes are clearly happening, its tRNA-like shape
allows this domain to bind initially into the three-dimensional space available.

Initiation factor 1, IF1, is a small protein synthesis factor that has been an
enigma as it defies a clear definition of function despite being known and stud-
ied for many years. Some key observations emerged in the 1990s. One obser-
vation was that IF1 protects some of the same bases in 16 S rRNA as an A-site
tRNA indicating that it occupies the same site as the anticodon stem-loop at
the decoding site (50). This suggested that the function of IF1 might be to
prevent premature binding of an aminoacyl-tRNA into the A-site during the
initiation process. Indeed, the sequence of IF1 has some homology to the most
N-terminal part of EF-G domain IV (51). This implies that IF1 has structural
homology with a part of EF-G and, thereby, with a part of the tRNA and has
extended the concept of structural mimicry at the ribosomal active center to
complexes that bind at stages of protein synthesis other than at the elongation
phase of the growing polypeptide chain.

Of great interest was the discovery that the C-terminal half of IF1 had a
high degree of homology to about 10% of the sequence of both class I bacterial
release factors, RF1 and RF2 (52) (Fig. 6). It alleviated the disappointment
that there is no obvious sequence homology between the decoding RFs and
EF-G using computer algorithms as might have been expected if both proteins
were occupying the A-site. Nakamura and colleagues had painstakingly com-
pared the sequence of EF-G and RF2 manually and identified possible critical
residues in the C-terminal region of RF2 that might be important for structural
mimicry, but the conclusions were understandably highly speculative (53). The
identities and similarities of amino acids to residues in IF1 common to both
bacterial decoding RFs but also unique to each provided more compelling
data, although indirectly for mimicry with domain IV of EF-G. This served
to reinforce the importance of the homology between the factors from these
three different stages of protein synthesis. It raised the probability that this se-
quence region of the class I RFs homologous to IF1 was mimicking the anti-
codon stem-loop of the tRNA and was involved in stop signal decoding. Such
a conclusion reinforced one element of the tRNA analogue model (32),
namely, that a domain of the RF occupied part of the A-site during stop signal
decoding, just like the anticodon stem-loop of the tRNA during decoding of
each codon specifying an amino acid.

The possibility of a more complex pattern for molecular mimicry in termi-
nation had been recognized when the gene for the class II RF in bacteria, RF3,
was first identified in 1994 and the characteristics of this protein deduced from
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Fig. 6. Regions of similarity between prokaryotic and organellar IF1s and RF1 and RF2.
(A) Alignment of distantly related members of the IF1 and RF families using the PILEUP
program (GCG package, University of Wisconsin Genetics Computer Group). (B) The E. coli RF2
structure (36) showing the V179–R212 region (black) with similarity to IFI.
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the sequence (54, 55). This protein had remained, like IF1 during initiation, an
enigma for many years as being a stimulatory factor for termination, but its
mode of action had been quite unclear. The sequence showed RF3 was highly
homologous with the elongation factors, EF-Tu and the G and G0 domains of
EF-G. These signatures indicated that RF3 was also a translational G-protein.
Most significantly, the new data implied that the two classes of RFs, the class I
decoding RFs and the class II ‘‘stimulatory’’ RF, were equivalent to the EF-Tu.
tRNA ternary complex, and the equivalent of the EF-G structure in two parts
where the class II RF mimicked the G, G0, and domain II of EF-G, and the
class I RF possibly mimicked EF-G domains III, IV, and V (56). The structure
of RF3 is yet to be determined and so the exact positioning of RF3 in the ter-
mination mimicry complex relies on deductions from sequence analysis. In just
such an analysis from a dot plot between RF3 and EF-G we discovered a
highly unexpected finding that was not found in an analysis of the class I
RFs with EF-G. There was strong sequence homology between a C-terminal
region of RF3 and a short stretch of EF-G domain III, and also to a lesser
extent a separate stretch of domain IV (52, 57) (Fig. 7A). Both of these regions
were distant from the more easily recognized homology between RF3 and the
G domains of EF-G. A threading analysis of the sequences of RF3 against
EF-G gave the possible structure shown in Fig. 7B. Not surprisingly, RF3
models well against the G, G0, and domain II of EF-G consistent with its role
as a G-protein. Strikingly, it also models with an extension of structure that
protrudes from the body of the globular domain, like domains III and IV of
EF-G, although with a simpler structure. These structural elements are at
the C-terminus of RF3 and represent those sequences from the dot plot that
have homology to domains III and IV of EF-G.

What does this mean? The class I RFs are supposed to be the mimics of
these domains in the classic mimicry model and not the class II RF. The homo-
logy and modeling suggest that both the decoding RF and RF3 might occupy
the decoding site with parts of their structure. The decoding RF can certainly
bind to the ribosome in the absence of RF3 and catalyze the termination event
in vitro (58) and catalyze the event in some organisms such as Mycoplasma
genitalium that lack an RF3 (59). Therefore, RF3 is not essential for termina-
tion. RF3 is now known to be a recycling factor (60) recycling the decoding RF
by destabilizing its interaction with the ribosome and, thereby, increasing the
likelihood of catalytic termination efficiency in vivo. A structural element of
RF3 at the decoding site might, when in a certain conformation, eject the de-
coding RF from the A-site. Moreover, the homology of the decoding RF with
IF1 is only partial at the three-dimensional structural level. IF1 is an OB-fold
protein containing �-strands, interconnecting loops and one �-helix (61). The
decoding RF can model to this except that it is missing two �-strands and an
interconnecting helical region. For this reason, it cannot be classed as a
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member of the OB-fold family of proteins. Intriguingly, the RF3 structural
element homologous to EF-G domain IV models as two �-strands. Does this
element complete the OB-fold with the decoding RF in vivo? This would be
compatible with the RF functionally decoding stop signals when in one confor-
mational state but disrupting it in another. These hypotheses are currently
being tested with RF3 variants altered in key residues of the postulated
domain IV ‘‘tip region.’’

Fig. 7. A comparison of the RF3 sequence with the of EF-G. (A) A dot plot of E. coli RF3
against EF-G showing regions of similarity (52). The sequences of RF3 (1–527) and EF-G (1–703)
were compared using the Genetics Computer Group programs Compare and Dotplot. (B) A
structural diagram of RF3 based on a threading analysis with the structure of EF-G. The threading
analysis was performed with SWISS-MODEL (104).
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VI. The RF Structure: Does It Look Like a tRNA?

The tRNA analogue model in 1994 had predicted that the RF would have
at least two domains, one that interacts with the decoding center of the small
ribosomal subunit and one that interacts with the enzyme center of the large
subunit. It did not attempt to define a domain that interacted with the class
II RF because, at that time, the function of RF3 was a mystery and prediction
as to how the two classes of RF proteins might interact was premature. Func-
tional experiments with eukaryotic RFs in the 1970s and 1980s had almost
certainly studied the heterodimer, eRF1 and eRF3 (62). This provides an ex-
planation for the then puzzling major differences between characteristics of
the eukaryotic and prokaryotic RFs as class I bacterial RFs were being studied
independently of RF3.

The first RF structure to emerge was that of eRFI (63), which generated
enormous interest. A first impression was that the structure was indeed
tRNA-like in overall shape, sustaining the prediction of an RF being a struc-
tural tRNA mimic. However, whereas a tRNA has an ‘‘L’’ shape, the eRF1
was shaped more like a ‘‘Y.’’ Not surprisingly, there were three domains each
with unique folds. One domain invoked mimicry of the anticodon stem and
loop (domain I), a second corresponded with the aminoacyl tRNA stem
(domain II), and the third was like the T stem of a tRNA that interacted
with eRF3 (domain III). By the time the eRF structure was published in
2000, eRF3 was better characterized and such an interacting domain was
expected.

A key feature of the eRF1 structure was the distance from the tip of
domain I at one arm of the ‘‘Y’’ to the tip of domain II forming the stem of
the ‘‘Y.’’ This indicated that eRF1 could interact with the two major active
centers of the ribosome: the decoding site and the enzyme center. An anchor
point in the structure in domain I was an antiparallel helix hairpin that forms
a prominent groove invoked as a possible place where codon recognition might
occur. Connecting these two helices is the sequence NIKS, a motif that from
functional studies clearly seems to influence codon recognition (64). Domain
II has a tight turn at its tip within a motif composed of GRGGQS. The GGQ
sequence is interesting because in a context of basic residues, it is the only ob-
vious conserved motif among all RFs and suggests an essential role for this
motif for structure or function. This sequence represents a turn-forming motif
of the form GGX, but in both bacterial and eukaryotic RFs, modification of
these residues affects peptidyl-tRNA hydrolysis and so places the motif in
the vicinity of the ribosomal enzyme center. Combining functional data with
the new structure gave excellent evidence that the NIKS motif at the tip of
domain 1 marks where the factor contacts the decoding site, and where the
GGQ motif at the tip of domain II interacts with the enzyme center.

decoding of translational stop signals 99



Although the spans of eRF1 domains I and II are sufficient for it to be a
decoding molecule that not only recognizes the stop signal but also influences
polypeptide release, can the ribosomal active center accommodate the three-
dimensional coordinates of eRF1? Normally, a tRNA is accommodated in
the A-site within a confined three-dimensional space. The width of eRF1 at
�70 Å is very close to that of phenylalanine tRNA, although eRF1 is slightly
‘‘fatter’’ with a thickness of 27 Å compared with 22 Å for the tRNA. These
dimensions suggest that the factor can be accommodated in the ribosomal
active center without major conformational changes within the subunits to
create more space or to change significantly the proportion of space available.
However, reexamination of the structure (36, K. K. McCaughan and W. P. Tate,
unpublished observations) has suggested that the NIKS and GGQ motifs are
almost 100 Å apart and this suggests that it might be difficult to accommodate
the factor into the available space of the active center. Nevertheless, the con-
formational flexibility of eRF1 domain II relative to domain I would allow
some structural accommodation and this may be facilitated by a small number
of interactions between the domains of the eRF1 itself, or between eRF1 and
ribosomal components lining the active center.

There was a suspicion that the bacterial RF might be conformationally flex-
ible because it had resisted attempts to produce crystals that would diffract sat-
isfactorily in spite of significant effort from several groups. The fact that there
was virtually no sequence identity or similarity within the primary sequence
meant that the class I RFs could not be modeled easily against the eRF1 struc-
ture. The conserved GGQ motif was at residues 183–185 in the human eRF1
primary sequence, and at residues 250–252 in Escherichia coli RF2. In con-
trast, the eRF1 decoding motif, NIKS, was near the N-terminus (residues
61–64) but its apparent equivalent in the bacterial sequence, SPF, was nearer
the C-terminus at residues 205–207 in RF2. This meant that it was unlikely the
protein architectures would be the similar between the two proteins. Song and
colleagues (63) note that secondary structure predictions based on 34 multiply-
aligned prokaryotic and mitochondrial class I RF sequences indicate a pattern
of structures that is inconsistent with the organization of eRF1.

This can be illustrated when the bacterial RF sequences are threaded
against the eRF1 structure. This is shown for RF2 in Fig. 8. Without fixing
any motifs as anchor points, the modeled structure has the GGQ away from
the tip of domain II and the SPF is distant from the tip of domain I. Instead,
the residues at the tip were 96–99 near to the N-terminus of the protein. This
suggested that this structure was not a real representation of what the bacterial
RF2 might be. Fixing the GGQ motif at the tip still allowed threading, but now
the proposed decoding motif was sited between domains I and II. Fixing both
the GGQ at one tip, and fixing residues 148, 201, and 209 proposed to be at the
decoding site both from our own studies with E. coli RF2 (65) and those of
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Bertram and colleagues with eRF1 (66), a credible RF2 structure was possible.
E. coli RF1 could be modeled in a similar way.

The need to continue these kinds of studies was finally superseded when
the first structure of a bacterial RF was published in December 2001 (36).
The title summed up an important conclusion that ‘‘bacterial polypeptide re-
lease factor 2 is structurally distinct from eukaryotic eRF1.’’ Depending on
perspective it is possible to conclude that this structure looks more or less like
a tRNA rather than eRF1. Although the structure is L-shaped like a tRNA, the
top of the ‘‘L’’ is very bulky. It is composed of four domains as compared with
three for eRF1 (Fig. 9). Domains II, III, and IV form a very compact structure,
and are interconnected to resemble a single superdomain with domain I pro-
truding from the superdomain body. It is the disposition of key sequence
motifs that caused the most surprise. Domain I, expected to be equivalent to
the anticodon loop and stem, shown as four helices, is from the N-terminal se-
quence where there is most variation among the bacterial RFs. No previous
functional data had identified this region as important for stop signal decoding.
Both the SPF motif and the GGQ motif of E. coli RF2 were in exposed loops
on a large curved surface on one side of the structurewith the large superdomain

Fig. 8. Structural diagrams of E. coli RF2 derived from sequences threaded against the eRF1
structure (63). Without fixing any amino acids, the residues (96–99 ) at the tip of domain I were
from the N-terminus of the protein (left). The structure (right) resulted when the GGQ motif was
fixed at one tip and RF2 residues 148, 201, and 209 were fixed with eRF1 residues 71, 123, and
132 proposed to be in the decoding site (66). The threading analyses were performed using Deep
View and SWISS-MODEL (104–106 )
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only �20 Å apart. The SPF motif, proposed to be a recognition sequence for
the second and third nucleotides of the stop codon and responsible for codon
specificity (67), would be expected to be distant from the GGQ motif and in
separate domains of the structure. Moreover, the region of RF2 homologous
to IF1 was in the bulky superdomain (see Fig. 6B).

The major paradox between the structure and the accumulated diverse
functional data was that the biochemical studies sited the SPF region in the
decoding site and associated with stop signal decoding. Vestergaard and
colleagues (36) attempted to model the RF2 structure against a tRNA and
then attempted to dock it into the ribosomal active center using the 70 S
structure (16). The SPF domain could not fit into the A-site without major con-
formational change in the factor, the ribosome or both, to create the necessary
space. In contrast, domain I could be modeled into the decoding site avoiding
spatial clashes with the ribosome.

There has recently become available a reconstruction of cryoelectron
microscopic images of a ribosome containing RF2 in a posttermination com-
plex that, indeed, strongly supports the fact that RF2 undergoes a conforma-
tional change from that seen in the solution structure (68, 68a). It was
deduced from these studies that domain I of RF2 contacts the N-terminal
domain of L11 previously implicated by functional experiments to be involved
in RF binding (69). The cryoelectron microscopic studies also show that
the SPF loop is near the decoding site and that the GGQ motif is near the

Fig. 9. A comparison of the structures of eRF1 (63) and RF2 (36).
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peptidyltransferase center. Moreover, the region of RF2 homologous to IF1 is
now near the decoding site as expected. This establishes concordance between
the way eRF1 and the bacterial RF2 function despite their different structural
folds.

Is there any precedent for another protein with a domain fold like that of
RF2 domain I? The ribosome recycling factor (RRF) acts after the polypeptide
has been released to recycle the ribosome after a round of protein synthesis.
The RRF structure showed it had an unusual long three-helix bundle that re-
sembles the barrel of a gun mimicking the anticodon stem and loop of a tRNA
(70). The RRF also has flexibility in the hinge region between the two domains
critical for function (71). The three-stranded coiled-coil in domain I of the
RF2 structure is the same as that found in the RRF structure and so there is
a precedent for the fold perhaps being a factor anchor site on the ribosome
(36). Very recent localization of RRF on the ribosome positions the three-
stranded coil-coil more toward the enzyme center rather than the decoding
site (71a). The RF2 and RRF structures are compared in Fig. 10.

VII. The Paradox between the Structural and Functional
Evidence for the Bacterial RF ‘‘Anticodon’’

Collectively, the body of biochemical data for motif function in eRF1 is
completely consistent with its structure. The evidence that the GGQ motif at
the tip of domain II is in the vicinity of the enzyme center is undisputed,

Fig. 10. A comparison of the structures of RRF (107) and RF2 (36). The three-stranded
coiled-coil structures are similar for both factors.
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although the role this motif plays in peptidyl-tRNA hydrolysis is still not
resolved and remains the subject of several theories. The evidence that the
NIKS motif at the tip of domain I is at the decoding site is also convincing
and has been strengthened recently with the finding that the first U of the
stop codon contacts the K residue of this motif (72), although how the
mRNA stop signal is recognized is also the subject of several hypotheses and
interesting ideas. In contrast, this is not the case for bacterial RF2. The tip
of domain I in the RF2 structure is rich in acidic residues whereas the tip of
domain I in eRF1 is rich in basic residues. As yet, there are no functional data
implicating residues around a highly conserved aspartate (D92) at the tip of
domain I in the RF2 structure in decoding events, notwithstanding the fact that
this part of the sequence has not been studied in detail. This would be more
supportive of the cryoelectron microscopic location of domain I being at the
GTPase center.

The previously proposed tripeptide ‘‘anticodon’’ motif (67) is located
within a region of sequence that is both RF-type specific and has a high degree
of homology to IF1 (52). There is a prevalence of basic residues making it
more like the tip of domain I of eRF1 than that shown in the structure of
RF2. Nakamura and colleagues (67) discovered that tripeptide motifs in the
bacterial RF1 and RF2 seemed to control which codons they recognized,
resulting in their proposal that they act as discriminators. This implied a
defined part of the sequence and, thereby, a small part of the structure was
the likely equivalent of the anticodon of the tRNA. Previous studies had
shown that zero-length cross-links could be obtained from the first base of
the stop signal in the mRNA directed to the bacterial RF. This seemed to
be a clear indication that there certainly was a motif in the factor that ‘‘read’’
the stop signals (33, 34, 73). Moreover, a zero-length cross-link could still
be obtained when it was directed from the three nucleotides beyond the
stop codon indicating recognition might be different from that of a tRNA
in that more than just three nucleotides were being scanned (35). So far,
the sites on the bacterial factor involved in these cross-links have defied
identification.

Despite the compelling data, key residues in the proposed ‘‘anticodon’’
motif (SPF in RF2) can be substituted with another residue with retention
of codon recognition, function, and specificity (65). Only the first of the three
residues (S205 in RF2) seemed particularly sensitive to such change. This
is puzzling if these residues are so important in an ‘‘anticodon’’ domain. Two
residues flanking this key motif have been targeted to place hydroxyl radical-
generating centers that can be used to map ribosomal neighbors when the ter-
mination complex forms. Although a radical that is generated can travel quite
a distance from the site of origin and result in rRNA cleavages that provide
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confusing information, in reality there are multiple cleavage sites produced
from each particular source. These cleavage sites result from radicals scatter-
ing in a plethora of directions and so the chances of neighboring structures
being avoided is low. We substituted a conserved leucine residue with cysteine
four residues upstream from SPF in RF2, and in a separate RF2 variant a less
highly conserved serine was substituted for cysteine two residues downstream
from SPF. This was after first removing the natural cysteine residues in RF2 by
replacing them with residues that did not result in loss of activity. Therefore,
each variant had a single cysteine with an attached moiety from which radicals
were generated.

What were the results of these studies? Cleavages were detected only in
the 16 S rRNA. They targeted a binding pocket on the molecular surface of
the small ribosomal subunit. Significant cleavages were detected in the highly
conserved 530 loop of 16 S rRNA when radicals were generated from the
downstream residue (C209S in RF2). This is a particularly interesting result
as residues in this loop cross-link 30 from the A-site codon in the mRNA (74)
and are protected by the A-site tRNA (75). Residue 209 is, therefore, close to
an important element of the ribosomal decoding center. Cleavages from
radicals generated from both chosen positions spanning the SPF motif of
RF2 were also detected at other positions in the vicinity of the decoding
site in the ribosome structure. Cleavages were also detected in helix 30 sur-
rounding nucleotide 1230. The 3Å crystal structure of the small ribosomal sub-
units showed that the subunits were packed so that a protruding spur of one
was inserted into the P-site of the neighboring subunit (76). Several regions
of the 16 S rRNA including nucleotides 1229–1230 were shown to be in con-
tact with this spur, suggesting that residues 201 and 209 of the A-site bound
RF2 also interact with elements of the ribosomal P-site. The 790 loop located
in the platform of the small ribosomal subunit at the subunit interface was also
a cleavage target (Fig. 11). Identical cleavages were detected in this loop from
the tip of domain IV of EF-G (the tRNA anticodon mimicry domain) (49).

These data seemed to provide compelling evidence for the exposed SPF
loop of RF2 being at the decoding site and highlights further the paradox be-
tween the solution structure of RF2 and the functional and cryoelectron
microscopic studies. Further support for a major conformational change
comes from hydroxyl radical footprint studies with the other bacterial class I
decoding RF, although, as yet, no structure of RF1 is available. Two sites on
RF1 close to the proposed ‘‘anticodon’’ equivalent motif also showed cleavages
in the 1230 region (73). This seems to suggest that there might be a major con-
formational change in the protein ligand when the RF interacts at the A-site of
the bacterial ribosome.
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VIII. Specific Interactions within the Bacterial
Termination Complex

As described above, site-directed cross-links from the mRNA have shown
the bacterial decoding RF makes close contact in the decoding site with the
mRNA stop signal including the stop codon and the three bases beyond (35).
Functional studies support this conclusion. Not only do decoding RFs respond
to each of the codons with specificity (RF1, UAA, and UAG; RF2, UAA, and
UGA) but they also respond to the base following the stop codon in particular
(77, 78). There can be dramatic differences in termination efficiency depend-
ing on whether C=A or U=G immediately follows the stop codon (A-site), and
less marked but measurable differences depending on the identity of the bases
in the remaining two positions. Bases within individual signals downstream
from the stop codon seem to act independently of each other to strengthen
or weaken a signal. This implies there may be a secondary or tertiary orienta-
tion of the mRNA that influences any interactions a particular signal has
with the decoding RF. At the interface between the two subunits, X-ray

Fig. 11. Sites of 16 S rRNA cleavages generated from residues spanning the putative
‘‘anticodon’’ in E. coli RF2. The cleavage sites induced by hydroxyl radicals generated from
residues 201 and 209 are shown in black (arrows) on T. thermophilus 16 S rRNA (108). The 16 S
rRNA interface is oriented toward the foreground.
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crystallography has shown eight nucleotides of the mRNA are exposed (�1,
the two codons, þ7) with about 30 nucleotides wrapped in a groove around
the neck of the small subunit (79). The mRNA has up to nine nucleotides
beyond the A-site codon within the ribosome during translation, potentially
allowing for interactions between RFs and the nucleotides in the mRNA.

Upstream sequences spanning two codons prior to the stop signal also
affect the efficiency of decoding by an RF (80, 81). This is at first puzzling,
because these sequences are involved in codon:anticodon interactions with
the P-site and E-site tRNAs. However, we have discovered the preferences
for particular codons reflect the preferences for a small subset of tRNAs
especially at the P-site (78). Most of the preferred codons have only one isoac-
ceptor tRNA species, and a modification near the anticodon is highly over-
represented among the preferred tRNAs. This implies that the P-site tRNA
might prepare part of the A-site active centre for the decoding RF in the ter-
mination complex. It implies that the factor makes close contact with the P-site
tRNA, and, perhaps, makes interactions with specific nucleotides in the tRNA.
Although all tRNAs have similar shapes, the particular nucleotide sequence
and the post-translational modifications frequently found at specific sites
throughout the tRNA may be important for such interactions. Indeed, we have
found zero-length site-directed crosslinks to RF2 in a termination complex
from two positions in the tRNA located in the P-site. These were from nucle-
otide 32 contiguous with the anticodon at the decoding site, and from the
elbow of the tRNA (nucleotide 8) positioned towards the enzyme centre (E. S.
Poole and W. P. Tate, unpublished observations). This implies the decoding RF
fits tightly into the A-site perhaps more tightly than the tRNA.

What contacts does the decoding RF have with the rRNA and ribosomal
proteins? We have taken a global approach using a modification of SELEX de-
veloped to define interactions of ribosomal proteins with rRNAs (82). The
principle of the approach for our studies was to fragment the rRNA genes
and clone the fragments into a transcription vector so that a random array of
rRNA fragments could be generated as a ‘‘bait’’ for the decoding RFs. The
rRNA was passed over immobilized RF and then iterative cycles (SERF)
carried out for in vitro selection of random rRNA fragments that had bound
specifically to the RF. After several cycles the selected rRNA was cloned, se-
quenced, identified, and mapped to the ribosome structures. Fragments of
rRNA from 16 S rRNA, 23 S rRNA, and 5 S rRNA structures were selected,
with some fragments identified multiple times (for example, the last 30 nucle-
otides of 5 S rRNA). Common fragments were associated with each of three
decoding RFs, the bacterial RF1 and RF2, and mitochondrial RF1 that can
also bind to the bacterial ribosome. In addition, there were fragments that
were unique to each factor (M. E. Askarian-Amiri and W. P. Tate, unpublished
observations). The 16 S rRNA fragments were derived from the platform
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region below the decoding site and those from 23 S rRNA were clustered in
several domains surrounding the peptidyltransferase region and at the RF
entry site to the active center. The 5 S rRNA fragment was the part of the
rRNA bridging 23 S rRNA domains II and V and again at the RF entry site
to the active center. These analyses have provided a good overview of the span
of the decoding RF in the termination complex at the A-site. Sites common to
the two bacterial factors and the mitochondrial factors are shown in Fig. 12.

Some evidence for interaction of the decoding RF with the peptidyl-
transferase center of the 50 S subunit has come from two strategies. One
strategy used a classic SELEX procedure to select RNA aptamers that bound
to a thermophilic bacterial RF1 (83). Two groups of sequences were found
that contained short invariant single-stranded motifs that mapped to the
peptidyltransferase center.

We used a second strategy that used specific sites in the biochemically de-
fined putative peptidyl-tRNA hydrolysis domain of RF2 (residues 238–274) to
generate hydroxyl radicals from positions (243 and 246) close to the 250GGQ252

motif as well as from a naturally occurring cysteine at 274. Perhaps the most
interesting finding of our experiments is that when radicals are generated from
the residues close to the GGQ motif, many of the cleaved bases in the 23 S
rRNA are located within the peptidyltransferase center. For example, hydroxyl
radicals originating from positions 246 and 274 of RF2 specifically cleave at
A2602, a universally conserved bulged nucleotide that is protected by the
aminoacyl moiety of the A-site-bound tRNA (22), and a base also cleaved by

Fig. 12. rRNA fragment sites that have interactions common to RF1, RF2, and
mitochondrial RF1. The site of the helix 21 fragment (left, black) is shown on T. thermophilus
16 S rRNA (108). The position of fragments encompassing helices 98–101 and the sarcin–ricin
loop (SRL) (right, black) are shown on D. radiodurans 23 S rRNA (15). The rRNA interfaces are
oriented toward the foreground.
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radicals generated from the 50-CCA terminus of the deacylated tRNA (84).
Mutations at A2602 lead to ribosomes incapable of catalyzing efficient peptide
release but not peptide bond formation (85). In addition, sites within the cen-
tral peptidyltransferase ring of 23 S rRNA domain V were cleaved by hydroxyl
radicals originating from RF2 positions 243 or 246. Mutations in some of these
cleavage sites have been shown to dramatically reduce peptidyltransferase ac-
tivity (86). The universally conserved nucleotide A2451 was cleaved by radicals
generated from position 246. Interestingly, A2451 was hypothesized to be the
‘‘magic bullet’’ general base catalyst for peptide bond formation (87), although
there is now uncertainty as to its role as activity is not significantly affected by
mutations at this site (88, 89). Hydroxyl radicals originating from position 246
of RF2 also specifically cleaved nucleotides within the A-loop of domain V of
the 23 S rRNA. These nucleotides are protected by the 30 terminus of the
A-site-bound tRNA (22, 89, 90). Radicals from both RF2 positions 246 and
274 cleaved nucleotides within the P-loop of 23 S rRNA domain V, a region
protected by the 30 terminus of the P-site tRNA (22, 90, 91).

Radicals generated from positions 243 and 246 of the proposed peptidyl-
tRNA hydrolysis domain of RF2 also cleaved sites in the GTPase center, sup-
porting the previously discussed proposed interaction of the factor with this
region of the 23 S rRNA. In the crystal structure of a GTPase center rRNA
fragment bound to ribosomal protein L11 (92, 93), two loops (1093 to 1098
and 1065 to 1073) are situated very close to each other. A 23 S rRNA mutation
located within the GTPase center, G1093A, was previously shown in vitro to
decrease the effective association rate of RF2 with the ribosome (42, 94). Al-
though cleavages were detected only around 1093 and not detected around
nucleotide 1067 from the selected positions on RF2, RF1 was shown to form
a ‘‘cleavage-print’’ on both nucleotides 1067 and 1093 of the GTPase domain
(73). This suggests that both loops of the GTPase center may interact with a
compact region of the decoding RFs. These data are consistent with the im-
portance of ribosomal protein L11 in RF binding to the ribosome. L11 has
been shown both in vitro (39, 40, 69), and in vivo to affect differentially the
two bacterial decoding RFs (41, 95). L11 is essential for RF1-dependent
ribosome binding and UAG termination, but dampens RF2-dependent bind-
ing and UGA termination. A comparison of cleavage patterns in 23 S rRNA
generated from specific sites in RF1 and RF2 is shown in Fig. 13.

The second class of RF important in bacterial termination of protein syn-
thesis, RF3, has not as yet been subjected to the same detailed analysis as the
decoding RF. As described above, RF3 has significant homology to EF-Tu and
EF-G and in particular the domains of these proteins that mark all three as
translational G-proteins (54, 55). Presumably, the main site of RF3 interaction
with the ribosome is at the outer binding region of the ribosomal active center
(30) despite evidence that strands of the structure may penetrate the inner
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active center (52). Early attempts using reconstitution of ribosomal subunits to
identify ribosomal proteins important for RF activity had highlighted L11 and
several other proteins important for peptidyltransferase integrity for the de-
coding RFs (39), but did not identify specifically any additional proteins
important for RF3 function (W. P. Tate, unpublished observations). Neverthe-
less, RF3 can bind to the ribosome independent of the decoding RF (96), al-
though binding is stimulated by the decoding RF. This suggests that RF3

Fig. 13. Sites of 23 S rRNA cleavages generated from residues spanning the putative
peptidyl-tRNA hydrolysis domains of E. coli RF1 and RF2. (A) The cleavage sites induced by
hydroxyl radicals generated from residues 243, 246, and 274 of RF2 (black, arrows). (B) The
cleavage sites induced by hydroxyl radicals generated from residues 229 and 257 of RF1 (black,
arrows) (73). The cleavage sites are shown on D. radiodurans 23 S rRNA (15) with the interface
oriented toward the foreground.
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binding is stabilized by further sites of interaction between the two factors.
Footprinting and mapping experiments with RF3 alone on the ribosome or to-
gether with other ligands will reveal the nature of these interactions. Now that
there is a much better understanding of the mechanism of RF3 function
through the recent studies of Zavialov and colleagues (97) sensible strategies
can be developed.

As yet, no structure of a bacterial RF3 has been resolved but given its high
degree of homology with EF-Tu and EF-G, RF3 can be threaded against these
structures with some confidence. These two structures and the threaded RF3
are shown together in Fig. 14. If the actual structure of decoding RF2 and the
threaded structure of RF3 are compared with the structure of EF-G, as to-
gether the two classes of RFs mimic the multidomain EF-G molecule, then
some idea of an actual mimicry complex in termination can be visualized.
However, if the decoding RF undergoes significant conformational unfolding
in order to bind to the ribosome, then these structures might be quite different
at the ribosomal active center.

IX. The Termination Mechanism

The decoding RF enters the ribosomal A-site when a stop codon is in the
decoding position. For both eubacterial and eukaryotic decoding RFs, there is
evidence that the factor is in close contact with the stop signal (33–35, 72, 98)
Recognition most likely involves at least six and maybe a greater number of

Fig. 14. A comparison of the structures of the ternary complex EF-Tu.tRNA, EF-G, and
RF3 threaded to the structure of EF-G.
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nucleotides (78), although for this to occur the mRNA may have to form a loop
in some way. There are several intriguing hypotheses as to how these signals
are recognized. Nakamura and Ito (99) have identified a tripeptide in the de-
coding RF that they invoke as the functional mimic of the anticodon and as a
functional discriminator between the UAG and UGA stop codons. Indeed, if
the RF2 were to dock into the decoding site with domain I as proposed by
Vestergaard and colleagues (36), then this model would be incompatible with
the structure. On the other hand, if, as seems likely from cryoelectron micro-
scopic (68, 68a) and functional studies, there is extensive conformational
unfolding of the RF at the ribosome, then the putative tripeptide anticodon
could indeed occupy the decoding site. These two possibilities are currently
being distinguished by mapping experiments. Results suggest that the tripep-
tide anticodon is in the vicinity of the decoding site (73, K. K. McCaughan and
W. P. Tate, unpublished observations). Changes in the charge surrounding the
tripeptide caused a loss of codon specificity allowing both noncognate stop
codons and sense codons to be decoded (99). Therefore, this part of the RF
is certainly a key region for binding the factor correctly into the ribosomal
active center and=or in the codon recognition mechanism.

Bertram and colleagues have suggested that pockets in the eRF1 structure
are capable of binding trinucleotide codons (66). The eukaryotic factor is
somewhat different from each of the bacterial equivalents in that one factor
recognizes all three stop codons, and, therefore, must only discriminate be-
tween stop and sense codons and not between the second and third positions
of the stop codons themselves as do RF1 and RF2. Therefore, different
recognition principles may apply in each case. Moreover, given the lack of se-
quence homology between the eubacterial and eukaryotic RFs, they may have
arisen through separate evolutionary events to develop somewhat different
mechanisms of recognition.

There is even less certainty about how the RFs participate in the peptidyl-
tRNA hydrolysis event partly because the question of their direct involvement
or indirect perturbation of the center has not been established. After solving
the structure of the eRF1, Song and colleagues (63) proposed a model where
the Q of the GGQ motif might be involved in coordinating and orienting a
water molecule. However, Seit-Nebi and colleagues (100) showed that this
residue could be replaced with other residues to give unaltered or reduced
eRF1 binding to the ribosome lowering termination activity. This seems to ex-
clude this residue playing a highly specific role such as water presentation at
the catalytic site of peptidyl-tRNA hydrolysis.

There is growing evidence for rRNA involvement ensuring accurate and
efficient protein synthesis termination (101). Many observed effects of de-
creased activity resulting from a change of an amino acid at a specific site in
the RF might be simply due to an altered interaction with the rRNA. In that
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way, the presentation of the decoding RF to the functional centers at the de-
coding site and enzyme center might be altered. The major questions for both
codon recognition and peptidyl-tRNA hydrolysis will be answered once the
quest for a structure of a decoding RF on the ribosome is resolved. Such a
structure will provide an impetus for more specific studies on the mechanisms
of these two key functions of the decoding RFs.

Zavialov and colleagues (97) have shown that RF3 is stably bound to GDP
and in that form RF3 binds to a ribosome resulting in the release of GDP. Both
of these steps happen most likely but not necessarily after the polypeptide has
been released. Once GDP has been dissociated, GTP can bind and the decod-
ing RF is released. At the active center of the ribosome, the GTP form of RF3
and the decoding RF are somehow mutually exclusive. The process of GTP
hydrolysis is then simply a mechanism to reject RF3 from the ribosome.

This multistep mechanism provides an excellent framework for attempting
to understand how rejection of the decoding RF might occur. The fact that
RF3 has a subdomain mimicking the domains of EF-G at the decoding site
(52) means that the function of this region of EF-G is relevant to under-
standing how RF3 might function in rejecting the decoding RF. The tip of
EF-G (domain IV) has been shown to be important for translocation with sub-
stitution of a single residue decreasing the translocation rate 100-fold, and
small deletions decreasing the rate even further (47). It has been suggested
that this region might couple the conformational change in EF-G as a result
of GTP hydrolysis, to structural rearrangements of the ribosome leading to
tRNA translocation. The equivalent region of RF3 has a unique sequence
motif of KRKFEEFKK within a domain of two �-strands and a loop (57).
Perhaps, these are already interleaved with the strands of the RF at the
decoding site when bound in the GDP or nucleotide-free form of RF3. It is
intriguing to speculate that this may also, as suggested for EF-G, be involved
in a conformational coupling when GTP binds to RF3 disrupting RF inter-
action at the decoding site. Whether this alone would be sufficient to displace
other interactions the decoding RF makes with the rRNA awaits further
studies.

The final stages of returning the ribosome to a state where it can accept an-
other round of protein synthesis are mediated by the RRF. Following termin-
ation the ribosome is left with a deacylated tRNA in the P-site, perhaps still a
tRNA in the E-site and the mRNA still attached. Recently, Hirokawa and
colleagues (102) have provided evidence consistent with the proposal that
the RRF binds into the A-site as a tRNA mimic rather like the decoding RF,
but with EF-G on the ribosome at the same time. How this occurs is not clear.
Following binding, the model presented has the RRF translocated into the
P-site with release of the deacylated tRNAs from the P- andE-sites. Subsequent
to this, EF-G, RRF, and the mRNA dissociate.
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X. Summary

Molecular mimicry was a concept that was revived as we understood
more about the ligands that bound to the active center of the ribosome, and
the characteristics of the active center itself. It has been particularly useful
for the termination phase of protein synthesis, because for many years this
major process seemed not only to be out of step with the initiation and elonga-
tion phases but also there were no common features of the process between
eubacteria and eukaryotes. As the facts that supported molecular mimicry
emerged, it was seen that the protein factors that facilitated polypeptide chain
release when the decoding of an mRNA was complete had common features
with the ligands involved in the other phases. Moreover, now common
features andmechanisms began to emerge between the eubacterial and eukary-
otic RFs and suddenly there seemed to be remarkable synergy between the ex-
ternal ligands and commonality in at least some features of the mechanistic
principles.

Almost 10 years after molecular mimicry took hold as a framework con-
cept, we can now see that this idea is probably too simple. For example, struc-
tural mimicry can be apparent if there are extensive conformational changes
either in the ribosome active center or in the ligand itself or, most likely, both.
Early indications are that the bacterial RF may indeed undergo extensive con-
formational changes from its solution structure to achieve this accommodation.
Thus, as important if not more important than structural and functional mim-
icry among the ligands, might be their accommodation of a common single
active center made up of at least three parts to carry out a complex series of
reactions. One part of the ribosomal active center is committed to decoding,
a second is committed to the chemistry of putting the protein together and re-
leasing it, and a third part, perhaps residing in the subdomains, is committed to
binding ligands so that they can perform their respective single or multiple
functions. It might be more accurate to regard the decoding RF as the cuckoo
taking over the nest that was crafted and honed through evolution by another,
the tRNA. A somewhat ungainly RF, perhaps bigger in dimensions than the
tRNA, is able, nevertheless, like the cuckoo, to maneuvre into the nest. Per-
haps it pushes the nest a little out of shape, but is still able to use the site for
its own functions of stop signal decoding and for facilitating the release of the
polypeptide.

The term molecular mimicry has been dominant in the literature for a
period of important advances in the understanding of protein synthesis. When
the first structures of the ribosome appeared, the concept survived and was
seen to be valid still. Now, we are at the stage of understanding the more
detailed molecular interactions between ligands and the rRNA in particular,
and how subtle changes in localized spatial orientations of atoms occur within
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these interactions. The simplicity of the original concept of mimicry will inevi-
tably be blurred by this more detailed analysis. Nevertheless, it has provided a
significant set of principles that allowed development of experimental pro-
grams to enhance our understanding of the dynamic events at this remarkable
active site at the interface between the two subunits of this fascinating cell
organelle, the ribosome.
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The double-stranded RNA-binding motif (dsRBM) is found in a diverse
array of proteins that regulate gene expression in many organisms. We
surveyed all known and predicted protein sequences from several organisms
for the presence of the dsRBM. Among the major taxa sampled, only archebac-
teria lacked this motif. Plants and viruses appear to exploit the motif in pro-
teins not found in animals. For five genomes (a bacterium, yeast, nematode,
fly, and human), the proteins were annotated and examined in detail. The
number of dsRBM-containing proteins increased along this series, as did the
incidence of multiple dsRBMs. The dsRBM-containing proteins of the five
type species are grouped into 21 families according to their similarities in
domain and overall sequences, and the presence of other domains. These data
provide a basis for understanding the evolution of the dsRBM, as well as the
functions of proteins that contain it.

I. Introduction

Completion of the genome sequences for several organisms provides an
unprecedented opportunity to examine the composition of each individual
genome and to make comparisons among them. Proteins are built from modu-
lar units, called motifs or domains, which have distinct structures and carry out
different functions. One intensively studied protein motif, the double-stranded
RNA-binding motif (dsRBM; sometimes called the dsRNA-binding domain,
dsRBD, DRBM, or DRBD), has been found in numerous proteins—including
nucleases, helicases, deaminases, and kinases, inter alia—that are implicated in
various biological processes. Although this group of proteins is functionally
heterogeneous, a common feature is that most of them play parts in the control
of gene expression.

The dsRBM is usually 65–70 amino acids (aa) in length and displays a dis-
tinctive protein folding pattern, �–�–�–�–� (1–4). dsRBMs, by definition,
bind to duplexed RNA and this binding is independent of dsRNA sequence
in most cases. The atomic interactions responsible for dsRNA–dsRBM binding
are manifested in the crystal structure of dsRBM2 from the Xenopus laevis
protein Xlrbpa (a TRBP homologue) complexed with synthetic dsRNA (2).
Three regions of the dsRBM make contact with A-form dsRNA, most of the
interactions involving the RNA’s phosphodiester backbone and its ribose 20-
OH groups. This explains why dsRBMs bind to dsRNA rather than single-
stranded RNA (ssRNA) or DNA, and why the interaction is chiefly dependent
upon structure rather than sequence. In addition to perfect duplex RNA,
highly structured but single-stranded RNAs with bulges or mismatches can
also be bound by dsRBMs (5, 6). In fact, several cellular RNAs, known for
binding to dsRBM-containing proteins, contain bulges and internal loops.
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Despite their conservation in both sequence and structure, dsRBMs vary
markedly in their biochemical and cytological properties. In the canonical prop-
erty of RNA binding, some dsRBMs evince robust binding to various RNAs
whereas the dsRNA-binding activity of others is weak (7). Additional functions
that have been associated with dsRBMs, such as dsRNA annealing, ribosome
binding, protein dimerization, and subcellular localization, also vary among
dsRBMs (8–15 ). It is arguable that some of these functions are secondary to
the binding of dsRNA, whereas others are independent functions.

We have conducted a comprehensive search for all the dsRBMs in the
genomes of a diverse set of organisms, on the premise that such a survey will
illuminate the evolution of this domain and the functions of proteins that con-
tain it. The results show that the motif is widespread in nature but apparently
absent from the archaea. Although several dsRBM-containing proteins are
common to the animals studied, the motif is present in a radically different
spectrum of plant proteins. Broadly speaking, the more evolutionarily ad-
vanced organisms possess a greater number of proteins with this domain,
and their proteins tend to contain more dsRBMs per molecule as well as more
domains of other types. The survey identified dsRBMs in several novel pro-
teins and in some proteins that were previously characterized but not known
to contain this motif. Finally, we summarize the biochemical functions of
human dsRBM-containing proteins, and speculate on the motif’s biological
roles.

II. Survey Methods

We took a systematic approach to find and annotate all the dsRBMs in
several completely sequenced genomes, namely those of Escherichia
coli (eubacteria), Saccharomyces cerevisiae (bakers’ yeast), Caenorhabditis
elegans (nematode worm), Drosophila melanogaster (fruit fly), and Homo
sapiens (human). In addition, for increased breadth, the genomes of a plant
(Arabidopsis thaliana) and several archaea (Aeropyrum pernix, Archaeoglobus
fulgidus, Halobacterium sp.,Methanobacterium thermoautotrophicum, Metha-
nococcus jannaschii, Pyrococcus horikoshii, and Thermoplasma acidophilum)
and viruses were also searched.

To create a database for proteins that contain dsRBMs, it is of prime
importance to employ a sensitive and selective tool to mine the genome
sequences. We first utilized the dsRBMs documented by the InterPro data-
base at the European Bioinformatics Institute (EBI). This is one of the most
comprehensive collections of protein domains as it is built upon several under-
lying signature databases, such as PROSITE, pfam, SMART, PRINTS, and
ProDom, each of which has its own focus (16). One challenge in using the
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InterPro database, however, is the redundancy of protein entries. Because of
the presence of alternatively spliced variants and truncated proteins in the
Swiss-Prot and TrEMBL databases on which InterPro is built, a single gene
is often represented by more than one protein. To solve this problem, we first
downloaded all the InterPro domain sequences, then carried out pair-wise
BLAST comparison to discard redundant sequences. This strategy ensures that
each annotated entry represents a gene rather than its multiple transcripts or
protein products.

Because dsRBM domain sequences are loosely conserved in some regions
and comprehensiveness was critical for our survey, we deployed two additional
steps. Using protein sequences that are already known to have dsRBMs, we
did BLAST searches to find orthologues across different species, and manually
inspected sequences by pair-wise BLAST search for the presence of dsRBMs.
We then constructed a domain profile with all the dsRBMs using ClustalX and
HMM (Hidden Markov Model) tools (17, 18), and used the profile to search all
genomes for more dsRBMs. To maximize sensitivity, the last two steps were
further iterated until no new hits were found.

Finally, all domain sequences were extracted from protein sequences,
aligned with ClustalX, and displayed by TreeView (19). We examined different
combinations of parameters for the ClustalX alignment at both pair-wise and
multiple alignment stages, but present only the results (alignment and clado-
gram) obtained with the following settings: gap open penalty, 10; gap extension
penalty, 0.1; protein weight matrix, Gonnet 250 (20). Inferences from the
cladogram, however, were based on several trees generated using different
parameters.

III. dsRBM Occurrence, Frequency, and Conservation

Using the above method, we annotated 56 genes containing 97 dsRBMs, as
well as two putative pseudogenes with three dsRBMs, in the five type species
E. coli, S. cerevisiae, C. elegans, D. melanogaster, and H. sapiens. The genes
are listed according to their common names and accession numbers, together
with other information, in Table I. The number of genes recorded is higher
than that in any reported dsRBM compilation, attesting to the high sensitivity
of our search. Because all of the dsRBMs were manually inspected, the quality
is also ensured.

The results of the survey represented statistically are summarized in
Table II. E. coli has one dsRBM in a single dsRBM-containing gene, whereas
the human genome has 45 dsRBMs in 24 genes excluding two suspected pseu-
dogenes. The yeast, worm, and fly genomes have intermediate numbers of
dsRBMs and genes: 2 in 2, 20 in 13, and 29 in 16, respectively. Thus, the
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TABLE I
dsRBM-Containing Genes in Five Speciesa

Family name Domain structure Gene name Human Fly Worm Yeast Bacterium

RNase IIIA 999–1159 RNase IIIA1 BAB14234 AAF52025 CAA79619 CAA89127 CAA26692

RNase IIIA2 AAB04172

RNase IIIB 694–999–999–1159 RNase IIIB AAF80558 AAF59169 CAB03006

Dicer 1410(1650)–5034–3100–999–999–1159 Dicer1 BAA78691 AAF56056 AAA28101

Dicer2 BAB69959

RHA helicase 1159–1159–1410(1650) RHA1 CAA71668 AAC41573 CAA90409

RHA1B XP_062934

RHA2 BAA74913

ADAR1 607–607–1159–1159–1159–2466 ADAR1 CAA55968

ADAR2 1159–1159–2466 ADAR2A1 CAB09392 CAA22774 CAB09530

ADAR2A2 AAF78094

1159–2466 ADAR2B1 XP_091235 AAC25097

ADAR2B2 BAB71416

PKR 1159–1159–719 PKR AAA36409

Staufen 1159–1159–1159–1159–1159 STAU1 AAD17531 AAF57752 AAB07566

STAU2 BAA92111 AAB07562

TRBP 1159–1159–1159 TRBP AAB50581 AAF53295 CAA83012

TRBP2 XP_070394

PACT AAC25672

NF90 DZF–1159–1159 NF90 AAD51099

(Continues)
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TABLE I (Continued)

Family name Domain structure Gene name Human Fly Worm Yeast Bacterium

SPNR BAA92120

NRF 1159–1159–467–1374 NRF XP_010360

SON 467–1159 SON CAA45282 AAF54409 AAK21366

Kanadaptin 253–1159 Kanadaptin BAA91718 AAF55582 CAA80179

XRN1 1159 XRN1 CAB63749

DRM1 1269–3009–1159 DRM1 BAA91143 AAF48360 CAA21662

DRM2 1202–1159–1159 DRM2 BAB83032 AAF57175 CAB03384

DRM3 1159 DRM3 AAF68967

DRM4 1159–1159 DRM4 AAF50777

DRM5 1159–1159 DRM5 CAC17710

DRM6 1159–1159 DRM6 AAF47937

DRM7 1159–1159 DRM7 AAF52561

aShown is a complete compilation of the dsRBM-containing proteins in the human, fly, worm, yeast, and bacterial genomes (Homo sapiens, Drosophila melanogaster,
Caenorhabditis elegans, Saccharomyces cerevisiae, and Escherichia coli). The protein families are discussed in the text. Protein domain layouts are presented as a string of
motifs (N-terminal to C-terminal), named according to their InterPro accession numbers. Because of space constraints, the InterPro accession numbers are abbreviated by
omission of the letters IPR and string of zeros (for example, IPR000999 is listed as 999). All representative accession numbers are from the SwissProt, TrEMBL, and
GenBank databases. The DZF motif in NF90 is named in the SMART database, and has not yet been categorized by InterPro, so no number is given.
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numbers of dsRBMs and of dsRBM-containing genes both increase with
evolutionary complexity.

The lengths of the dsRBMs in the five type species range from 62 aa (two
domains in human NRF) to 83 aa (the first dsRBM in Drosophila Staufen,
Dm.STAU1). The average length is 67.5 and does not vary much among the
five species (Table II). Sequences of the individual dsRBMs are aligned in
Fig. 1. Inspection of the alignment reveals a high degree of conservation in
the C-terminal one-third of the motif and relatively low conservation in the
N-terminal two-thirds, as noted previously (21). The homology profile, shown
at the foot of Fig. 1, emphasizes the distribution of conserved residues along
the dsRBM.

IV. Domain Structures of dsRBM Proteins

Most, but not all, dsRBM-containing proteins also contain domains of
other types. Notable exceptions include TRBP and Staufen, which respectively
contain three and five dsRBMs without any other recognized domains. Our
survey disclosed the existence of 16 other recognized domains in the
dsRBM-containing proteins of the five type species (Table III). The domain
structures of the proteins are listed in Table I, using an abbreviated version
of their InterPro domain numbers. For example, PKR contains two tandem
dsRBMs (designated 1159, short for IPR001159) followed by a kinase domain
(designated 719 for IPR000719). The domain structures are depicted for rep-
resentative proteins in Fig. 2. When other domains are present, the dsRBMs
may occupy positions near the protein’s N-terminus (as in PKR), C-terminus
(as in RNase III), or center (as in ADAR1).

All the metazoans studied have proteins containing more than a single
dsRBM. For proteins with multiple dsRBMs in the five type species,
the dsRBMs are arranged in tandem without interspersion of other domains
(Table I), although an exception to this rule occurs in the plant Arabidopsis

TABLE II
Distributions and Sizes of dsRBMs in Five Speciesa

Human Fly Worm Yeast Bacterium

Number of dsRBMs 45 29 20 2 1

Number of dsRBM-containing proteins 24 16 13 2 1

Average size of dsRBMs 67 67 68 68 69

aListed for each species is the number of dsRBMs and the number of dsRBM-containing proteins encoded
in the genomes. Average sizes of dsRBMs are given in amino acids.
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(Table IV). The spacing between the dsRBMs ranges from 22 aa (between the
two dsRBMs in the nematode adenosine deaminase, Ce.ADAR2A1), with
median of 48.5 aa and mean of 65.7 aa. No correlation was apparent between
the spacing and any known feature or function, such as substrate specificity, of
either the dsRBMs or proteins.

An additional seven domains are tethered to dsRBMs in plant and
viral proteins. Thus, of the 23 recognized domains found in association with
the dsRBM, four are uniquely present in plants and three in viruses
(Table III). Of the remainder, four are well-characterized enzymatic domains,
namely the RNase III domain (IPR000999), helicase domain (IPR001410 and
IPR001650), ADAR domain (IPR002466), and protein kinase domain
(IPR000719). These domains and the proteins that contain them have been in-
vestigated in considerable depth. A substantial amount of information is avail-
able on the functions of several other proteins in the dsRBM family, including
a few (like Staufen) that lack additional protein domains. On the other hand,
many dsRBM-containing proteins have no additional domains uncovered at
the present time, and some possess domains that have yet to be thoroughly in-
vestigated: the functions of these proteins are generally less well understood, if
they are appreciated at all. We outline the current state of knowledge about the
functions of the dsRBM-containing proteins, and of the additional tethered
domains that they contain, in the next section.

V. dsRBM Protein Families in Five Type Species

We used the human data as our main resource to group the dsRBM pro-
teins into families. Based on domain structure and overall sequence criteria, 21
protein families were denominated (Table I and Fig. 2). These are RNase IIIA,
RNase IIIB, Dicer, RHA, Staufen, ADAR1, ADAR2, NF90, TRBP, PKR,

Fig. 1. Alignment of double-stranded RNA-binding motif. The dsRBMs from five species,
namely Escherichia coli, Saccharomyces cerevisiae, Caenorhabditis elegans, Drosophila melano-
gaster, and Homo sapiens, were aligned by ClustalX using parameters specified in Section II.
dsRBMs from two putative pseudogenes are not included. Domain names are listed on the left of
the body of the figure as abbreviations for the species (Ec, Escherichia coli; Sc, Saccharomyces
cerevisiae; Ce, Caenorhabditis elegans; Dm, Drosophila melanogaster; Hs, Homo sapiens),
followed by gene names and a number of the type n/N where N denotes the total number of
dsRBMs in the protein and n denotes the particular dsRBM under consideration, counting from
the protein N-terminus. A ruler is provided under the alignment, indicating the length of the
domain. At the bottom of the figure is a homology plot generated by ClustalX, in which the
height of the bar corresponds to the degree of conservation of the amino acid at each position in
the motif.
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SON, Kanadaptin, NRF, and XRN1, together with seven unnamed families,
DRM1–7. Five of the families (RHA, ADAR2, Staufen, TRBP, and NF90)
are represented by two or more genes in the human genome. Table V lists
the genes with a brief description, their chromosomal loci, and some add-
itional information. Locuslink identification numbers are presented for further

TABLE III
Protein Domains Associated with dsRBMsa

InterPro accession Name

IPR000051b SAM (and some other nucleotide)-binding motif

253 Forkhead-associated (FHA) domain

467 D111/G-patch domain

605c RNA helicase

607 Double-stranded RNA-specific adenosine deaminase (DRADA) repeat

694 Proline-rich region

719 Eukaryotic protein kinase

999 Ribonuclease III family

1159 Double-stranded RNA binding (DsRBD) domain

1202 WW/rsp5/WWP domain

1205c RNA-dependent RNA polymerase (P3D)

1269 Uncharacterized protein family UPF0034

1374 Single-stranded nucleic acid binding (R3H)

1410 DEAD/DEAH box helicase

1650 Helicase C-terminal domain

2057b Isopenicillin N synthetase

2466 Adenosine-deaminase (editase) domain

2873c Rotavirus nonstructural protein NSP3

3009 Proteins binding FMN and related compounds core region

3100 PAZ domain

4844b Serine/threonine-specific protein phosphatase

4843b Metallophosphoesterase

5034 Protein of unknown function DUF283

DZFd Domain in DSRM or ZnF_C2H2 domain-containing proteins

aListed are the InterPro accession numbers of domains in dsRBM-containing proteins of the five type
species (human, fly, worm, yeast, and bacterium), A. thaliana, and viruses. InterPro accession numbers and
names were obtained from the InterPro website (http://www.ebi.ac.uk/interpro/). Domain numbers are
abbreviated following the convention of Table I.

bDomains associated with dsRBM in A. thaliana only.
cDomains associated with dsRBM in viruses only.
dThe DZF motif in NF90 has not been assigned an InterPro number.
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reference as they provide useful links to several data sources on gene names,
maps, sequences, and functional annotation (22). For each gene, one Swiss-
Prot, TrEMBL, or GenBank ID number was selected as representative; al-
though the selected example may not be the longest one for the gene, it
contains all the domains known for that gene.

The similarities among the dsRBM sequences (not the entire proteins) can
be evaluated from the rectangular cladogram shown in Fig. 3. One notable
feature is that, in most cases, the similarity between corresponding dsRBMs
within a protein family is greater than that between families, reflecting
sequence conservation among orthologues through evolution. RNase IIIA is
exceptional in this regard, the E. coli dsRBM being an outlier for reasons that
are not immediately apparent. On the other hand, multiple dsRBMs within a
single protein often display considerable divergence, as clearly seen in the

RNase IIIA1

RNase IIIB

Dicer1

RHA1

ADAR1

ADAR2A1

PKR

STAU1

TRBP

NF90

SON

Kanadaptin

NRF

XRN

DRM1

DRM2

DRM3

dsRBM (1159)

RNase III (999) 

DEAD/H helicase (1410)

Deaminase (2466)

G-patch (467)

Helicase C-term (1650)

Other domains

3100

DZF

694

5034

607

1374

253

607

3009

1202

719

1269

Fig. 2. Structures of human dsRBM-containing proteins. Depicted are the domain
structures of representative human proteins, one from each family (Table I). Filled boxes
represent dsRBMs. Distinctive open shapes are used for domains that occur in more than one
protein. Other domains are represented as shaded cylinders marked with accession numbers as in
Table I.
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Staufen proteins. This presumably reflects either functional differences among
the individual dsRBMs or their distinct evolutionary origins.

A. RNase III and Dicer: RNA Processing Enzymes
The RNase III domain (IPR000999) is found in three protein families:

RNase IIIA, RNase IIIB, and Dicer (also known as class I, II, and III RNase
III). The domain possesses endonucleolytic activity, cleaving each strand of
dsRNA substrates and releasing fragments that carry 50-phosphates and
30-OH groups with 30 overhangs of two nucleotides (nt) (23).

The RNase IIIA proteins are dsRNA-dependent endoribonucleases impli-
cated in the processing of preribosomal, messenger, and small nuclear RNAs
(23, 24). These functions are essential for cell survival and, not surprisingly,
the proteins are found in all five type species. The dsRBM sequences of the
eukaryotic RNase IIIA proteins are very similar to each other and form a clus-
ter in the cladogram (Fig. 3D). The dsRBM of bacterial RNase IIIA, however,
differs from the rest of the group, possibly suggestive of functional as well as

TABLE IV
Plant dsRBM-Containing Proteinsa

Domain structure Representative accession

4844(4843)–1410(1650)–3100–999–999–1159 AAF26098

1410(1650)–5034–3100–999–999–1159–1159 AAF26461

1410(1650)–1159 AAG60124

1410(1650)–1159 BAB11511

1410(1650)–1159 AAD14515

1410(1650)–1159 AAM15307

999–1159–999–1159–1159 BAB11388

999–1159–1159 BAB02825

1159–2057–51 CAB45887

1159–1159 AAD20688

1159–1159 AAB60726

1159–1159 BAB09709

1159–1159 BAB01188

1159–1159 AAL67059

1159 CAB36811

1159 CAB69855

1159 AAF27126

aDomain layouts are shown for the dsRBM-containing proteins of A. thaliana using the convention of
Table I. Domain numbers and names are as in Table III.
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TABLE V
Human dsRBM-Containing Genesa

Gene name Accession LocusID Description Map

RNase IIIA1 BAB14234 65080 MRPL44: mitochondrial ribosomal protein
L44

2q36.3

RNase IIIB AAF80558 29102 RNASE3L: putative ribonuclease III 5p13.3

Dicer1 BAA78691 23405 DICER1: Dicer1, Dcr-1 homolog
(Drosophila)

14q32.2

RHA1 CAA71668 1660 DDX9: DEAD/H (Asp-Glu-Ala-Asp/His)
box polypeptide 9 (RNA helicase A,
nuclear DNA helicase II; leukophysin)

1q25

RHA1B XP_062934 122056 Similar to ATP-dependent RNA helicase A
(nuclear DNA helicase II) (NDH II)
(DEAD-box protein 9)

13q22.1

RHA2 BAA74913 22907 DDX30: DEAD/H (Asp-Glu-Ala-Asp/His)
box polypeptide 30

3p21.31

ADAR1 CAA55968 103 ADAR: adenosine deaminase, RNA specific 1q21.1–q21.2

ADAR2A1 CAB09392 104 ADARB1: adenosine deaminase, RNA
specific, B1 (RED1 homolog rat)

21q22.3

ADAR2A2 AAF78094 55523 ADAR3: double-stranded RNA-specific
adenosine deaminase

10p15

ADAR2B1 XP_091235 161931 Testis nuclear RNA-binding protein-like 16q24.1

ADAR2B2 BAB71416 132612 Tenr: testis nuclear RNA-binding protein 4q26

PKR AAA36409 5610 PRKR: protein kinase, interferon-inducible
double-stranded RNA dependent

2p22–p21

STAU1 AAD17531 6780 STAU: Staufen, RNA-binding protein
(Drosophila)

20q13.1

STAU2 BAA92111 27067 STAU2: Staufen, RNA-binding protein,
homolog 2 (Drosophila)

8q13–q21.1

TRBP AAB50581 6895 TARBP2: TAR (HIV) RNA-binding
protein 2

12q12–q13

TRBP2 XP_070394 137396 Similar to TAR RNA-binding protein 2,
isoform a; TAR RNA-binding protein 2;
transactivation responsive RNA-binding
protein

8q22.3

PACT AAC25672 8575 PRKRA: protein kinase,
interferon-inducible double-stranded
RNA-dependent activator

2q31.2

NF90 AAD51099 3609 ILF3: interleukin enhancer-binding factor
3, 90 kDa

19p13

SPNR BAA92120 55342 STRBP: spermatid perinuclear
RNA-binding protein

9q34.11

(Continues)
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evolutionary differences between prokaryotic and eukaryotic RNase IIIA pro-
teins. Uniquely, yeast has two RNase IIIA proteins, Sc.RNase IIIA1 and
Sc.RNase IIIA2, and the homology between them is not high, either in their
dsRBMs or their overall sequence (data not shown). Because Sc.RNase IIIA1
is more homologous to other RNase IIIA proteins, Sc.RNase IIIA2 may be a
paralogue of Sc.RNase IIIA1 with specialized functions.

Proteins of the RNase IIIB family are found only in the higher eukaryotes
(metazoa). They differ from proteins of the RNase IIIA family in having two
RNase III domains and a longer N-terminus. It is likely that this extended N-
terminus carries uncharacterized domains that confer additional functions
upon RNase IIIB proteins. So far, only a proline-rich region (IPR000694) has
been detected in this region, and the significance of its presence is not clear.

Finally, the Dicer proteins (also known as MOI or drosha) have one heli-
case domain (IPR001410 and IPR001650; Section V.B), one PAZ domain
(IPR003100), and one domain with unknown function (IPR005034), in add-
ition to two RNase III domains and one dsRBM domain. These proteins play
an important role in RNA interference (RNAi), which has been implicated
in development and antiviral defense in several organisms (25, 26). Dicer
enzymes digest long dsRNAs down to oligomers of 21–23 base pairs that are
used by the cell to degrade other mRNAs in a sequence-specific manner (27,
28). The high homology among Dicer proteins suggests a function that is con-
served across species. The plant homologue of Dicer, known as CAF
(AAF26461 in Table IV), has similar biochemical functions and also plays a role
in the RNAi pathway (Section VI.B). Dicer is also responsible for generating
small temporal RNAs (stRNAs), 21–23 nt RNAs that play roles in the control
of developmental timing acting through translational repression (29, 30). It is

TABLE V (Continued)

Gene name Accession LocusID Description Map

NRF XP_010360 55922 NRF: transcription factor NRF Xq24

SON CAA45282 6651 SON: SON DNA-binding protein 21q22.11

Kanadaptin BAA91718 22950 SLC4A1AP: solute carrier family 4 (anion
exchanger), member 1, adaptor protein

2p23.3

XRN1 CAB63749 54464 DKFZP434P0721: similar to mouse
Xm1/Dhm2 protein

3q24

DRM1 BAA91143 54920 FLJ20399: hypothetical protein FLJ20399 16q22.2

DRM2 BAB83032 64790 FLJ22127: hypothetical protein FLJ22127 22q11.2

DRM3 AAF68967 55602 FLJ20036: hypothetical protein FLJ20036 4q35.1

aAll human dsRBH-containing genes are listed, including two putative pseudogenes (RHA1B and TRBP2).
Gene names and accession numbers are as in Table I. For each gene, the Locus Link ID and description and
chromosomal location (Map) are given for reference.
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Fig. 3. (Continued)
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Fig. 3. Cladogram of dsRMBs. (A) dsRBMs from Arabidopsis thaliana and the five type
species of Fig. 1 were used to generate the cladogram tree with TreeView software and an
alignment made with ClustalX. Detailed parameters for the alignment are given in Section II.
Domain names are abbreviated following the convention explained in Fig. 1 with the addition of
At for Arabidopsis thaliana. Protein names, instead of gene names, are used for domains from
Arabidopsis thaliana. (B–D) expansions of branches 1–3 of the cladogram. Note that the
separation of dsRBMs into branches 1–3 was not consistent when different parameters were used,
so we have not attempted to infer its meaning. The branches of the cladogram tree at the right side
of the tree are much more stable, however, and are exploited in the text.
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noteworthy that the PAZ domain of Dicer is found in another group of pro-
teins, which also has a PIWI domain. Proteins of the PIWI family have been
shown to work with Dicer, and are thought to play roles in controlling entry
into the RNAi and stRNA pathways (25, 31).

The availability of the structure of RNase III domain from the bacterium
Aquifex aeolicus has shed light on the mechanism by which this domain cleaves
its dsRNA substrates (32, 33). However, it remains to be elucidated how the
dsRBM and RNase III domains function in concert. A truncated form of E. coli
RNase III lacking the dsRBM can specifically recognize a dsRNA substrate and
accurately cleave it in vitro, leading to speculation that the dsRBM’s role is to
enhance the binding affinity of the enzyme for its substrates in the cell (34).

B. RHA: A DNA/RNA Helicase
Like Dicer, the RNA helicase A (RHA) family of proteins contains both

dsRBM and DEAD/DEAH helicase domains. The canonical member of the
family, RNA helicase A (RHA1), is present in human, fly, and worm. Its name
notwithstanding, RHA unwinds both RNA and DNA in the 30 to 50 direction
(35, 36). The fly orthologue Maleless (MLE_DROME) is required for dosage
compensation, i.e., to up-regulate X chromosome transcription in the early
stages of male fly development (37). It has been proposed that this process in-
volves a ribonucleoprotein complex consisting of two noncoding RNAs (roX1
and roX2) and several proteins, and that Maleless is required at an early stage
of complex assembly (38). Several lines of evidence suggest that mammalian
RHA1 bridges between RNA polymerase II and transcriptional activators such
as CBP/p300 and BRCA1 (39, 40). RHA1 can directly bind and activate the
p16/INK4a promoter (41). Furthermore, RHA1 has been implicated in the
transcriptional and posttranscriptional regulation of several retroviruses, and
it is inhibited by binding adenovirus VA RNAII (42–45 ).

A second gene, RHA1B, has very high homology with RHA1 both in its
dsRBM and overall sequences. Although the predicted protein product
(XP_062934) contains only one dsRBM, a BLAST search using the RHA1
mRNA sequence revealed a full-length RHA1B gene (data not shown).
This gene aligns with the mRNA sequence of RHA1 without any insertion,
indicating that RHA1B is probably a pseudogene derived from RHA1 mRNA.

The human genome also contains a third RHA helicase, RHA2, absent from
the four other type species compared here. The overall domain layout is similar
in RHA1 and RHA2, suggesting that the two genes may be paralogues that ori-
ginated by duplication of a parental gene and then diverged. Alternatively,
RHA2 may have evolved independently of RHA1, as indicated by the fact that
their sequence homology is weak, even in the dsRBMs, and the two dsRBMs of
RHA2 are more homologous to one another than to the corresponding dsRBMs
of RHA1 (Fig. 3). Because the RHA1 knockout is lethal in mouse (46) despite
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the presence of RHA2 in the murine genome, RHA2 must behave differently
than RHA1 either in its biochemical functions or in the timing, location, or
level of its expression. The fact that RHA2 was first identified in brain hints that
the two helicases may be expressed in different tissues (47).

C. ADARs: RNA Editases
The adenosine deaminase (editase) domain (IPR002466) confers the en-

zymatic ability to convert adenosine to inosine in RNA. Two families of pro-
teins contain this domain, ADAR1 and ADAR2. Among the five type species
surveyed, ADAR1 is restricted to humans whereas ADAR2 genes are present
in all metazoa (human, fly, and worm). The human genome encodes four
ADAR2 genes: ADAR2A1 (also known as ADAR2), ADAR2A2 (also known
as ADAR3), ADAR2B1, and ADAR2B2.

Several lines of evidence suggest a role for ADAR1 in antiviral defense:
it can be induced by interferon, an antiviral cytokine (48); viral RNAs from
hepatitis � are substrates (49); adenovirus VA RNA1 can antagonize its
activity (50); and the dsRNA-specific adenosine deaminase (DRADA) repeat
or Z-DNA-binding domain (IPR000607) in the N-terminus of ADAR1, as well
as a dsRBM, is found in the vaccinia virus protein E3L (Section VI. C). ADAR1
is also implicated in many other physiological pathways as discussed below.

ADAR1 and ADAR2A1 are ubiquitously expressed throughout the body,
whereas ADAR2A2 has been detected only in brain (51). Despite some over-
lap in their expression patterns and biochemical activities, gene knockout stud-
ies indicate that ADAR1 and ADAR2A1 carry out different functions in the
body (52–54 ). ADAR1þ/� mice died before embryonic Day 14 with defects
in the hematopoietic system, whereas ADAR2A1�/� mice were afflicted with
a different set of defects as a result of impaired editing of glutamate receptor
GluR-B premessenger RNA (53, 54). Although known endogenous ADAR
substrates are limited to several signaling components of the nervous system,
such as glutamate and serotonin receptors, it is expected that additional
substrates await discovery (55).

Although ADARs use their dsRBMs to bind dsRNA, substrate specificity
resides in the deaminase domain (56). The combination of these two features
may explain why ADARs edit certain mRNAs only. ADAR1, ADAR2A1/2,
and ADAR2B1/2 genes have three, two, and one dsRBMs, respectively; it
remains to be seen whether the number of dsRBMs has an impact on substrate
recognition or enzymatic function.

D. The Protein Kinase PKR
The dsRNA-activated protein kinase PKR (protein kinase, RNA depend-

ent) has been studied particularly intensively. It is a serine/threonine kinase
that is induced by interferon. It plays an important part in antiviral defense
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mechanisms as well as apoptosis, cell differentiation, and growth control
(57, 58). Present in a latent form until activation, PKR appears to undergo a
conformational change after binding to its activator, and autophosphorylation
transforms the protein to its active state. The RNAs that activate PKR during
viral infection are believed to be the viral genomes themselves or intermedi-
ates in viral replication or transcription, but several cellular RNAs with duplex
structure have been found to activate or inhibit PKR (6, 59–62 ). The highly
structured adenovirus VA RNAI is a well-studied inhibitor of PKR activation
that serves to neutralize the antiviral action of PKR (63). In addition, PKR ac-
tivity can be modulated by two dsRBM-containing proteins, TRBP and PACT
(Section V. F).

The best known substrate for PKR is eukaryotic translation initiation factor
2 (elF2). Phosphorylation of the �-subunit of elF2 characteristically results in
inhibition of translation. Other substrates include the inhibitor of NF-�B
(I�B), the HIV-1 transcriptional activator Tat, and the tumor suppressor p53,
suggesting that PKR is involved in signal transduction pathways as well as in
translational control (64–66 ). Several dsRBM-containing proteins, such as
NF90 and PACT, are phosphorylated by PKR (67, 68), although it is not clear
whether this leads to any change in their activities, particularly dsRNA or PKR
binding. The autophosphorylation of PKR, however, has been implicated in
modulating its dsRNA-binding activity (69).

E. Staufen: mRNA Transport and Translation
Staufen proteins play important roles in mRNA transport and the regula-

tion of protein synthesis. Staufen is involved in the localization of maternal
mRNAs in the fly oocyte (70): it forms a complex with oskar mRNA, whose
localization is important in establishing the anterior–posterior axis, and with
kinesin I, a microtubule motor (71). Mammalian Staufen is expressed during
oogenesis and spermatogenesis. It is also found in hippocampal neurons,
associated with polysomes and the rough endoplasmic reticulum (72).

Staufen proteins have several dsRBMs (five in fly, four in human, and
four or fewer in worm; Fig. 4) that have different functions in mRNA localiza-
tion and translation. The fly Staufen dsRBMs 1, 3, and 4 bind dsRNA in vitro,
whereas dsRBMs 2 and 5 do not; dsRBM 2 is required for the microtubule-
dependent localization of oskar mRNA, and dsRBM 5 for the derepression of
oskar mRNA translation once localized (73). The second motif is highly hom-
ologous among Staufen proteins from different species (Fig. 4), indicating that
it may be responsible for transporting mRNAs in a microtubule-dependent
manner in other species. The fifth domain, however, is found only in fly and
human Staufen. Staufen protein has also been found to interact with telo-
merase RNA and HIV-1 genomic RNA (74, 75), but the significance of these
interactions is unknown.
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Fig. 4. Alignment of dsRBMs in Staufen proteins. The alignment was based on pair-wise BLAST searches
as well as the cladogram generated from multiple alignments (Fig. 3). Corresponding domains are connected by
pairs of dashed lines.
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F. TRBP and PACT: Regulators of PKR
Like Staufen, the TAR RNA-binding protein (TRBP) has been implicated

in spermatogenesis and the translational activation of repressed mRNAs
(76, 77). First identified by its ability to bind HIV-1 TAR RNA, TRBP activates
transcription from the viral LTR (78). Its X. laevis homologue, Xlrbpa, associ-
ates with ribosomes and heterogeneous nuclear RNA (10). TRBP interacts
with PKR and inhibits its kinase activity (79). In contrast, a close family
member, the cellular protein activator of PKR (PACT), functions as an activa-
tor of PKR in response to a number of stress stimuli (67, 80, 81). Although
both proteins have been shown to bind PKR, the mechanisms by which they
regulate its activity are not clear.

Another gene, TRBP2, has been predicted in the human genome (Table V).
Sequence alignment indicates that it has high homology with TRBP, and it
appears to be a pseudogene evolved from TRBP mRNA (data not shown).

G. NF90: A Multifunctional Regulator
The nuclear factor 90 (NF90) family has two members, NF90 itself (forms

of which are known as ILF3, MPP4, DRBP76, and NFAR1 and 2) and sperm-
atid perinuclear protein (SPNR). Among the species surveyed, these proteins
are found only in human, but they are present in other vertebrates including
mouse and Xenopus. Several lines of evidence indicate that NF90 and SPNR
are paralogues and that the gene duplication happened quite recently: first, the
proteins share high homology in overall sequence; second, the dsRBMs of
these two proteins form clusters in the cladogram (Fig. 3); finally, the two
dsRBMs are equally spaced in both proteins.

NF90 is implicated in a number of different biological processes (82). It
has both DNA- and RNA-binding activities; it can regulate the translation of
some transcripts; it interacts with the protein–arginine methyltransferase
PRMT1, and DNA-dependent protein kinase (DNA-PK) complex; it is differ-
entially expressed in nasopharyngeal carcinoma cells; and it can be phos-
phorylated by PKR and possibly regulates the activity of PKR (45, 68,
83–88 ). The Xenopus homologues are involved in developmental processes
(89). NF90 gene transcripts are found in various tissues including germ
cells, and they are alternatively spliced, generating proteins that differ at their
C-termini (90). The functional significance of this heterogeneity remains to be
determined.

Mouse SPNR mRNA, also present in multiple forms, is expressed at high
levels in the testis, ovary, and brain, and the protein localizes in cytoplasmic
microtubules (91). Mice deficient for SPNR show neurological, spermato-
genic, and sperm morphological abnormalities, indicating a role in neural
function and spermatogenesis (92).
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At their N-termini, both NF90 and SPNR have a DZF (domain in DSRM
or ZnF_C2H2 domain-containing proteins) domain. Although this domain is
not yet categorized in the InterPro database, it is also present in nuclear factor
45 (NF45), a protein that forms heterodimers with NF90, and several
ZnF_C2H2 or Zinc finger-containing proteins, which have also been found
to form homo- or heterodimers.

H. NRF: A Transcriptional Repressor
The NF-�B repressing factor (NRF) has two dsRBMs, neither of which

was previously recognized. Their degree of homology to other dsRBMs is rela-
tively low and their dsRNA-binding properties remain to be investigated. NRF
is a constitutive and position-independent silencer of NF-�B-binding sites
(93). It inhibits the activation of interferon-� (IFN-�) genes prior to viral acti-
vation. The presence of dsRBMs in this protein suggests that it may be in-
volved in a coordinated pathway by which cells respond to viral infection:
dsRNAs produced during viral infection could bind NRF and relieve the in-
hibition of NF-�B, thereby activating the IFN-� genes. It may be significant
that the genes encoding the antiviral proteins PKR and ADAR1 are both
transcriptionally induced by IFN-�.

NRF also has two other known domains, the G-patch (IPR000467) and
R3H (IPR001374). The G-patch is a short region of about 40 aa that is found
in a number of putative RNA-binding proteins (94). R3H has characteristic
spacing of conserved arginine (R) and histidine (H) residues capable of bind-
ing single-stranded nucleic acids (95). The importance of the presence of these
domains is not yet established.

I. SON: Another Transcriptional Regulator
The SON protein (also known as NREBP) was shown to be a nuclear pro-

tein, and to inhibit the transcription of human hepatitis B virus (HBV) by bind-
ing to a negative regulatory element (NRE) in the viral genome (96). Through
this binding, it represses HBV core promoter activity, transcription of HBV
genes, and production of HBV virions. In addition to the dsRBM, a G-patch
(IPR000467) domain is also found in SON. Interestingly, the dsRBM-
containing protein NRF (Section V.H), also has a G-patch and acts as a
transcriptional repressor.

J. Kanadaptin
Little is known about kanadaptin (kidney anion exchanger adaptor pro-

tein). Given that it exists in human, fly, and worm, and that all orthologues have
conserved residues throughout their sequences, it is reasonable to speculate
that it is involved in some basic cellular function(s) conserved in metazoa.
The mouse homologue of kanadaptin was identified as a protein that interacts
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with the cytoplasmic domain of kAE1, an anion exchanger, and is possibly in-
volved in the localization of kAE1 (97). Kanadaptin is present in the nuclei of
various epithelial and nonepithelial cells, raising the possibility that it has other
functions as well (98).

The forkhead-associated (FHA) domain (IPR000467) present in the pro-
tein is a phosphopeptide-binding domain found in several prokaryotic and
eukaryotic proteins (99). Many FHA-containing proteins in yeast and human
nuclei are involved in DNA repair, the cell cycle, and mRNA processing.

K. XRN1: RNA Degradation
Although XRN1 proteins are present in several species, their homology is

confined to certain regions. The C-terminus of human and murine XRN1,
where the dsRBM resides, is missing in lower organisms (data not shown).
The S. cerevisiae homologue, Xrn1p, is a 50-30 exoribonuclease localized
in the cytoplasm and is involved in multiple mRNA decay pathways. However,
the 50-30 exonuclease activity, which has been mapped to the N-terminus of the
protein, is capable of degrading a variety of substrates including single-
stranded RNA (ssRNA), single-stranded DNA (ssDNA), and double-stranded
DNA (dsDNA) (100). Besides the defects in RNA metabolism, a yeast mutant
lacking Xrn1p exhibited meiotic arrest and defects in microtubule-related pro-
cesses, suggesting many roles for the protein (100). Mouse XRN1 (mXRN1p)
displays homology with human XRN1 throughout the entire protein, as
expected, indicating that they have a greater degree of functional similarity
than the XRN1 proteins of lower species, mXRN1p, like Xrn1p in yeast, local-
izes to cytoplasm, but the purified protein exhibits a substrate preference for
G4 RNA tetraplexes (101). Whether this novel ability is due to the presence
of a dsRBM has yet to be determined.

L. DRMs: Unassigned dsRBM-Containing Proteins
The functions of some dsRBM family proteins are still entirely obscure

even though their primary sequences are available. Because no official or
meaningful names have been given to these proteins, we provisionally refer
to them as dsRBM-containing protein families DRMs 1–7. DRMs 1–3 are
found in the human genome, and DRM1 and DRM2 are also present in the
fly and worm genomes. DRM1 contains two additional domains, IPR001269
and IPR003009. DRM2 contains the forkhead-associated (FHA) domain
(IPR000253), a putative nuclear signaling domain found in a variety of other-
wise unrelated proteins. DRM3 contains a serine-rich region and has some
homology with NRF.

Four other genes, DRMs 4–7, are found exclusively in the Drosophila
genome. Among them, DRMs 4–6 all have two dsRBMs and their dsRBM se-
quences are highly homologous to one another as indicated in the cladogram
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(Fig. 3), raising the possibility that they belong to the same gene family and
have similar functions. Circumstantial evidence indicates that DRM5 (also
called DIP1 or DISCO interacting protein 1) has chromatin-binding activity.
It remains to be seen whether DRMs 4–7 are truly unique to the fly or have
homologues in other species that are yet to be discovered.

VI. dsRBMs in Other Taxa

Although a detailed analysis of dsRBMs in other organisms lies beyond
the scope of this review, we have expanded our survey to take stock of the
dsRBMs in three additional, highly diverse, taxa—the archebacteria, a plant,
and viruses.

A. Archaea
No dsRBM has been discovered in archaeal sequences. HMM and BLAST

searches failed to disclose any dsRBMs in several archaea whose genome se-
quences are complete, namely Aeropyrum pernix, Archaeoglobus fulgidus,
Halobacterium sp., Methanobacterium thermoautotrophicum, Methanococcus
jannaschii, Pyrococcus horikoshii, and Thermoplasma acidophilum. Although
the possibility cannot be excluded that dsRBMs will be found in other archaeal
genomes, the occurrence of dsRBMs presently appears to be limited to eubac-
teria and eukaryota. It is especially notable that the RNase III domain, present
in all other species surveyed, has also not been found in archaeal genomes.

B. Plant
In the mouse-ear cress Arabidopsis thaliana, for which the complete

genome sequence is available, there are at least 17 dsRBM-containing proteins
(Table IV). The Arabidopsis dsRBMs tend to form a cluster in the multiple
alignment, as shown in the cladogram (Fig. 3), suggesting that plant dsRBMs
may have evolved from dsRBM ancestor(s) that diverged from those of the
other species surveyed at a very early time.

Helicase (IPR001410 and IPR001650) and RNase III (IPR000999)
domains are very well represented among the set of plant dsRBM-containing
proteins. Two proteins contain dsRBM and RNase III domains and are pre-
sumably homologues of RNase III; four contain dsRBM and helicase domains,
and may serve functions similar to that of RHA; and two contain dsRBM,
helicase, and RNase III domains, including one (AAF26461) that resembles
Dicer. A notable feature of the plant proteins is that some of them appear to
be reorganized versions of their animal counterparts, differing in the number
and order of the domains in the protein. Compared to other metazoa, Arabi-
dopsis also exhibits a distinct set of enzymatic domains associated with the
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dsRBM, namely the phosphatase domain (IPR004844 and IPR004843),
SAM-binding motif (IPR000051), and isopenicillin N synthetase signature
(IPR002057).

The existence of a large number of plant dsRBM-containing proteins is not
surprising, given the fact that dsRNAs have been implicated in many vital cel-
lular pathways in plants. These include development, the containment of
mobile genetic elements, and antiviral defense (26). In plants, dsRNA can
function by sequence-specific RNA degradation (RNAi), or transcriptional
gene silencing (TGS), which involves RNA-directed DNA methylation (102).
Consistent with the deployment of different mechanisms of antiviral defense
in plants and animals, kinase and adenosine deaminase domains, two enzym-
atic domains implicated in fending off viral infection in vertebrates, are absent
from the Arabidopsis set of dsRBM-containing proteins.

C. Viruses
Although dsRBMs are widespread in the virus world, in no case has more

than one dsRBM been found in any viral protein (Table VI) implying that a
single dsRBM is sufficient to carry out viral activities. This presumably reflects

TABLE VI
Viral dsRBM-containing proteinsa

Domain
structure

Representative
accession Virus Taxonomy

607–1159 AAA48040 Vaccinia virus dsDNA viruses, no RNA stage; Poxviri-
dae; Chordopoxvirinae Orthopox-
virus.

1159 AAF14917 Myxoma virus dsDNA viruses, no RNA stage; Poxviri-
dae Chordopoxvirinae Leporipox-
virus

2873–1159 CAB52751 Human rotavirus
(group C/strain
Bristol)

dsRNA viruses; Reoviridae Rotavirus

1159 AAC72057 Banna virus dsRNA viruses; Reoviridae; Coltivirus

999–1159 AAB94459 Chilo iridescent
virus

dsDNA viruses, no RNA stage; lridovir-
idae lridovirus

1159–605–1205 AAC58807 Drosophila C virus ssRNA positive–strand viruses, no DNA
stage; picornaviridae Cricket paraly-
sis-like viruses

605–1205–1159 AAc58718 Acyrthosiphon
pisum virus

ssRNA positive-strand viruses, no DNA
stage

aDomain layouts are shown for viral dsRBM-containing proteins following the convention of Table I. Viral
names and taxonomy are also listed. Domain numbers and names are as in Table III.
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the compactness and efficiency of most viral genomes, and it may also signify
that these proteins serve a limited range of functions among viruses. These
functions may be crucial for viral survival, however. In mammalian cells,
endowed with potent dsRNA-dependent antiviral mechanisms, proteins that
bind dsRNA and prevent its exposure to cellular components of the defense
pathway are important for successful viral infection. The vaccinia virus E3L
protein (AAA48040) is the best studied example. This protein can inhibit
PKR, either by sequestering dsRNA or by forming heterodimers with PKR.
The presence of the adenosine deaminase domain (IPR000607) suggests that
E3L has some connection with ADAR1, another gene thought to play an
antiviral role (Section V. C). Other poxvirus proteins, such as that of myxoma
virus (AAF14917), lack the ADAR1-like domain and presumably function
simply by dsRNA sequestration (103). Not surprisingly, dsRBMs are also
found in dsRNA viruses, such as the reoviruses (CAB52751 and AAC72057).

Less predictably, dsRBMs are found in insect viruses, whose hosts have not
been shown to possess anti-dsRNA machinery although they do have RNAi
mechanisms. In theseviruses, thepresenceofadditionalproteindomains (RNase
III domain in AAB94459 and RNA-dependent RNA polymerase and RNA heli-
casedomains inAAC58807andAAC58718)maypoint to roles inRNAprocessing
and replication. Strikingly, proteins from two insect viruses (AAC58807 and
AAC58718) contain the same domains arranged in a different order, with the
dsRBM at the N-terminus or C-terminus of the protein, respectively. This
supports the view of the dsRBM as a modular element of protein structure.

VII. Concluding Remarks

We have exploited computational approaches to catalogue and compare
the dsRBM-containing proteins in a number of model systems. Because of
the recent availability of many entire genome sequences, we were able to
assess the full set of proteins that contains the dsRBM in representatives of a
variety of taxonomic groups. Therefore, the present survey is the most compre-
hensive one assembled to date, both in terms of the range of organisms exam-
ined and the completeness of the genomes scrutinized. In addition to
disclosing the existence of previously unidentified dsRBM-containing proteins,
this study sheds light on the evolution and function of the motif, as well as on
the cellular roles of dsRNA.

A. Origin and Evolution of the dsRBM
dsRNA is likely to be an extremely ancient form of nucleic acid. If an

‘‘RNA World’’ presaged the current era, RNA’s capacity for self-annealing
and the relatively high stability of RNA duplexes would argue that dsRNA is
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younger than ssRNA but probably older than DNA. It is, therefore, not sur-
prising that the dsRBM, a protein motif able to interact with dsRNA, is wide-
spread in nature and seems to have a long lineage. The existence of intriguing
clusters in the cladogram of Fig. 3, taken together with the wide distribution of
the dsRBM, invites speculation that the motif might have had a single evolu-
tionary origin. This distribution of dsRBMs among the major branches of the
tree may not be reliable, however, as it does not remain constant when the
alignment parameters are varied. Consequently, on the basis of present data
and methods of analysis we cannot make a compelling case to distinguish
between the single-origin hypothesis and the alternative that the dsRBM arose
more than once in the evolution of protein families.

Apart from the archaea, the dsRBM is represented in every group of living
organisms studied, encompassing the eubacterial, yeast, animal, and plant taxa,
as well as viruses. Remarkably, no dsRBM was detected in the seven genomes
belonging to the archebacterial kingdom that were surveyed. How can this be
explained? Because these seven species are drawn from different genera, it
does not seem likely that they are simply aberrant microorganisms and that
other representatives of the kingdom will turn out to possess the motif. More
plausibly, in view of the flexibility of the dsRBM consensus sequence, the motif
might exist in archebacterial genomes but in a form sufficiently distinct to
escape detection by our search tools. Alternatively, the archaea may have
evolved an entirely different motif for interacting with dsRNA. Finally, the
possibility that no such motif exists in the archaea cannot be dismissed out
of hand, even though this conclusion would lead to a reevaluation of some
entrenched ideas.

One approach toward resolving the issue is to attempt the biochemical
purification and characterization of dsRNA-binding proteins from archebac-
terial extracts. The sequence of any proteins that emerged from such an analy-
sis would be immediately illuminating. In this connection, it should be borne
in mind that a small number of cellular and viral proteins are known to bind
dsRNA without benefit of a dsRBM; examples include the cellular 20,50-
oligoadenylate synthetases, the reovirus 	3 protein, and the influenza virus
NS1 protein (104–106 ). Comparison of the RNA-binding motifs of these pro-
teins with those of archaeal dsRNA-binding proteins, if any, might provide
clues as to the origin of the dsRBM.

It is striking that the RNase III domain, present in all other species
surveyed, is also missing in archaea (data not shown). This observation may
be significant in two respects. First, it implies that dsRNA is probably handled
differently in these organisms, underlining the need for thorough biochemical
investigation. Second, because the RNase III domain has both dsRNA-binding
and cleavage activities (Section V.A), the coordinate absence of the RNase III
and dsRBM domains prompts us to speculate that the dsRBM came into
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existence because of its role in enhancing substrate recognition and binding by
RNase III.

In contrast to the three major branches of the cladogram, the relationships
among the dsRBMs that populate the minor branches are stably conserved
(Fig. 3 and data not shown). This finding is consistent with the view that pro-
tein genes evolve as a unit once their motifs are assembled and protein families
are established. Moreover, it is evident from our analysis that evolutionarily
newer proteins, such as NRF, RHA2, and ADAR1, which are absent from
lower species, tend to display a greater degree of homology between multiple
dsRBM domains within a single protein than evolutionarily older proteins such
as Staufen, RHA1, and TRBP. We infer that the multiple dsRBMs within each
protein stem from identical sequences, originating either by motif duplication
or possibly as the result of repeated insertion of the same dsRBM sequence.
Subsequently, the individual dsRBMs diverged over time, presumably as
a result of differing evolutionary pressures. The fact that corresponding
dsRBMs in the same protein family are generally similar, as evident from their
proximity in the cladogram, may indicate that the several dsRBMs in a protein
subserve distinct functions.

B. The dsRBM and Protein Function
Although there are several proteins in which it is the only motif recog-

nized, the dsRBM is more typically tethered to one or more other types of
motif in a protein. These associations increase the repertoire of cellular func-
tions and responses to dsRNA. In human cells, dsRNA is a potent signal that
can be either beneficial or deleterious depending upon its length and the con-
text. Judging by their exquisite sensitivity to low concentrations of dsRNA,
cells and enzymes seem poised to respond to long dsRNA (>25–30 bp) as a
challenge or alarm signal, presumably because such molecules are commonly
produced during virus infection. Because recognition of dsRNA by the dsRBM
is predominantly structure based, the motif is well adapted for processes that
involve interactions with generic dsRNAs free of any specific sequence restric-
tions. Recent studies have shown that short dsRNAs (<25–30 bp) do not trig-
ger the antiviral alarm machinery in human cells but, as in several organisms,
can regulate gene expression manner via the RNAi response. This phenom-
enon involves the dsRBM-containing enzyme Dicer at an early stage. Although
RNA interference is sequence specific, Dicer’s role in the process appears to
be sequence nonspecific.

Our analysis reveals an evolutionary trend toward increased numbers of
dsRBMs per protein, and toward a greater number and broader range of
motifs of different sorts in dsRBM-containing proteins. The presence of varied
functional elements equips the proteins to fulfill additional and more sophisti-
cated roles, and to receive regulatory signals from more directions. Through
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activities of the dsRBM itself (e.g., RNA annealing and RNA binding)
and activities brought in by other domains that are associated with it (catalyz-
ing dsRNA unwinding, base modification, and cleavage), dsRBM-containing
proteins enable cells to react to dsRNA in a variety of ways. The inventory of
responses ranges from cell death, which can be elicited via the PKR pathway,
to measures that neutralize dsRNA as a signal in consequence of helicase,
adenosine deaminase, and RNase III activities.

The presence of multiple dsRBMs in a protein can enhance the motif’s
affinity for dsRNA through cooperative interactions, as seen in PKR (7). More-
over, dsRBMs are capable of carrying out activities other than binding to
dsRNA, which expand the function of the protein that harbors them. For
example, they can participate in protein:protein interactions, as in the hetero-
dimerization of PKR with TRBP or PACT (14, 81); they can play a part in pro-
tein subcellular localization, as suggested by the finding that dsRBMs from
several dsRBM-containing proteins can bind the nuclear export receptor ex-
portin-5 (107), they can anneal RNA helices (8), and they can bind ribosomes
(108). Some dsRBMs that have lost most of their dsRNA-binding activity,
including the second motif of PKR and the third motif of PACT (7, 81), have
been clearly implicated in functions other than RNA binding, such as protein
dimerization and kinase activation. On the other hand, the exact determinants
of the sequence specificity in RNA binding displayed by Staufen remains to be
established.

The spectrum of biochemical activities displayed by dsRBMs undoubtedly
reflects the diverse evolutionary pressures imposed on them in different pro-
teins. From another perspective, dsRBMs confer a variety of properties upon
the domains with which they are associated. Despite the motif’s considerably
relaxed sequence conservation, nearly identical three-dimensional folding is
adopted by all the dsRBMs whose structures have been solved to date. It
seems likely, therefore, that the broad spectrum of activities is made possible
by virtue of the high tolerance for sequence changes within the framework of a
relatively fixed dsRBM structure.

C. Scope of the dsRBM Protein Family
Although our compilation of sequences that contain dsRBMs is compre-

hensive and probably close to complete for the five species that form the pri-
mary focus of this study, it is far from exhaustive. In terms of phylogenetic
space, we have merely scratched the surface. What is more, with a few notable
exceptions the functional characterization of the dsRBM family proteins is in
an early phase, and in many cases has not even begun. This is especially true in
the plant kingdom, where—to judge from the solitary species in our survey—
dsRBMs occur in a range of proteins substantially distinct from that seen in
animals. The identification and understanding of proteins and their domains
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represent daunting tasks in the postgenomic era when function is at center
stage. With the development of new computational tools and the accumulation
of further experimental data, including the elucidation of higher order struc-
tures, we anticipate that domains will continue to be defined and that their
interplay during protein function will be increasingly amenable to study.
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DNA double-strand breaks (DSBs) pose a special challenge for cells in the
maintenance of genome stability. In eukaryotes, the removal of DSBs is medi-
ated by two major pathways: homologous recombination (HR) and nonhomo-
logous endjoining (NHEJ). Capitalizing on existing genetic frameworks,
biochemical reconstitution studies have begun to yield insights into the
mechanistic underpinnings of these DNA repair reactions.
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I. Introduction

Our genome is vulnerable to injury inflicted by high-energy radiations,
chemical agents, and also reactive intermediates that arise during cellular
metabolism. In addition, stalling of DNA replication forks at certain
DNA structures (e.g., DNA palindrome) or at bulky DNA lesions (e.g., ultra-
violet-light-induced photoproducts) and slippage of DNA polymerases will
give rise to discontinuities in the DNA template that pose a potential danger
to genome integrity (1, 2). Furthermore, a preexisting nick in DNA, which
arises when cells attempt to remove oxidative or other types of DNA base
damage, can lead to the formation of a double-strand break upon encountering
a DNA replication fork (3). Under these unsavory circumstances, cells
promptly activate DNA damage checkpoints to momentarily halt cell cycle pro-
gression and summon DNA repair or replication restart machinery to fix the
damaged DNA or rescue the stalled DNA replication forks (4–7). As seen in
genetic studies in the yeast Saccharomyces cerevisiae, the failure to activate
the checkpoint or repair mechanisms in these times of crisis results in high
mutation rates and gross chromosome rearrangements characteristic of cancer
cells (8). In fact, several well-documented cancer-prone diseases, including
xeroderma pigmentosum, ataxia telangiectasia, Nijmegen breakage syndrome,
and certain forms of hereditary breast and colon cancers, have been linked
to defects in DNA damage checkpoint or repair mechanisms (8–10). Taken
together, the available evidence makes a compelling case that the coordinated
efforts of DNA damage checkpoint responses and DNA repair=replication
fork restart pathways are critical for the suppression of chromosomal
rearrangements and the prevention of cell death, cell transformation, and
cancer formation.

Nucleotide base damages and intrastrand DNA cross-links can simply be
excised from the DNA strand. The resulting gap is filled in by a DNA polymer-
ase without much danger of alteration in the genetic information. However,
the DSB presents a particular challenge for cells in terms of preservation of
genomic integrity, because in this particular lesion, both of the DNA strands
are damaged simultaneously. Indeed, mishandling of DSBs can lead to
chromosome fragmentation, deletion, and translocation, causing irreversible
alterations to a cell’s genomic configuration and possibly cell death (8).

A series of reviews on the checkpoint mechanisms and the role of DNA
checkpoints and DNA repair pathways in the maintenance of genomic stability
have recently appeared (1, 8, 11, 12). This article focuses on the two major
DSB repair pathways employed in eukaryotic cells—homologous recombin-
ation (HR) and nonhomologous DNA end joining (NHEJ). We shall first
briefly review the genetic and conceptual frameworks for HR and NHEJ and
then discuss the mechanistic aspects of these two repair pathways.
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II. Biological Relevance of the DSB

As mentioned above, DSBs are induced by ionizing radiation, arise as
intermediates of repair reactions, and occur during the course of DNA replica-
tion. The DSBs in these circumstances are perceived as lesions and dealt with
promptly using one of the two repair mechanisms available. Interestingly, as
briefly outlined below, DSBs also appear in a programmed fashion as an
obligatory intermediate during certain biological processes.

A. Immunoglobulin Gene Switching
The vertebrate immune system uses V(D)J recombination to generate the

diversity of immunoglobulins and T cell receptors. During this process, DSBs
are formed at specific recombination signal sequences (RSSs) by the
Rag1=Rag2 protein complex (13). The cleavage results in blunt signal ends
and hairpin coding ends. Whereas the signal ends can be joined directly, the
coding ends need to be opened first. A pair of NHEJ factors, Artemis=DNA-
PKcs, likely carry out this hairpin opening process, which we will discuss in
more detail later. The subsequent processing at the opened coding ends fur-
ther increases the variety of joined products. The completion of V(D)J recom-
bination is achieved through functions of NHEJ factors (14). Upon the
interaction with antigen, the affinity and specificity of the different immuno-
globulins generated by V(D)J recombination are increased through somatic
hypermutation, a process termed ‘‘affinity maturation’’ (15). Furthermore, an-
other event, class switching, alters the constant region of the immunoglobulin
(16). Recent studies have shown the creation of DSBs in somatic hyper-
mutation (17, 18); whether these DSBs are definite intermediates in this pro-
cess remains to be determined. In contrast, class switching recombination
clearly involves the concerted generation of two DSBs at the switch regions
(16). The recently identified activation-induced cytidine deaminase (AID)
has been suggested to function in initiating DSB formation in class switching
recombination (19, 20).

B. Meiotic Breaks
In S. cerevisiae, DSBs appear during meiosis after DNA replication. These

meiotic DSBs are found at hotspots that are present in each of the 16 chromo-
somes (21). Formation of these breaks is mediated by a protein complex con-
taining the topoisomerase II-like protein, Spo11, which is thought to introduce
the DSBs at meiotic hotspots via a transesterification mechanism. Formation
of the meiotic DSBs leads to recombination between chromosomal homo-
logues to provide stable linkage between them until time for their segregation
in meiosis I. Accordingly, inactivation of the machinery that makes the meiotic
DSBs not only abolishes recombination, but also results in chromosomal
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nondisjunction during meiosis I. The mechanism for the formation of meiotic
DSBs and the function of meiotic recombination are both highly conserved
through evolution (22–26 ). The role of DSBs in meiotic chromosome
metabolism is the subject of a number of recent reviews (21, 23, 27–29 ).

C. Mating Type Switching
The switching of mating type in the yeast S. cerevisiae is triggered by the

introduction of a site-specific DSB at the MAT locus on chromosome 3. Once
formed, the DSB break is utilized by the recombination machinery for con-
ducting a gene conversion event that results in the switching of one mating
type to the other (a or �) via one of the gene cassettes at HML and HMR,
which store the a and � mating type information, respectively. The high speci-
ficity of the HO endonuclease that makes the site-specific DSB at MAT has
been used with great success in model systems for delineating the temporal
order of events during DSB repair (30).

III. Genetic Pathways for Homologous Recombination

A. Initiation of Homologous Recombination
Studies in S. cerevisiae have revealed that in recombination events induced

by a DSB, the ends of the DNA break are processed by a nuclease activity to
expose single-stranded (ss) tails of a considerable length, typically a few hun-
dred bases (Step 1 in Fig. 1). The ssDNA tails serve as the substrate for the
recruitment of the recombination machinery, which assembles on these tails
and then conducts a search for a chromosomal homologue. Subsequently, a
DNA joint that links the recombining DNA molecules is formed and genetic
information is transferred from the donor (the intact DNA molecule) to the re-
cipient (the DNA molecule that has sustained the DSB). During mitotic
growth, the chromosomal donor is most frequently the sister chromatid, and
hence as a DNA repair tool, homologous recombination is most useful during
the S and G2 phases of the cell cycle. In fact, the cell cycle stage appears to be a
major determinant as to whether a DSB is repaired by a homology-directed or
an end-joining mechanism (31). In contrast, meiotic cells almost exclusively
use the homologous chromosome as the donor to repair the Spo11-associated
DSBs. Genetic loci that help determine meiotic recombination partner choice
(i.e., exclusive usage of the homologous chromosome as recombination part-
ner) have been described, and mutations in these genes compromise meiotic
chromosome transmission, resulting in aneuploidy and death (29).

Regardless of whether the sister chromatid or homologous chromosome is
used as the recombination partner, the first DNA joint molecule that forms

162 krejci ET AL.



between one of the initiating ssDNA tails (product of the nucleolytic end-
processing reaction: Step 1 in Fig. 1) and the undamaged DNA homologue
is a structure called D-loop (Step 2 in Fig. 1). Subsequent to its formation,
the size of the D-loop is expanded by continual uptake of the initiating ssDNA
tails into the DNA homologue, with concomitant displacement of the like
strand in the DNA homologue (Step 3 in Fig. 1). In widely accepted enzymo-
logical terms, the process responsible for formation of the initial DNA joint
(D-loop) is commonly referred to as ‘‘homologous DNA pairing,’’ while the ex-
tension of the D-loop is called ‘‘DNA strand exchange’’ or ‘‘DNA branch

D-loop extension

Strand
displacement

Strand
annealing

SDSA

(noncross over)

DSB

Nucleolytic
end-processing

Strand invasion

Step 1

Strand exchnageDNA synthesis

DNA synthesis

Step 2
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Strand
annealing

Strand
stabilization

Classical DSBR

(cross over)

(I) (II)

3'
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Fig. 1. Recombination models. The DSB is resected to yield 30 single-stranded (ss) tails
(Step 1). One of the ssDNA tails invades the DNA homologue to form a D-loop (Step 2). The D-
loop is extended by continual strand exchange and by de novo DNA synthesis. The D-loop can be
processed through two separate pathways. In one case (classic DSB repair mechanism in Panel I),
the second ssDNA tail anneals with the DNA strand displaced by the expanding D-loop structure,
leading to the formation of a second Holliday junction. Alternatively (SDSA mechanism in Panel
II), the invading DNA strand dissociates from the donor DNA molecule and then anneals with the
second ssDNA tail. Gap filling DNA synthesis and ligation then complete the process.
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migration.’’ Accordingly, the overall biochemical reaction that leads to the for-
mation and extension of DNA joints during recombination has been termed
‘‘homologous DNA pairing and strand exchange.’’

B. Processing of the D-Loop: Recombination Models
Concomitant with homologous DNA pairing and strand exchange, DNA

synthesis initiates from the extremity of the invading single strand that is
now paired with the homologous strand in the donor molecule. As a result, ex-
tension of the D-loop occurs not only by way of DNA strand exchange, but also
as a consequence of de novo DNA synthesis (Fig. 1, Step 3). Most current re-
combination models picture the initial step of DNA–DNA interactions as
being one-ended, i.e., only one of the ssDNA tails that arise through nucleoly-
tic end processing is utilized for promoting DNA joint formation. As the
D-loop expands in size because of DNA synthesis, the other single-stranded
DNA tail may also become engaged in the recombination process, resulting
in a DNA intermediate that contains two crossover structures, better known
as Holliday junctions. This sequence of events is envisioned in the recombin-
ation model proposed by Szostak et al. in 1983 (32). The presence of the Holli-
day structure in the DNA joint molecule allows crossover recombination
products (i.e., recombinants that harbor reciprocal exchange of genetic infor-
mation), as opposed to simple gene conversion products wherein the informa-
tion is nonreciprocally transferred. The available evidence is consistent
with the premise that crossovers are critical for proper disjunction (i.e.,
segregation) of the homologous chromosome pairs during the first meiotic di-
vision (i.e., meiosis I). For additional information on the subject of meiotic
recombination, the reader is referred to a number of highly informative
articles (23, 27, 29, 33–35 ).

1. SDSA

Interestingly, investigations in yeast and other organisms have provided
compelling evidence that the D-loop intermediate is not always processed
via the reaction sequence envisioned in the 1983 Szostak et al. recombination
model (32). For instance, it is now well established that crossover recombin-
ation products are relatively rare in mitotic cells. In fact, even during meiosis,
only a fraction the DNA joint molecules mature into the double crossover
structure depicted in panel I of Fig. 1. The available data point to a prevalent
mitotic recombination pathway that involves the dissociation of the invading
single strand from the homologue and its hybridization to the other single
strand derived from the end-processing reaction. Gap filling DNA synthesis
and ligation then complete the recombination process. This type of recombin-
ation has been termed DNA synthesis-dependent single-strand annealing, or
SDSA (Fig. 1, panel II). Variants of the SDSA model have been discussed (36).
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2. Break-Induced Replication (BIR)

Here, a D-loop is again made but is extended primarily by DNA synthesis
without much heteroduplex being formed. The length of the newly synthesized
DNA can cover the entire length of the donor chromosome, resulting in really
long gene conversion tracts (Fig. 2). It is important to emphasize that the BIR
mode of recombination is not merely an extension or variation of the SDSA
pathway, as it can occur in the absence of some recombination proteins, most
notably Rad51, that are indispensable for the latter pathway. In fact, BIR
seems to rely on a trio of proteins, Rad50, Mre11, and Xrs2, which do not
appear to have any significant involvement in the Rad51-dependent pathway
of D-loop formation. Even though the majority of cellular recombination
events are carried out by Rad51-mediated pathways, the Rad50=M-
Mre11=Xrs2-dependent BIR reaction appears to make important contribu-
tions to certain biological processes. For instance, Kolodner has proposed
that BIR, but not Rad51-mediated recombination, is chiefly responsible for
the suppression of gross chromosomal rearrangements that could arise due
to delinquent DNA replication forks (8, 37). In addition, the available evidence
has implicated BIR as an important mechanism (as is the Rad51-dependent

DSB

5' resection

Strand invasion

Strand displacement

synthesis

Synthesis of

complementary strand

Fig. 2. Recombination by BIR. A 30 ssDNA tail invades the donor chromosome to form a
short DNA joint, which is then stabilized by DNA synthesis. The invading DNA strand continually
dissociates from the donor chromosome as DNA synthesis continues. Second strand DNA
synthesis then initiates on the nondissociated invading strand. This recombination process can
result in the copying of a substantial portion of the donor chromosome, resulting in gene
conversion tracts that are many kilobases in length. Alternative models of BIR have been
discussed (107).
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recombination pathway) for the elongation of shortened telomeres in cells that
are defective in telomerase function (30, 38–40). The biology of BIR and vari-
ants of the BIR model depicted in Fig. 2 are discussed in a recent review by
Paques and Haber (30). The players in BIR, some of which also function in
the Rad51-mediated recombination pathways, will be mentioned below.

3. Recombination by Single-Strand Annealing

Recombination by single-strand annealing (SSA) is an efficient process that
occurs between directly repeated DNA sequences. In this type of recombin-
ation, regions of homology in the 30 single-stranded tails originating from the
end-processing reaction hybridize to form a DNA joint, followed by the trim-
ming of the nonhomologous overhangs, fill-in DNA synthesis, and ligation
(Fig. 3). The end result is a recombinant that has one of the DNA repeats
and the intervening nonhomologous DNA sequence deleted. Genetic analyses
have revealed that only a subset of the factors that function in general homolo-
gous recombination events is needed for single-strand annealing. We shall
return to this subject when discussing the biochemical requirements of the
SSA reaction below.

IV. Recombination Genes: The RAD52 Epistasis Group

Defects in homologous recombination ablate a major pathway of DSB
repair and hence render cells sensitive to break-inducing agents, e.g., ionizing
radiation. This phenotypic manifestation has been exploited with great success

Fig. 3. Recombination between direct repeats by single-strand annealing. Resection of the
ends of a DSB located between two direct DNA repeats (light boxes) results in 30 ssDNA tails that
can hybridize within the homologous region. Following trimming of the flap structure, gap-filling
DNA synthesis and ligation lead to a recombinant that has one of the DNA repeats and the
intervening DNA sequence deleted.

166 krejci ET AL.



in the isolation of the majority of genes that are essential for homologous re-
combination and homology-directed DNA repair. Complementation assays
using specific recombination substrates, yeast two-hybrid analyses, and protein
homology-based computer searches have helped identify additional recombin-
ation genes. The recombination=DSB repair genes isolated using the afore-
mentioned approaches—RAD50, RAD51, RAD52, RAD54, RAD55, RAD57,
RAD59, RDH54=TID1, MRE11, and XRS2—are collectively known as the
RAD52 epistasis group.

Based on the conservation of these factors during evolution, we anticipate
that the mechanistic studies with yeast recombination factors will provide a
conceptual framework for the same pathways in higher eukaryotes. Below is
a summary of our current knowledge on the biochemical properties of the
RAD52 group proteins and the hierarchy of physical and functional inter-
actions among them. The biochemical attributes of functionally homologous
recombination factors from E. coli, yeast, and mammals are summarized in
Table I.

A. DNA End Processing
The trio of genes—RAD50, MRE11, and XRS2—are unique among the

RAD52 group because of their multifunctional nature. Rad50 protein is a
member of the SMC protein family, possessing telltale coiled coils, a weak
ATPase activity, and ATP-stimulated DNA-binding activity (12, 41, 42).
Mre11 protein has 30 to 50 exonuclease and DNA structure-specific endonu-
clease activities (43–45 ). The least characterized component of this trio is
Xrs2. Through interactions of Mre11 with Rad50 and Xrs2, these three pro-
teins form a stable complex with a stoichiometry of Rad50:Mre11:Xrs2 of
2:2:1 (46, 47). Optimal nuclease activity of Mre11 is contingent upon complex
formation with Rad50 and Xrs2=Nbsl (44, 45).

Null mutants of the RAD50, MRE11, and XRS2 genes are not only defect-
ive in the nucleolytic processing of meiotic DSBs made by Spo11, but also in
the formation of these breaks. Thus the nuclease activity of Mre11 is critical
for meiotic DSB formation and processing. In mitotic cells, other nucleases
appear to substitute for this activity, as nucleolytic processing of DNA ends still
occurs, albeit at a reduced rate in the mre11 null mutant. Because the 30 to 50

exonuclease activity of Mre11 cannot be solely responsible for the creation of
30 single-stranded tails from DNA ends, it has been postulated that its DNA
structure-specific endonuclease activity is germane for this processing reac-
tion. In this regard, the Rad50=Mre11=Xrs2 complex may target a DNA heli-
case to the DNA ends to initiate DNA strand separation, followed by clippage
of the 50 overhanging single strand by the DNA structure-specific endonu-
clease activity of Mre11 (45). Another, perhaps more popular, premise is that
the Rad50=Mre11=Xrs2 complex recruits a nuclease (or nucleases) to help
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TABLE I
Biochemical Properties of Recombination Factors

Protein Biochemical function
E. coli

homologue
Human

homologue Features

Rad50 DNA-binding and
ATPase

SbcC hRad50 Member of SMC family;
interacts with Mre11 and
Xrs2

Mre11 Endonuclease and 30

to 50 exonuclease
SbcD hMre11 Homology to

phosphoesterases;
interacts with Rad50 and Xrs2

Xrs2 Not known None NBS1 Interacts with Mre11,
Rad50, and Lif1

Rad51 ATP-dependent
homologous DNA
pairing and strand
exchange

RecA hRad51 Forms nucleoprotein
filaments; interacts with
Rad52, Rad54, and Rad55=
Rad57

Rad52 ssDNA binding and
annealing

None hRad52 Mediator of strand exchange;
single-strand annealing
activity

Rad55
and
Rad57

ssDNA binding None XRCC2 Form heterodimer;
mediator of strand
exchange

XRCC3

Rad51B

Rad51C

Rad51D

Rad54 DNA-dependent ATPase None hRad54 Member of Swi2=Snf2 family;
promotes homologous DNA
pairing by Rad51; DNA
tracking=supercoiling function

hRad54B

Rdh54=
Tid1

DNA-dependent ATPase None hRad54 Member of Swi2=Snf2 family;
promotes homologous DNA
pairing by Rad51; interacts
with Dmc1 and Rad51

hRad54B

Rad59 ssDNA binding and
annealing

None Not known Homology to Rad52; required
for single-strand annealing
and BIR

RPA ssDNA binding SSB hRPA Removes secondary structure in
ssDNA; sequesters ssDNA
during homologous pairing
and strand exchange
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process the ends of DSBs. This latter notion stems from the observations that
in cells harboring certain nuclease null alleles of MRE11, nucleolytic end pro-
cessing remains unaffected. However, it will be quite important to examine
the products of the various presumed nuclease null alleles of MRE11 for nu-
cleolytic activities in conjunction with Rad50 and Xrs2, to be sure that they
are indeed completely defective in nuclease function. Until more data
become available, the in vivo role of the Mre11 nuclease function in DNA
end processing in mitotic cells will undoubtedly remain controversial.

Remarkably, in addition to its role in DNA end processing in mitotic and
meiotic cells, this trio of genes has been shown to participate in the tolerance
of specific DNA structures, DNA damage checkpoint signaling, telomere main-
tenance, BIR, and NHEJ (12, 48, 49). Mutations in two components of the
equivalent complex in humans, namely,Mre11 andNbs1 (Xrs2 equivalent), give
rise to the ataxia telangiectasia-like disease and Njimegen breakage syndrome,
respectively. These ailments are marked by abnormal DNA damage checkpoint
responses, radiation sensitivity, chromosomal fragility, and an elevated cancer
incidence in afflicted individuals (12). Considerable structural insights into
Rad50, Mre11, and the Rad50=Mre11 complex have been garnered through
crystallographic studies and analyses involving electron microscopy and scan-
ning force microscopy (50–54 ). The role of the yeast Rad50=Mre11=Xrs2 com-
plex in the DNA end-joining reaction mediated by the Dnl4=Lif1 and
Hdf1=Hdf2 complexes will be discussed below. A number of recent articles
have exhaustively reviewed the general biology and advances in understanding
the structure and function of this trio of factors and their complexes (12, 42, 49).

B. Heteroduplex DNA Formation
1. Rad51, the RecA Homologue

Mutants of RAD51 display the classic phenotype of a gene critical for re-
combination, including sensitivity to ionizing radiation and alkylating agents,
and also defects in mitotic and meiotic recombination. Three groups reported
the cloning and characterization of RAD51 in 1992 (55–57 ). Importantly,
sequence alignment revealed that the RAD51 gene product is structurally
related to the E. coli RecA protein, which plays a central role in recombination
via its ability to promote the homologous DNA pairing and strand-exchange
reaction. Rad51 was later shown to form helical filaments on dsDNA (58)
and ssDNA (59, 60). The demonstration of Rad51 nucleoprotein filaments
reinforced the presumption that Rad51 is a true functional homologue of
RecA, as the latter carries out its biochemical functions in the context of a
nucleoprotein filament (61).

That Rad51 possesses a homologous DNA pairing and strand-exchange ac-
tivity was first reported in 1994 (62). This study utilized Rad51 purified from
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yeast cells, the heterotrimeric single-strand DNA-binding protein replication
protein A (RPA, whose role will be discussed below), and an assay system first
devised for use in RecA studies (62). Subsequently, recombinase activity was
found in the human Rad51 protein as well (63–65 ). Together, the biochemical
studies with yeast and human Rad51 have firmly established that this protein is
a bona fide homologue of RecA.

2. Assay Systems for Homologous DNA Pairing
and Strand Exchange

During homologous recombination, a single-stranded DNA tail is used by
the recombination machinery to invade a homologous duplex to form a DNA
joint (Step 2 in Fig. 1). This principle has guided the development of in vitro
recombination assays, which all entail the use of a single-stranded DNA mol-
ecule as initiating substrate and a homologous duplex molecule as the pairing
partner. The three most commonly used in vitro systems germane for our dis-
cussions are described in Fig. 4. Extensive biochemical studies with E. coli
RecA have been instrumental for defining three kinetically distinct phases in

Fig. 4. In vitro systems for examining homologous DNA pairing and strand exchange. (A) In
this system, circular single-stranded DNA (css) from a bacteriophage, typically 
X174, is paired
with the homologous linear duplex (lds) to yield a joint molecule (jm). DNA strand exchange, if
successful over the entire length of the DNA molecules (5.4 kilobase pairs for 
X DNA), generates
a nicked circular duplex (nc) and a linear ssDNA (lss) as products. (B) The second system for
characterizing the recombinase activity of Rad51 utilizes an oligonucleotide as the initiating
substrate. The joint molecule that results from pairing between the oligonucleotide and the
homologous duplex is rapidly resolved by DNA strand exchange, leading to the release of the
32P-labeled strand from the duplex. Because the substrates are short, this system has its utility
limited to studying homologous pairing. (C) This system has been specifically designed to study D-
loop formation. Herein, a linear single strand (lss), either an oligonucleotide or a plasmid-length
DNA molecule, invades a covalently closed, typically negatively supercoiled, duplex molecule (sc)
to form a D-loop. Biochemical studies have revealed that Rad51 needs the cooperation of Rad54
or Rdh54 to make D-loop efficiently.
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the homologous DNA pairing and strand-exchange reaction: presynapsis, syn-
apsis, and DNA branch migration (2, 66). The homologous DNA pairing and
strand-exchange characteristics of Rad51 will be discussed in the context of
these three reaction phases.

a. The Presynaptic Phase. Rad51 nucleates onto ssDNA to form a helical
protein filament, often referred to as the Rad51–ssDNA nucleoprotein fila-
ment or presynaptic filament. The presynaptic filament holds the DNA in an
extended conformation. Each helical repeat in the presynaptic filament
contains �18 bases of ssDNA and �6 Rad51 molecules (58, 59). Because
Rad51 has an ATPase activity that is greatly stimulated by ssDNA (62), the
filament assembly process can be conveniently followed by measuring ATP
hydrolysis (67). Alternatively, presynaptic filament assembly has been studied
by direct visualization with the electron microscope and by DNA mobility
shift in agarose gels (59, 60, 68, 69). There are two distinct DNA-binding
sites in the presynaptic filament: the ssDNA is situated within the primary
site and the incoming duplex molecule is bound within the secondary site.
The ability to hold three DNA strands in proximity underlies the ability of
the presynaptic filament to mediate homologous DNA pairing and strand
exchange.

Formation of the presynaptic filament needs adenosine triphosphate (ATP)
(58–60 ). However, analogues of ATP—ATP-�-S and AMP-PNP—that are non-
hydrolyzable (or only slowly hydrolyzable) can support a substantial level of
homologous DNA pairing and strand exchange (70), indicating that assembly
of a functional presynaptic filament can occur with little or no ATP hydrolysis.
The role of ATP binding and hydrolysis in presynaptic filament assembly has
been further investigated by making mutants of yeast Rad51 that either binds
but does not hydrolyze ATP (rad51 K191R) or fails to bind ATP (rad51
K191A). The rad51 K191R mutant protein can perform homologous DNA
pairing and strand exchange in vitro and complements the DNA repair defects
of a rad51 null mutant (70, 71). However, an increased quantity of the rad51
K191R mutant protein is needed (57, 70, 72). Similarly, when an ATP analogue
(ATP-�-S or AMP-PNP) is used, more wild-type Rad51 is required to achieve a
significant level of homologous pairing and strand exchange (70). It thus
remains possible that ATP hydrolysis influences the efficiency of assembly of
the presynaptic filament or its maintenance without being an absolute require-
ment (70). As expected, the rad51 K191A mutant protein is incapable of DNA
binding and is therefore defective in DNA pairing and strand exchange. Gen-
etically, the rad51 K191A allele behaves like the null mutant, thus firmly estab-
lishing the requirement for nucleotide binding in Rad51 functions. It should
be noted that studies on variants of human Rad51 (hrad51 K133A and hrad51
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K133R) harboring the equivalent mutations reached the same conclusion that
ATP binding alone is sufficient for the recombinase activity of this factor (73).

b. Synapsis. This reaction phase entails the search for DNA homology in
the donor duplex and the formation of nascent DNA joints between the initi-
ating ssDNA and the duplex. In the case of RecA, and likely with Rad51 also,
the search for DNA homology in the duplex molecule appears to proceed by
way of reiterative collisions between the presynaptic filament and the duplex
(66). In other words, the duplex molecule is incorporated into the presynaptic
filament through multiple contact points and lingers within the secondary
DNA-binding site of the presynaptic filament for a finite amount of time.
The duplex molecule is released if homology is not found and another segment
of the duplex is sampled. This kiss-then-release process continues until hom-
ology is located in the duplex to initiate the homologous pairing process. Con-
ceptually, for the DNA homology search process to proceed efficiently, the
duplex–presynaptic filament interactions should be transient. This is clearly il-
lustrated in the case of the presynaptic filament formed with human Rad51,
where weakening of its interactions with the duplex DNA by the inclusion of
relatively high levels of salts greatly stimulates the efficiency of homologous
DNA pairing and strand exchange (65).

Once homology is located within the duplex molecule, DNA joint forma-
tion with the ssDNA becomes possible. The presynaptic filament is capable
of making DNA joints that are either paranemic or plectonemic in nature.
The paranemic joints occur within the internal regions of the recombining
DNA molecules, whereas the plectonemic joints are formed at a free end lo-
cated either in the ssDNA or the duplex substrate (see later). There is consid-
erable evidence to indicate that the paranemic joints are held together by
canonical Watson–Crick hydrogen bonds, but, because the two strands in-
volved in joint formation are not topologically wound around each other, these
joints are transient and will rapidly dissociate upon deproteinization. Nonethe-
less, the paranemic joints are thought to play an important role in bringing the
recombining ssDNA and duplex substrate in homologous registry to enhance
the likelihood for the formation of a plectonemic joint. Studies in the Radding
group have revealed that recognition of homology, helix destabilization, and
initiation of DNA joint formation are integral parts of a concerted mechanism
in which A:T base pairs play a critical role (74).

With RecA, there is no evidence that the duplex slides along the presynap-
tic filament during the homology search process, and it seems reasonable to
assume the same for Rad51. However, as discussed below, Rad54, which tracks
on DNA and physically interacts with Rad51, has been suggested to actively
pump the duplex DNA through the fold of the Rad51 presynaptic filament
to facilitate the search for DNA homology (see later).
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c. DNA Branch Migration (Strand Exchange). After its formation, the
nascent plectonemic joint is lengthened in a unidirectional fashion. The extent
of this is determined by the length of the Rad51–ssDNA nucleoprotein filament.

3. Factors That Facilitate the Rad51-Mediated Homologous DNA
Pairing and Strand-Exchange Reaction

a. RPA. RPA, through its ability to bind and facilitate the removal of sec-
ondary structure in ssDNA, plays a central role in just about all the DNA
metabolic pathways. RPA is indispensable for homologous DNA pairing and
strand-exchange efficiency when plasmid-length DNA substrates are used
(62, 67). It was originally thought that the only significant role of RPA in hom-
ologous pairing and strand exchange was in the promotion of Rad51 presynap-
tic filament assembly by helping eliminate DNA secondary structure (67, 75).
However, recent studies have implicated RPA in at least two other capacities in
the formation and stabilization of DNA joints in recombination reactions.

Eggler et al. (76) have recently reported that when the Rad51–ssDNA nu-
cleoprotein filament is assembled under low magnesium buffer conditions to
minimize secondary structure in ssDNA, RPA is still needed for maximal DNA
strand-exchange efficiency with plasmid-length DNA substrates (System A in
Fig. 4). Additional studies involving the use of exonuclease digestion of the
DNA jointmolecules andelectronmicroscopyhave yielded compelling evidence
that RPA ensuresDNA strand-exchange efficiency by sequestering the noncom-
plementaryDNAstranddisplaced fromtheduplex substrateas the resultofDNA
strand exchange. Eggler et al. (76) suggested that the RPA-mediated seques-
tration of the displaced ssDNA ensures that the DNA strand-exchange process
is not reversed upon deproteinization of the reaction mixture for gel analysis.

A third role for RPA was recently revealed in the studies of Van Komen
et al. (77). It has been known for quite some time that in the presence of
Rad54, robust homologous DNA pairing can occur with amounts of Rad51
well below what is needed to saturate the ssDNA (i.e., three nucleotides of
ssDNA=Rad51 monomer) (69, 78). Interestingly, under these conditions,
RPA is still indispensable for pairing efficiency (77). It was demonstrated in
this work that protein-free ssDNA inhibits the ability of Rad51 to promote
homologous DNA pairing, likely by occupying the secondary DNA binding site
in the presynaptic filament, and it competes with duplex DNA for binding to
Rad54. By sequestering free ssDNA, RPA alleviates its inhibitory effects on
Rad51 and Rad54.

Thus, RPA promotes Rad51-mediated homologous DNA pairing and
strand exchange by facilitating the assembly of the presynaptic filament on
long ssDNA molecules (59, 67), sequestering protein-free ssDNA (77), and
preventing the reversal of DNA strand exchange (76). Paradoxically, because
RPA has high avidity for ssDNA, an excess of RPA added with (or before)
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Rad51 to the ssDNA substrate results in exclusion of Rad51 and marked sup-
pression of presynaptic filament assembly (65, 67, 79). Specific recombination
mediator proteins that promote the nucleation of Rad51 onto ssDNA and even
onto an RPA-coated ssDNA template have been identified. The presence of
these mediator proteins in the homologous DNA pairing and strand-exchange
reaction can effectively overcome the competitive effect imposed by RPA
(Fig. 5; see below).

b. Rad52. Rad52 is a multimeric ring-shaped molecule (80, 81) that
binds ssDNA avidly (82) and physically interacts with Rad51 (57, 83). In
reactions wherein homologous pairing and strand exchange would be other-
wise compromised by coincubation of the ssDNA substrate with RPA and
Rad51, an amount of Rad52 about one-tenth that of Rad51 fully restores the
reaction efficiency (84, 85). Importantly, Rad52 allows Rad51 to utilize an
RPA-coated ssDNA template for recombination reactions (75, 85, 86). This
effect likely involves a specific interaction between Rad52 and RPA (87). In
addition to overcoming the suppressive effect of RPA, Rad52 exerts modest
stimulation on the Rad51 recombinase activity in the absence of RPA (75,
86, 88). However, even with Rad52, RPA is still needed for maximal homolo-
gous pairing and strand exchange (75, 86). The physical interaction between
Rad51 and Rad52 is indispensable for the recombination mediator function
of the latter (89).

It should be emphasized that deletion of RAD52 engenders defects in
recombination more severe than those observed in a rad51 null mutant.

Fig. 5. Function of recombination mediators. RPA has high affinity for ssDNA and can
therefore effectively compete with Rad51 for binding to the DNA, resulting in the suppression of
presynaptic filament assembly. The recombination mediators help overcome the suppressive effect
of RPA.

174 krejci ET AL.



In addition, mutants of Rad52 lacking the Rad51 interaction domain (89–91 )
are less impaired for DSB repair and meiosis than the rad52 null mutant
(92). These observations provide evidence that Rad52 possesses Rad51-inde-
pendent functions in recombination reactions. Consistent with this premise,
detailed genetic analyses have revealed a key role for Rad52 in SSA and BIR
(see below).

c. Rad55=Rad57. RAD55 and RAD57 genes show a tight epistatic rela-
tionship and their encoded products interact in the yeast two hybrid system
(93–95 ). Consistent with these observations, Rad55 and Rad57 have been
shown to form a stable heterodimer by coimmunoprecipitation and copurifica-
tion through a number of chromatographic column steps. Like Rad52, Rad55–
Rad57 also has a recombination mediator function, capable of overcoming the
competition posed by RPA for binding sites on the initiating ssDNA substrate
(Fig. 6). Through a Rad51–Rad55 association (93–95 ), the Rad55–Rad57 het-
erodimer interacts with Rad51 in the absence of ssDNA (our unpublished
results). Rad55–Rad57 has an ssDNA binding function and a weak ATPase ac-
tivity (our unpublished results). It seems likely that Rad55–Rad57 delivers
Rad51 to the ssDNA template to facilitate the assembly of the presynaptic
filament. Whether the Rad55–Rad57 heterodimer can also interact with RPA
and specifically recognize an RPA-coated ssDNA template in performing its
mediator function has not yet been tested.

d. Rad54. Despite its structural and functional similarities to RecA,
Rad51 is poorly adept at making a D-loop by itself (78, 96, 97). The addition
of Rad54 protein significantly stimulates D-loop formation by Rad51 (78).
Rad54 binds Rad51 in both the yeast two-hybrid system and in vitro (78, 98,
99). This interaction is likely important for DNA joint formation, as Rad54
has no effect on RecA-mediated recombination reactions in vitro.

Rad54 belongs to the Swi2=Snf2 protein family and, like other members of
this protein family, has a DNA-dependent ATPase function. This ATPase activ-
ity prefers dsDNA as cofactor. Further insights into the role of ATP has been
derived from studying Walker mutants that are either defective in nucleotide
binding (rad54 K341A) or bind ATP but are inactivated for ATP hydrolysis
(rad54 K341R). These rad54 mutant alleles are defective in haploid-specific
mitotic intrachromosomal gene conversion and DNA repair in both haploid
and diploid cells (78, 98, 99). Interestingly, the two rad54 Walker mutants
are still capable of carrying out interchromosomal gene conversion in diploid
cells (100), suggesting that Rad54 has another recombination function that is
independent of its ATPase activity.

Rad54 protein has been shown to utilize the free energy from ATP hy-
drolysis to track along duplex DNA. This tracking motion generates a positively
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supercoiled domain ahead of protein movement and a compensatory, nega-
tively supercoiled domain behind (69, 101). The negative supercoils that
accumulate lead to transient DNA strand opening. Interestingly, the ATPase,
DNA supercoiling, and DNA strand opening activities of Rad54 are greatly
stimulated via an interaction with Rad51 (69, 96, 97).

We envision that Rad54 exerts two major effects on the efficiency of the
homologous DNA pairing reaction. First, an ability of Rad54 associated with
the Rad51–ssDNA nucleoprotein complex to pull the duplex through its fold
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Fig. 6. Cooperation between Rad51 and Rad54 in DNA joint formation. In this model, the
incoming duplex is actively pumped through the presynaptic complex (consisting of Rad51, Rad54,
RPA, and ssDNA) by Rad54, creating positively and negatively supercoiled domains as depicted.
The Rad51–ssDNA nucleoprotein filament samples the negatively supercoiled domain for DNA
homology. Once homology is located, formation of a DNA joint molecule ensues. The nascent joint
molecule formed will be paranemic in nature if it occurs away from the end of the initiating
ssDNA molecule. However, if DNA joint formation occurs near the end of the ssDNA molecule, it
has the potential of being converted into a plectonemic linkage.
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(i.e., tracking) is expected to enhance the rate at which the duplex molecule is
sampled for homology. Second, the transient DNA strand opening within the
negatively supercoiled domain generated by Rad54 very likely facilitates the
formation of a nascent DNA joint upon DNA homology location in the duplex.
This latter suggestion is supported by the demonstration that Rad54 enables
Rad51 to utilize even a topologically relaxed DNA substrate for efficient
DNA joint formation (69). These ideas are summed up in Fig. 5.

Notably, the DNA tracking=supercoiling function first demonstrated in
Rad54 appears to be a conserved property of the Swi2=Snf2 family of proteins
(102, 103). It has been suggested that the ability to track on and supercoil
DNA underlies the chromatin remodeling function of the various Swi2=Snf2-
Snf2-like proteins and complexes that contain them (102, 103).

e. Rdh54=Tid1. A RAD54-related gene, RDH54 (RAD Homologue 54),
was identified through computer searches of yeast databases (104, 105). The
RDH54 gene was also independently isolated via a yeast two-hybrid screen
for genes whose products interact with the meiotic specific recombinase
Dmc1 (106), and was named TID1 (Two-hybrid Interaction with Dmc1 I). In
the same study (106), the RDH54=TID1-encoded protein was also found to
bind Rad51 in the two-hybrid assay. Consistent with this observation, purified
Rdh54=Tid1 physically interacts with Rad51 (69). Like Rad54, Rdh54 has a
robust dsDNA-activated ATPase function and an ability to track on and super-
coil DNA (69). Importantly, Rdh54=Tid1 greatly stimulates Rad51-mediated
D-loop formation (69).

C. Break-Induced DNA Replication
Genetic analyses have revealed that BIR is dependent on RAD52, RAD59,

RDH54, and the trio of RAD50, MRE11, and XRS2. Kolodner et al. (8) have
suggested that BIR is chiefly responsible for the suppression of gross chromo-
somal rearrangements originating from delinquent DNA replication forks.
Furthermore, the same set of BIR factors appears to participate in telomere
elongation to yield type II survivors in cells that lack telomerase (107).

Rad59 is related in sequence to the amino-terminal portion of Rad52 and
physically interacts with the latter (108, 109). It is therefore likely that Rad52
and Rad59 work in the BIR reaction as a complex. Exactly how Rad52–Rad59
and the products of the other aforementioned genes establish a D-loop struc-
ture to initiate the DNA synthesis reaction in BIR is unknown at the moment.
However, it seems reasonable to consider the possibility that the combination
of Rad52–Rad59, Rad50–Mre11–Xrs2, and Rdh54 can utilize a ssDNA
template to invade a duplex template, much like what has been shown for
classic recombination events mediated by Rad51, Rad52, Rad55–Rad57, and
Rad54.
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D. Single-Strand Annealing
SSA requires Rad52 and Rad59 and its efficiency is modulated by RPA in

both in vitro and in vivo settings (82, 86, 110, 111). The involvement of Rad52
and Rad59 in SSA is easily explained by the ability of these factors to promote
the annealing of complementary DNA strands (82, 110). Rad52 is capable of
annealing DNA strands coated with RPA (86, 87), and it has been suggested
that a specific interaction between Rad52 and RPA is necessary for the
annealing reaction (87). By contrast, the single-strand annealing activity of
Rad59 is inhibited by RPA (110). Rad52 and Rad59 appear to functionally co-
operate in the strand annealing reaction (109). Smith and Rothstein (111) have
described an RPA mutant, rfa1-D228Y, that allows SSA to occur in a rad52
mutant. SSA is seen more frequently in the rfa1-D228Y mutant strain,
suggesting that RPA normally suppresses SSA in wild-type cells.

E. Recombination Machinery in Higher Organisms
In single-cell eukaryotes, deleting genes of the RAD52 epistasis group does

not in general affect mitotic viability unless cells are challenged with a DNA-
damaging agent. In contrast, null mutations in the RAD52 group genes often
engender a defect in cell proliferation in vertebrate cells and embryonic lethal-
ity in mice. The cell proliferation defect and embryonic inviability likely reflect
the fact that recombination is indispensable for the repair of spontaneous
lesions that arise during DNA replication. Biochemical studies with human re-
combination proteins have revealed a hierarchy of physical and functional
interactions among these proteins that largely follow the paradigms established
with the equivalent yeast factors (65, 97, 112–114 ). Importantly, the breast
tumor suppressors BRCA1 and BRCA2 both affect the efficiency of recombin-
ation and recombinational DNA repair, and BRCA2 binds Rad51 (10, 115–
118). A recent study reports the finding that BRCA2 cooperates with
Rad51=RPA in DNA joint formation (119). These observations provide com-
pelling evidence that recombination plays a major role in the maintenance of
genome stability and cancer avoidance in mammals; several recent reviews on
this topic are available (10, 114, 120, 121).

V. General Introduction to NHEJ

In contrast to homologous recombination, the repair of DSBs by nonhom-
ologous end joining is conceptually much simpler. The ends of broken DNA
molecules are brought together and joined in the absence of significant
DNA sequence homology. An unusual feature of this repair pathway is that
many of the early groundbreaking studies were carried out in the mammalian
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system and it is only recently that it has been examined in lower eukaryotes
such as S. cerevisiae. One of the major reasons for this was the isolation and
characterization of X-ray-sensitive mutant mammalian cell lines that are de-
fective in NHEJ (Table II). This led to the cloning of the genes comprising
NHEJ factors such as the DNA-dependent protein kinase (DNA-PK), which
is composed of the Ku70=Ku80 DNA-binding subunit and the DNA-PKcs
catalytic subunit, and XRCC4 (122).

The availability of the complete sequence of the S. cerevisiae genome (123)
has facilitated the search for homologues of mammalian NHEJ genes and
stimulated the study of NHEJ mechanisms in this model eukaryote. In contrast
to mammals, inactivation of S. cerevisiaeNHEJ genes does not usually confer a
significant increase to killing by agents that cause DSBs because, in this organ-
ism, these lesions are predominantly repaired by homologous recombination.
Nonetheless, these studies have shown that the fundamental mechanisms of
this repair pathway are conserved among eukaryotes. The biochemical features
of proteins involved in NHEJ are summarized in Table III. In the next section,
we will describe the generally accepted model for NHEJ and the role of this
repair pathway in maintaining genome integrity and stability.

VI. Mechanisms and Function of NHEJ in Eukaryotes

As mentioned previously, NHEJ can simply be described as the bringing
together and joining of broken DNA molecules ends. Because these events
are not mediated by long tracts of DNA sequence homology, it has been pro-
posed that the ends are held together primarily by protein–protein inter-
actions. These so-called end-bridging factors have been central to most
models of NHEJ and the focus of many investigations. However, the end-
bridging model raises the following question: If a cell suffers more than one
DNA double strand break, can it distinguish between ends that were once
linked and ends from different DNA molecules? Studies in mammalian cells
have shown that although the joining of ends from different DNA molecules

TABLE II
IR-Sensitive Rodent Mutants Defective in NHEJ

IR group Gene defective Protein Identified mutants

4 XRCC4 XRCC4 XR-1

5 XRCC5 Ku80 xrs1–7

6 XRCC6 Ku70

7 XRCC7 DNA-PKcs Mouse scid cell line, V-3
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to generate chromosomal translocations does occur, these events are rare and
the cell usually rejoins the previously linked ends. One plausible explanation
for these observations is that the arrangement of chromatin in loops attached
to the nuclear matrix restricts the mobility of broken DNA ends and favors
their rejoining to reconstitute the loop. A prediction of this idea is that
chromosomal translocations will begin to occur when the cell suffers more
than one DSB per chromatin loop.

The majority of DSBs caused by ionizing radiation cannot be joined dir-
ectly by a DNA ligase because they have inappropriate termini. Thus, after
end-bridging, the ends need to be processed to generate a ligatable structure.
Analysis of in vivo DNA joining has revealed that many of the events occur at
sites of short DNA sequence homology, ranging from 2 to 4 nucleotides in
length (124–126 ). This suggests that DNA ends are brought together in a
sequence-independent manner and then the DNA sequences adjacent to the
ends are sampled in some manner to identify short complementary sequences,
so-called microhomologies. Presumably these sequences are used to align the
DNA molecules and then ligatable structures are generated from the
aligned DNA molecules by further processing. In the following sections of this
review we will summarize recent advances in our understanding of the
mechanisms of NHEJ in S. cerevisiae and mammalian cells.

TABLE III
Biochemical Properties of NHEJ Factors

Protein Biochemical function
S. cerevisiae
homologue Features

Ku70=Ku80 DNA end binding Hdf1=Hdf2 Interacts with DNA-PKcs

DNA-PKcs DNA activated serine-threonine
protein kinase

None Interacts with Ku70=Ku80 and
Artemis

Artemis 50 to 30 exonuclease; acquires
structure-specific endonuclease
activity when complexed with
DNA-PKcs

Not known Interacts with DNA-PKcs

DNA ligase IV ATP-dependent DNA ligase Dnl4 Interacts with XRCC4; Dnl4
also interacts with Pol4

XRCC4 DNA binding Lif1 Interacts with DNA ligase IV;
Lif1 also interacts with Xrs2

Pol � DNA polymerase Pol4

Fen-1 Flap endonuclease Rad27

hRad50=hMre11=
NBS1a

aSee Table I.
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A. S. cerevisiae NHEJ Genes
DSBs in yeast are predominantly repaired by homologous recombination.

Consequently, mutation of any one of the yeast NHEJ genes generally has
little effect on the sensitivity to DNA damage of proliferating cells unless
the homologous recombination pathway is also inactivated. To directly exam-
ine the defect in NHEJ, several in vivo end-joining assays have been
developed, including the most frequently used method of measuring
recircularization of plasmid DNA molecules previously linearized with a
restriction endonuclease.

As mentioned above, key players in NHEJ identified by biochemical and
genetic studies with mammalian cells include DNA-PK, XRCC4, and, by ex-
tension, DNA ligase IV because of its stable interaction with XRCC4 (127). Al-
though Hdf1 and Hdf2 have been identified as the yeast homologs of Ku70 and
Ku80 (128, 129), respectively, yeast appears to lack a functional homologue of
DNA-PKcs. Besides NHEJ, Hdf1 and Hdf2 likely participate in other cellular
functions as hdf1 and hdf2 strains exhibit phenotypes that appear to be inde-
pendent of the defect in NHEJ, such as temperature-sensitive growth and pro-
nounced telomere shortening (128–132 ). The counterpart of the mammalian
LIG4 gene, DNL4, was identified in the yeast genome by sequence homology
search (133–136 ). Like DNA ligase IV, Dn14 also forms a stable complex with
a partner protein Lif1, which is likely to be the functional homologue of
XRCC4 (137). Consistent with their role in NHEJ, inactivation of HDF1,
HDF2, DNL4, or LIF1 results in a similar reduction of plasmid rejoining
(130, 134–139 ).

As mentioned before, the products of the RAD50, MRE11, and XRS2
genes are indispensable for NHEJ. In this regard, rad50, mre11, and xrs2
strains exhibit the same reduction in transformation efficiency of linearized
plasmid DNA as the other NHEJ mutants (125, 131, 139–141 ). These genetic
studies indicate that the Hdf1=Hdf2, Rad50=Mre11=Xrs2, and Dnl4=Lif1
complexes are key components of the major NHEJ pathway. Although inacti-
vation of any one of these NHEJ factors causes a similar reduction in trans-
formation efficiency, there are significant differences in the type of residual
end joining. Specifically, the residual end-joining activity in dnl4, rad50,
mre11, or xrs2 cells generates a significant number of accurately repaired
products, whereas the residual repair products in hdf cells are mostly impre-
cise and suffer large deletions (125, 130, 131, 135, 137–139 ). Epistasis studies
have shown that the end-joining phenotype conferred by inactivation of the
Hdf1=Hdf2 complex predominates over the mutant phenotypes caused by mu-
tating other genes, suggesting that Hdf1=Hdf2 acts earlier than the other
NHEJ factors (131, 135). In support of this hypothesis, the recruitment of
the Dnl4=Lif1 complex to in vivo DSBs is dependent upon Hdf1=Hdf2 (142).
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Although the Hdf1=Hdf2, Rad50=Mre11=Xrs2, and Dnl4=Lif1 complexes
are critical for the efficient recircularization of linear plasmid DNA molecules
with cohesive ends in vivo, the majority of DSBs induced by DNA-damaging
agents require additional factors to process the DNA ends. Genetic studies
have implicated the nuclease encoded by the FEN1 (RAD27) gene, the DNA
helicase encoded by the SRS2 gene, and the DNA polymerase encoded by the
POL4 gene in NHEJ events (143–145 ).

Four laboratories have recently identified a novel NHEJ gene, NEJ1
(LIF2), whose inactivation reduces transformation efficiency of linearized plas-
mid DNA to the same extent as the other key NHEJ genes (146–149 ). The
residual end-joining products in nej1 cells suffer large deletions similar to
those seen in hdf cells (148). The NEJ1 gene is expressed in haploids but not
diploids, providing a possible mechanism for the previously suggested regula-
tion of NHEJ by mating type (150, 151). In support of this notion, the deletion
of NEJ1 inhibited NHEJ in haploid cells, whereas its constitutive expression
alleviated the repression of NHEJ in diploid cells (147, 148). The identification
of NEJ1 also provides a molecular explanation for the indirect role of the SIR
genes in NHEJ. Mutation in the SIR genes results in a=� mating-type hetero-
zygosity that inhibits NEJ1 expression and causes defective NHEJ (147, 148,
150, 151). Because all naturally a=� expressing cells are diploid, it appears that
NHEJ is inhibited when a homologous chromosome is present, presumably re-
flecting the preference for the accurate repair pathway, homologous recombin-
ation. However, haploid cells in the G1 phase of the cell cycle cannot repair
DSBs by homologous recombination, providing an explanation for the
activation of NHEJ in these cells.

B. Molecular Mechanisms of NHEJ in S. cerevisiae

Genetic studies have provided a conceptual framework for NHEJ, but the
molecular mechanisms of this pathway have not been investigated to the same
extent. As mentioned previously, the Mre11 subunit of the Rad50=M-
Mre11=Xrs2 complex is a nuclease. However, mutations that inactivate nucle-
ase activity have no effect on the efficiency of the recircularization of linear
plasmid DNA molecules with cohesive ends, suggesting that Rad50=M-
Mre11=Xrs2 has another role in NHEJ (152). In a recent study, it was shown
that the Rad50=Mre11=Xrs2 complex not only stimulates the catalytic activity
of Dn14=Lif1 but also alters the mechanism of ligation from intra- to intermo-
lecular (47). Consistent with this latter observation, atomic force microscopy
studies have revealed that Rad50=Mre11=Xrs2 has robust end-bridging activ-
ity, forming oligomers from linear DNA molecules (47). In many of the oligo-
mers, Rad50=Mre11=Xrs2 complexes were bound at internal sites
corresponding to the junctions between DNA molecules. Because these com-
plexes were the same size as end-bound and free protein complexes, it appears
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that a single Rad50=Mre11=Xrs2 complex, which is composed of two Rad50
molecules, two Mre11 molecules, and one Xrs2 molecule, can bind two
DNA ends simultaneously. In addition to end-bridging, the Rad50=M-
Mre11=Xrs2 complex also specifically recruits the Dn14=Lif1 complex via an
interaction between the Xrs2 and Lif1 subunits (47).

Similar to mammalian Ku70=Ku80, the Hdf1=Hdf2 complex binds avidly
to DNA ends and can translocate inward along the DNA duplex from the
end (47, 128, 129). It has been shown that Ku70=Ku80 can also bridge DNA
ends (153), but this activity appears to be much weaker than that of the
Rad50=Mre11=Xrs2 complex. In accord with genetic studies, Hdf1=Hdf2 is re-
quired for efficient intermolecular ligation by Rad50=Mre11=Xrs2 and
Dnl4=Lif1 at physiological salt concentrations (47). The inability of mamma-
lian Ku70=Ku80 to substitute for the yeast complex suggests that there are spe-
cific functional interactions between the Hdf1=Hdf2, Rad50=Mre11=Xrs2, and
Dnl4=Lif1 complexes. In the model shown in Fig. 7, we propose that after
DSB formation, Hdf1=Hdf2 binds to the ends, protecting them from degrad-
ation. The presence of Hdf1=Hdf2 at or near the DNA end enhances the re-
cruitment of Rad50=Mre11=Xrs2, possibly in a manner similar to the
recruitment of DNA-PKcs by Ku70=Ku80, and promotes end-bridging by this
complex. Dnl4=Lif1 is recruited to the nucleoprotein complex containing the
two DNA ends via the Xrs2 subunit of the Rad50=Mre11=Xrs2 complex. On
occasions when the ends can be aligned and ligated, the reaction will be com-
pleted by the coordinated actions of these three complexes without additional
factors. The newly identified NEJ1 gene product is also required for the effi-
cient recircularization of DNA molecules with cohesive ends (146–149 ). Al-
though Nej1 has been shown to interact with Lif1 and is necessary for the
nuclear localization of Dnl4=Lif1 (146–149 ), it is not known whether Nej1
participates directly in the end joining reaction.

In most cases, the ends of DSBs will be either resected or unwound to
expose microhomologies, with the Hdf1=Hdf2 complex functioning to limit
the extent of resection. The nuclease(s) and helicase(s) involved in this step
have not been definitively identified. Based on biochemical studies with
hMre11, the Mre11 subunit of the Rad50=Mre11=Xrs2 complex is an attractive
candidate for the nuclease whereas genetic studies have suggested a possible
role for the Srs2 DNA helicase (145). Once the ends of the DNA molecules
have been aligned via short tracts of complementary DNA sequences, nuclease
and DNA polymerase activities remove single-strand flaps and fill in the
resulting gaps, respectively, to generate a ligatable structure. Genetic studies
have implicated the Fen-1 (Rad27) nuclease and the Pol4 DNA polymerase
in these final end-processing reactions (143, 144). In support of the suggested
role of Pol4 in NHEJ, a recent biochemical study has shown that Pol4 effi-
ciently catalyzes DNA synthesis on small gaps generated by the alignment of
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linear duplex DNA molecules with complementary ends. Furthermore, Pol4
specifically interacts with Dnl4=Lif1, resulting in the stimulation of DNA syn-
thesis by Pol4 as well as DNA joining by Dnl4=Lif1 (154). Because Hdf1=Hdf2,
Hdf2, Rad50=Mre11=Xrs2, and Dnl4=Lif1 are all required for the efficient
recircularization of DNAmolecules with cohesive ends in vivo, we propose that
the resection, the alignment of DNA molecules via microhomologies, and the

Fig. 7. A model for NHEJ in S. cerevisiae. After DSB formation, Hdf1=Hdf2 binds to the
DNA ends. The presence of Hdf1=Hdf2 at or near DNA ends enhances the recruitment of
Rad50=Mre11=Xrs2 and promotes its end-bridging activity. Dn14=Lif1 is in turn recruited to the
nucleoprotein complex via the Xrs2 subunit. If necessary, end processing by factors such as Pol4
may take place within the nucleoprotein complex. H, Hdf1=Hdf2; R, Rad50; M, Mre11; X, Xrs2;
D, Dn14; L, Lif1; and P, Pol4.
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end-processing reactions that generate a ligatable structure occur within the
context of the nucleoprotein complex formed by these three core NHEJ factors.

C. Mammalian NHEJ Genes
NHEJ makes a much larger contribution to cell survival in response to

DSBs in mammalian cells compared with yeast cells. Although mammalian
somatic cells are diploid, the size and complexity of the genome, in particular
the large amounts of repetitive DNA, make the identification of homologous
sequences for recombinational repair a much more difficult proposition than
in yeast. Interestingly, it was observed that the X-ray sensitivity of the Chinese
hamster ovary cell line XR-1 varied as a function of the cell-cycle stage (155).
The later identification of XRCC4 as the missing component in XR-1 (156) as
well as a crucial NHEJ factor revealed cell-cycle regulation of NHEJ. Subse-
quent studies by many investigators have confirmed and extended this study
and have led to the generally accepted notion that NHEJ is the major DSB
repair pathway in the G1 phase of the cell cycle and in quiescent cells, whereas
recombinational repair is more effective in late S and G2 phases of the cell
cycle when sister chromatids are present (157).

The X-ray-sensitive rodent cells have been a valuable resource for the
identification of human genes (X-Ray Cross Complementing, XRCC) that par-
ticipate in DSB repair. Unlike yeast cells, defects in NHEJ result in X-ray sen-
sitivity, so human genes involved in each of these pathway have been cloned by
functional complementation. The mutant rodent cell lines have been used for
the cloning of the XRCC4 gene, which encodes the partner protein of DNA
ligase IV, and the functional dissection of the Ku70=Ku80 and DNA-PKcs sub-
units of DNA-PK (122) ARTEMIS is a very recent addition to the human
NHEJ gene group (158). This gene, which is mutated in an inherited form
of immunodeficiency, was cloned by linkage analysis. Although the predicted
amino acid sequence of this gene exhibited homology with �-lactamases, the
X-ray sensitivity of Artemis cell lines and the identification of additional
mammalian and yeast DNA repair genes encoding �-lactamase-like proteins
(159, 160) indicate that ARTEMIS is an NHEJ gene.

Although genetic and biochemical studies in yeast have firmly established
the role of the Rad50=Mre11=Xrs2 complex in NHEJ, the participation of its
human equivalent, hRad50=hMre11=NBS1, in NHEJ is less clear. As men-
tioned above, mutations in the hMRE11 and NBS1 genes have been identified
as the causative factors in the cancer-prone human syndromes ataxia
telangiectasia-like disorder (ATLD) and Nijmegen breakage syndrome
(NBS), respectively (161–163 ). However, ATLD and NBS1 cell lines do not
exhibit an obvious defect in either NHEJ or V(D)J recombination (161, 164).
Unfortunately, the genes encoding subunits of the hRad50=hMre11=NBS1
complex are required for cell viability, hindering more detailed analysis of
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the involvement of this complex in NHEJ (165–167 ). Intriguingly, individuals
with LIG4 mutations have been identified and exhibit the developmental
abnormalities and mental retardation characteristic of NBS (168). One pos-
sible explanation of these observations is that the hRad50=hMre11=NBS1
complex functions in an NHEJ subpathway that plays a critical role during
embryogenesis and=or development.

Other than DSB repair, NHEJ factors also appear to participate in other
cellular functions such as V(D)J recombination and retroviral integration (14,
169, 170). Cell lines from the immunodeficient mouse strain scid (severe com-
bined immunodeficiency) are X-ray sensitive (171–173 ) and defective in DNA-
PK activity (174–176 ), revealing the link between NHEJ and immunoglobulin
gene rearrangements. Specifically, NHEJ factors are required to complete
V(D)J recombination, which is initiated by the site-specific Rag1=Rag2 endo-
nuclease (14). Thus it was surprising that the first human individual identified
with LIG4 mutations was not immunodeficient (177, 178). This is presumably
because the residual levels of DNA ligase IV activity in this patient are suffi-
cient for V(D)J recombination but not for NHEJ. Indeed, a recent examination
of patients with uncharacterized immunodeficiency led to the identification of
LIG4 mutations that do associate with this syndrome (168).

The mouse DNA-PKcs, Ku70, Ku80, LIG4, and XRCC4 genes have all
been inactivated by conventional gene targeting to generate mouse models
of NHEJ deficiency. As expected, all of the mutant cell lines are X-ray sensitive
and defective in V(D)J recombination. However, there are significant differ-
ences in the severity of the phenotype both at the cellular and organismal level.
Apart from immunodeficiency, the DNA-PKcs null animal has no overt defects
(179–181 ). Surprisingly, there are differences in the phenotype of Ku70 and
Ku80 null animals that include cancer predisposition and premature aging,
consistent with the premise that these proteins have independent functions
(182–184 ). In contrast, the XRCC4 and LIG4 null animals have essentially
identical phenotypes, exhibiting embryonic lethality at around Day 16.5
(185–187 ). The mutant embryos appear to die because of abnormally high
levels of apoptosis in the developing central nervous system (CNS) (185,
187). Embryonic lethality can be rescued by a second mutation inactivating
either Atm function or p53 function (188–191 ). This suggests that unrepaired
DSBs resulting from the NHEJ defect trigger apoptosis. Neuronal cells in the
developing CNS appear to be particularly sensitive to apoptotic triggers, an
effect that is suppressed by mutations inactivating signal transduction
pathways linking DSBs to apoptosis.

The milder phenotype of cells deficient in DNA-PK compared with cells
deficient in DNA ligase IV activity possibly reflects the sequestration of
DNA ends into the DNA ligase IV-dependent pathway by DNA-PK assembly,
whereas in the absence of functional DNA-PK, the ends can be repaired by
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other DNA repair pathways. This model is supported by studies in DT40
chicken cells showing that inactivation of the Ku70=Ku80 heterodimer in
lig4 mutant cells reduces the severity of the phenotype to the same level as
ku mutant cells (192). This observation is reminiscent of the dominant
nature of the end-joining defect caused by hdf mutations compared with
inactivation of other NHEJ factors in yeast.

D. Molecular Mechanisms of NHEJ in Mammals
Insights into the mechanisms of several different DNA transactions have

been based on the development of assays with cell-free extracts. For many
years analysis of NHEJ by this approach was complicated by the presence of
robust end-joining activity in mutant cell extracts that appeared to be inde-
pendent of NHEJ factors. This was a particular problem in extracts from rodent
cells because they contain significantly lower levels of DNA-PK than
human cells (193). Baumann and West (194) have developed an assay to detect
end joining in an extract from human lymphoblastoid cells that was, in accord
with genetic studies, dependent upon Ku, DNA-PKcs, and DNA ligase
IV=XRCC4. In subsequent fractionation studies, inositol 6-phosphate was un-
expectedly identified as an important cofactor for efficient end joining (195–
197). Inositol 6-phosphate binds to Ku and could regulate DNA-PK activity
(198, 199).

The recent determination of the structure of the Ku70=Ku80 heterodimer
complexed with DNA by X-ray crystallography has provided a molecular
explanation for the DNA-binding properties of this complex (200). Specifically,
the Ku70=Ku80 complex forms an asymmetric ring around the DNA
helix, suggesting a mechanism for both its ability to translocate along the
DNA molecule from an end and to align and bridge DNA ends. However,
the topological linking of Ku70=Ku80 to DNA creates the problem of how to
remove it after repair is completed. In contrast to the contacts between the
subunits of the PCNA homotrimer, the extensive and intertwined nature of
the interactions between the Ku70 and Ku80 subunits argue against the disso-
ciation of the Ku70=Ku80 heterodimer from DNA by separation of the sub-
units. In fact, the thin section of the asymmetric ring encircling the DNA
suggests that the Ku70=Ku80 heterodimer may be released by proteolysis.

Two laboratories have reported interactions between Ku70=Ku80 and
DNA ligase IV=XRCC4, but the effects of Ku on DNA joining were different
(201, 202). In one study, Ku stimulated DNA joining whereas in the other
study Ku inhibited joining by DNA ligase IV=XRCC4. The reason for the dis-
crepancy in these studies is not clear. It is possible that the stimulatory effect is
a consequence of DNA end-bridging because Ku not only stimulated DNA li-
gase IV=XRCC4 but also DNA ligases I and III (202). However, Hdf1=Hdf2,
the yeast homologue of Ku70=Ku80, inhibited DNA joining by Dnl4=Lif1 (47).
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The effect of Ku on the DNA joining activity of DNA ligase IV=XRCC4 may
not be biologically relevant because, in the yeast system, it appears that end-
bridging is mediated by the Rad50=Mre11=Xrs2 complex whereas the require-
ment for Hdf1=Hdf1 is only apparent at ionic conditions close to physiological
levels (47). Similarly, the efficient interaction of DNA-PKcs with DNA ends
only requires Ku70=Ku80 at ionic conditions close to physiological levels
(203). Interestingly, when DNA-PKcs loads onto DNA ends bound by
Ku70=Ku80, the heterodimer is moved inward along the DNA helix, leaving
DNA-PKcs at the end (204).

Recently, it was observed that DNA-PKcs was autophosphorylated in re-
sponse to IR and that this autophosphorylation was necessary for DSB repair
(205). In vitro studies have shown that autophosphorylation of DNA-PKcs led
to its dissociation from Ku and the loss of kinase activity (206), leading to the
proposal that DNA-PK plays a regulatory role in NHEJ. However, there is ac-
cumulating evidence that DNA-PKcs plays an important structural role in
NHEJ. The structure of DNA-PKcs determined by electron crystallography
revealed the presence of channels, suggesting that the DNA molecule is
threaded through DNA-PKcs with the single-strand ends protruding from
the molecule (207). Such an arrangement is intriguing as it suggests plausible
mechanisms for DNA end-bridging, alignment, and processing but, as with
Ku70=Ku80, it raises questions about the removal of DNA-PKcs after repair
is completed. DNA-PKcs associates with DNA ligase IV=XRCC4 at DNA ends
and promotes intermolecular joining by DNA ligase IV=XRCC4 (201). Indeed,
under conditions compatible with DNA-PK assembly, Ku70=Ku80 still in-
hibited intramolecular joining by DNA ligase IV=XRCC4, so the majority of
DNA joining events were intermolecular (201). This change in the type of liga-
tion resembles the effect of Rad50=Mre11=Xrs2 on Dnl4=Lif1 activity and
suggests that DNA-PKcs has end-bridging activity. Interestingly, the efficient
activation of kinase activity appears to require both the occupation of the open
channel by double-strand DNA and the simultaneous interaction with two
single-strand DNA ends (208, 209). This provides a mechanism for DNA-PKcs
to distinguish DSBs from SSBs as well as to enable the synapsis of two DNA
ends. A recent study using electron microscopy has provided direct evidence
for end-bridging by DNA-PKcs (210). In contrast to the end-bridging by a
single yeast Rad50=Mre11=Xrs2 complex, end-bridging by DNA-PKcs occurs
between DNA ends each bound by a DNA-PKcs molecule and involves
interactions between these DNA-PKcs molecules (210).

Recently, physical and functional interactions between DNA-PKcs and
Artemis have been described (211). The assembly of a DNA-PKcs=Artemis
complex on a DNA end results in the phosphorylation of Artemis and the
activation of the cryptic endonuclease activity of Artemis. The DNA-
PKcs=Artemis complex is able to open DNA hairpins, the unique reaction
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intermediate generated by the Rag1=Rag2 endonuclease during V(D)J recom-
bination, providing a molecular explanation for the severe combined immuno-
deficiency of Artemis patients. The sensitivity of Artemis-deficient cell lines to
ionizing radiation suggests that the Artemis nuclease is also a key player in
NHEJ, presumably either contributing to exposing microhomologies for align-
ment or removing flaps after the alignment of microhomologies. Thus, the
DNA-PKcs=Artemis complex is similar to the yeast Rad50=Mre11=Xrs2
complex in that it posseses end-bridging and nuclease activities.

Although we have argued that Ku70=Ku80 is not directly involved in end-
bridging and alignment, it likely remains associated with the nucleoprotein
complex formed by NHEJ factors and may recruit additional NHEJ factors.
In support of this idea, a functional interaction between Ku70=Ku80 and the
product of the Werner’s syndrome (WS) gene has been characterized (212–
214). The helicase and nuclease activities of the WS gene product may contrib-
ute to end processing. In the model shown in Fig. 8, we propose that the DSBs
are initially bound by Ku70=Ku80, which in turn recruits the DNA-
PKcs=Artemis complex. DNA ends are then brought together by interactions
between the DNA-PKcs molecules. DNA-PK phosphorylates Artemis to acti-
vate its nuclease activity. Although the identities and roles of the nucleases that
expose microhomologies and remove single-strand flaps after alignment
remain to be determined, a recent study has provided evidence for a functional
link between the Pol X family members, Pol � and terminal deoxynucleotidyl-
transferase (TdT), and NHEJ factors (215). Because Pol4, the only member of
the Pol X family in S. cerevisiae, interacts with Dnl4=Lif1 (154), it appears that
the link between Pol X DNA polymerases and NHEJ factors is conserved
among eukaryotes. Presumably, TdT has evolved to play a specialized role
in adding untemplated nucleotides during V(D)J recombination after the
removal of Rag proteins and assembly of the NHEJ nucleoprotein complex
containing Ku70=Ku80, DNA-PKcs, Artemis, and DNA ligase IV=XRCC4,
whereas Pol � presumably interacts with the same NHEJ complex in
nonlymphoid cells and fills in small gaps prior to ligation.

Huang and Dynan (216) fractionated HeLa extracts and identified frac-
tions that stimulated end joining by purified Ku70=Ku80 and DNA ligase
IV=XRCC4. hRad50=hMre11=NBS1 but not DNA-PKcs copurified with the
stimulatory activity. This result resembles the observation in the yeast system
where Rad50=Mre11=Xrs2 stimulates the end-joining activity of Dnl4=Lif1
(47), suggesting that hRad50=hMre11=NBS1, like the yeast counterpart, has
a role in NHEJ. This idea is supported by the reported interaction between
Ku and hMre11 (217). Further evidence for the participation of the
hRad50=hMre11=NBS1 complex in NHEJ comes from biochemical studies.
The hMre11 nuclease is activated by nonhomologous DNA ends but is in-
hibited by complementary ends, suggesting that it has the ability to identify
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and align microhomologies (218). Indeed, the processing of noncomplemen-
tary DNA ends by hMre11 generated ligatable structures that were aligned
at microhomologies.

In the in vitro system, addition of purified DNA-PKcs inhibited the stimu-
latory activity by hRad50=hMre11=NBS1, suggesting that hRad50=hM-
hMre11=NBS1 and DNA-PKcs compete for Ku-bound DNA ends (216).
This competition, together with the fact that both protein complexes possess
end-bridging and nucleases activities, suggests that parallel NHEJ pathways
may exist in the mammalian system to achieve efficient DSB repair. Interest-
ingly, the repair of DSBs appears to occur by two kinetically distinct mechan-
isms in mammalian cells. Inactivation of DNA-PKcs eliminates the rapid
mechanism whereas the rapid and slow mechanisms are both lost in the ab-
sence of Ku function (219). It is possible that the DNA-PKcs and Artemis have

Fig. 8. A model for NHEJ in mammals. After DSB formation, Ku binds to DNA ends and
recruits DNA-PKcs=Artemis. The binding of DNA-PKcs to DNA ends causes the inward
translocation of Ku, leaving DNA-PKcs at the ends. Protein–protein interactions between end-
bound DNA-PKcs molecules mediate the synapsis of the ends. Assembly of the DNA-PK complex
on DNA ends activates the kinase activity that results in the phosphorylation of Artemis and
XRCC4. DNA ends may be processed by Artemis and=or Pol �. Finally, DNA ends are joined by
DNA ligase IV=XRCC4. PKcs, DNA-PKcs; IV=4, DNA ligase IV=XRCC4.
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evolved in higher eukaryotes to increase the efficiency of NHEJ, giving rise to
the rapid pathway. We suggest that the slow pathway may correspond to the
yeast pathway involving the Rad50=Mre11=Xrs2 complex. The identification
of LIG4 mutations in patients with NBS-like symptoms also supports the exist-
ence of the hRad50=hMre11=NBS1-mediated NHEJ pathway and suggests
that such a pathway is critical during early development (168).

In summary, it appears that DNA end joining in mammalian cells may
occur by several distinct pathways. Future studies are needed to elucidate
the biological roles of the NHEJ subpathways.

Acknowledgments

The studies in the laboratories of the authors have been supported by research grants from the
U.S. National Institutes of Health. L.K. was supported in part by a NATO Science Fellowship and
S.V.K. was supported in part by a U.S. Army fellowship. We are grateful to Michael Sehorn and
Jana Villemain for reading the manuscript.

References

1. Norbury, C. J., and Hickson, I. D. (2001). Cellular responses to DNA damage. Annu. Rev.
Pharmacol. Toxicol. 41, 367–401.

2. Cox, M. M. (2001). Recombinational DNA repair of damaged replication forks in Escherichia
coli: Questions. Annu. Rev. Genet. 35, 53–82.

3. Michel, B. et al. (2001). Rescue of arrested replication forks by homologous recombination.
Proc. Natl. Acad. Sci. USA 98, 8181–8188.

4. Foiani, M. et al. (2000). DNA damage checkpoints and DNA replication controls in Sacchar-
omyces cerevisiae. Mutat. Res. 451, 187–196.

5. Greenwood, J., Costanzo, V., Robertson, K., Hensey, C., and Gautier, J. (2001). Responses to
DNA damage in Xenopus: Cell death or cell cycle arrest. Novartis Found. Symp. 237,
221–230; discussion 230–234.

6. Kaliraman, V., Mullen, J. R., Fricke, W. M., Bastin-Shanower, S. A., and Brill, S. J. (2001).
Functional overlap between Sgs1-Top3 and the Mms4-Mus81 endonuclease. Genes Dev. 15,
2730–2740.

7. Rothstein, R., Michel, B., and Gangloff, S. (2000). Replication fork pausing and recombin-
ation or ‘‘gimme a break.’’ Genes Dev. 14, 1–10.

8. Kolodner, R. D., Putnam, C. D., and Myung, K. (2002). Maintenance of genome stability in
Saccharomyces cerevisiae. Science 297, 552–557.

9. Lindahl, T., and Wood, R. D. (1999). Quality control by DNA repair. Science 286,

1897–1905.
10. Pierce, A. J. et al. (2001). Double-strand breaks and tumorigenesis. Trends Cell Biol. 11,

S52–59.
11. Cromie, G. A., Connelly, J. C., and Leach, D. R. (2001). Recombination at double-strand

breaks and DNA ends: Conserved mechanisms from phage to humans. Mol. Cell 8,

1163–1174.

dsb repair machines in eukaryotes 191



12. D’Amours, D., and Jackson, S. P. (2002). The Mre11 complex: At the crossroads of DNA
repair and checkpoint signalling. Nat. Rev. Mol. Cell Biol. 3, 317–327.

13. McBlane, J. F. et al. (1995). Cleavage at a V(D)J recombination signal requires only RAG1
and RAG2 proteins and occurs in two steps. Cell 83, 387–395.

14. Grawunder, U., West, R. B., and Lieber, M. R. (1998). Antigen receptor gene rearrangement.
Curr. Opin. Immunol. 10, 172–180.

15. Siskind, G. W., and Benacerraf, B. (1969). Cell selection by antigen in the immune response.
Adv. Immunol. 10, 1–50.

16. Stavnezer, J. (1996). Immunoglobulin class switching. Curr. Opin. Immunol. 8, 199–205.
17. Bross, L. et al. (2000). DNA double-strand breaks in immunoglobulin genes undergoing

somatic hypermutation. Immunity 13, 589–597.
18. Papavasiliou, F. N., and Schatz, D. G. (2000). Cell-cycle-regulated DNA double-stranded

breaks in somatic hypermutation of immunoglobulin genes. Nature 408, 216–221.
19. Muramatsu, M. et al. (1999). Specific expression of activation-induced cytidine deaminase

(AID), a novel member of the RNA-editing deaminase family in germinal center B cells.
J. Biol. Chem. 274, 18470–18476.

20. Petersen, S. et al. (2001). AID is required to initiate Nbs1=gamma-H2AX focus formation and
mutations at sites of class switching. Nature 414, 660–665.

21. Martini, E., and Keeney, S. (2002). Sex and the single (double-strand) break. Mol. Cell 9,
700–702.

22. Smith, K. N., Penkner, A., Ohta, K., Klein, F., and Nicolas, A. (2001). B-type cyclins CLB5
and CLB6 control the initiation of recombination and synaptonemal complex formation in
yeast meiosis. Curr. Biol. 11, 88–97.

23. Keeney, S. (2001). Mechanism and control of meiotic recombination initiation. Curr. Top.
Dev. Biol. 52, 1–53.

24. Romanienko, P. J., and Camerini-Otero, R. D. (1999). Cloning, characterization, and local-
ization of mouse and human SPO11. Genomics 61, 156–169.

25. Keeney, S. et al. (1999). A mouse homolog of the Saccharomyces cerevisiae meiotic recom-
bination DNA transesterase Spo11p. Genomics 61, 170–182.

26. Dernburg, A. F. et al. (1998). Meiotic recombination in C. elegans initiates by a conserved
mechanism and is dispensable for homologous chromosome synapsis. Cell 94, 387–398.

27. Villeneuve, A. M., and Hillers, K. J. (2001). Whence meiosis?. Cell 106, 647–650.
28. Zickler, D., and Kleckner, N. (1999). Meiotic chromosomes: Integrating structure and

function. Annu. Rev. Genet. 33, 603–754.
29. Roeder, G. S. (1997). Meiotic chromosomes: It takes two to tango. Genes Dev. 11,

2600–2621.
30. Paques, F., and Haber, J. E. (1999). Multiple pathways of recombination induced by double-

strand breaks in Saccharomyces cerevisiae. Microbiol. Mol. Biol. Rev. 63, 349–404.
31. Takata, M. et al. (1998). Homologous recombination and non-homologous end-joining path-

ways of DNA double-strand break repair have overlapping roles in the maintenance of
chromosomal integrity in vertebrate cells. EMBO J. 17, 5497–5508.

32. Szostak, J. W., Orr-Weaver, T. L., Rothstein, R. J., and Stahl, F. W. (1983). The double-strand-
break repair model for recombination. Cell 33, 25–35.

33. Allers, T., and Lichten, M. (2001). Intermediates of yeast meiotic recombination contain
heteroduplex DNA. Mol. Cell 8, 225–231.

34. Kleckner, N. (1996). Meiosis: How could it work? Proc. Natl. Acad. Sci. USA 93, 8167–8174.
35. Roeder, G. S., and Bailis, J. M. (2000). The pachytene checkpoint. Trends Genet. 16,

395–403.
36. Allers, T., and Lichten, M. (2001). Differential timing and control of noncrossover and

crossover recombination during meiosis. Cell 106, 47–57.

192 krejci ET AL.



37. Myung, K., Chen, C., and Kolodner, R. D. (2001). Multiple pathways cooperate in the
suppression of genome instability in Saccharomyces cerevisiae. Nature 411, 1073–1076.

38. Lundblad, V. (2000). DNA ends: Maintenance of chromosome termini versus repair of
double strand breaks. Mutat. Res. 451, 227–240.

39. Lundblad, V. (2002). Telomere maintenance without telomerase. Oncogene 21, 522–531.
40. Zakian, V. A. (1996). Structure, function, and replication of Saccharomyces cerevisiae telo-

meres. Annu. Rev. Genet. 30, 141–172.
41. Sung, P., Trujillo, K. M., and Van Komen, S. (2000). Recombination factors of Saccharomyces

cerevisiae. Mutat. Res. 451, 257–275.
42. Connelly, J. C., and Leach, D. R. (2002). Tethering on the brink: The evolutionarily con-

served Mre11-Rad50 complex. Trends Biochem. Sci. 27, 410–418.
43. Paull, T. T., and Gellert, M. (1998). The 30 to 50 exonuclease activity of Mre 11 facilitates

repair of DNA double-strand breaks. Mol. Cell 1, 969–979.
44. Paull, T. T., and Gellert, M. (1999). Nbs1 potentiates ATP-driven DNA unwinding and

endonuclease cleavage by the Mre11=Rad50 complex. Genes Dev. 13, 1276–1288.
45. Trujillo, K. M., Yuan, S. S., Lee, E. Y., and Sung, P. (1998). Nuclease activities in a complex of

human recombination and DNA repair factors Rad50, Mre11, and p95. J. Biol. Chem. 273,
21447–21450.

46. Usui, T. et al. (1998). Complex formation and functional versatility of Mre11 of budding yeast
in recombination. Cell 95, 705–716.

47. Chen, L., Trujillo, K., Ramos, W., Sung, P., and Tomkinson, A. E. (2001). Promotion of Dn14-
catalyzed DNA end-joining by the Rad50=Mre11=Xrs2 and Hdf1=Hdf2 complexes.Mol. Cell
8, 1105–1115.

48. Lobachev, K. S., Gordenin, D. A., and Resnick, M. A. (2002). The Mre11 complex is required
for repair of hairpin-capped double-strand breaks and prevention of chromosome rearrange-
ments. Cell 108, 183–193.

49. Hopfner, K. P., Putnam, C. D., and Tainer, J. A. (2002). DNA double-strand break repair
from head to tail. Curr. Opin. Struct. Biol. 12, 115–122.

50. Hopfner, K. P. et al. (2002). The Rad50 zinc-hook is a structure joining Mre11 complexes in
DNA recombination and repair. Nature 418, 562–566.

51. Hopfner, K. P. et al. (2001). Structural biochemistry and interaction architecture of the DNA
double-strand break repair Mre11 nuclease and Rad50-ATPase. Cell 105, 473–485.

52. Hopfner, K. P. et al. (2000). Mre11 and Rad50 from Pyrococcus furiosus: Cloning and
biochemical characterization reveal an evolutionarily conserved multiprotein machine.
J. Bacteriol. 182, 6036–6041.

53. Anderson, D. E., Trujillo, K. M., Sung, P., and Erickson, H. P. (2001). Structure of the
Rad50 	 Mre11 DNA repair complex from Saccharomyces cerevisiae by electron
microscopy. J. Biol. Chem. 276, 37027–37033.

54. de Jager, M. et al. (2001). Human Rad50=Mre11 is a flexible complex that can tether DNA
ends. Mol. Cell 8, 1129–1135.

55. Basile, G., Aker, M., and Mortimer, R. K. (1992). Nucleotide sequence and transcriptional
regulation of the yeast recombinational repair gene RAD51. Mol. Cell. Biol. 12, 3235–3246.

56. Aboussekhra, A., Chanet, R., Adjiri, A., and Fabre, F. (1992). Semidominant suppressors of
Srs2 helicase mutations of Saccharomyces cerevisiae map in the RAD51 gene, whose
sequence predicts a protein with similarities to procaryotic RecA proteins. Mol. Cell. Biol.
12, 3224–3234.

57. Shinohara, A., Ogawa, H., and Ogawa, T. (1992). Rad51 protein involved in repair and
recombination in S. cerevisiae is a RecA-like protein. Cell 69, 457–470.

58. Ogawa, T., Yu, X., Shinohara, A., and Egelman, E. H. (1993). Similarity of the yeast RAD51
filament to the bacterial RecA filament. Science 259, 1896–1899.

dsb repair machines in eukaryotes 193



59. Sung, P., and Robberson, D. L. (1995). DNA strand exchange mediated by a RAD51-ssDNA
nucleoprotein filament with polarity opposite to that of RecA. Cell 82, 453–461.

60. Benson, F. E., Stasiak, A., and West, S. C. (1994). Purification and characterization of the
human Rad51 protein, an analogue of E. coli RecA. EMBO J. 13, 5764–5771.

61. Yu, X., Jacobs, S. A., West, S. C., Ogawa, T., and Egelman, E. H. (2001). Domain structure
and dynamics in the helical filaments formed by RecA and Rad51 on DNA. Proc. Natl. Acad.
Sci. USA 98, 8419–8424.

62. Sung, P. (1994). Catalysis of ATP-dependent homologous DNA pairing and strand exchange
by yeast RAD51 protein. Science 265, 1241–1243.

63. Gupta, R. C., Bazemore, L. R., Golub, E. I., and Radding, C. M. (1997). Activities of human
recombination protein Rad51. Proc. Natl. Acad. Sci. USA 94, 463–468.

64. Baumann, P., Benson, F. E., and West, S. C. (1996). Human Rad51 protein promotes ATP-
dependent homologous pairing and strand transfer reactions in vitro. Cell 87, 757–766.

65. Sigurdsson, S., Trujillo, K., Song, B., Stratton, S., and Sung, P. (2001). Basis for avid
homologous DNA strand exchange by human Rad51 and RPA. J. Biol. Chem. 276,

8798–8806.
66. Bianco, P. R., Tracy, R. B., and Kowalczykowski, S. C. (1998). DNA strand exchange proteins:

A biochemical and physical comparison. Front. Biosci. 3, D570–603.
67. Sugiyama, T., Zaitseva, E. M., and Kowalczykowski, S. C. (1997). A single-stranded DNA-

binding protein is needed for efficient presynaptic complex formation by the Saccharomyces
cerevisiae Rad51 protein. J. Biol. Chem. 272, 7940–7945.

68. Zaitseva, E. M., Zaitsev, E. N., and Kowalczykowski, S. C. (1999). The DNA binding
properties of Saccharomyces cerevisiae Rad51 protein. J. Biol. Chem. 274, 2907–2915.

69. Van Komen, S., Petukhova, G., Sigurdsson, S., Stratton, S., and Sung, P. (2000).
Superhelicity-driven homologous DNA pairing by yeast recombination factors Rad51 and
Rad54. Mol. Cell 6, 563–572.

70. Sung, P., and Stratton, S. A. (1996). Yeast Rad51 recombinase mediates polar DNA strand
exchange in the absence of ATP hydrolysis. J. Biol. Chem. 271, 27983–27986.

71. Fortin, G. S., and Symington, L. S. (2002). Mutations in yeast Rad51 that partially bypass the
requirement for Rad55 and Rad57 in DNA repair by increasing the stability of Rad51-DNA
complexes. EMBO J. 21, 3160–3170.

72. Morgan, E. A., Shah, N., and Symington, L. S. (2002). The requirement for ATP hydrolysis by
Saccharomyces cerevisiae Rad51 is bypassed by mating-type heterozygosity or RAD54 in high
copy. Mol. Cell. Biol. 22, 6336–6343.

73. Morrison, C. et al. (1999). The essential functions of human Rad51 are independent of ATP
hydrolysis. Mol. Cell. Biol. 19, 6891–6897.

74. Gupta, R. C., Folta-Stogniew, E., O’Malley, S., Takahashi, M., and Radding, C. M. (1999).
Rapid exchange of A:T base pairs is essential for recognition of DNA homology by human
Rad51 recombination protein. Mol. Cell 4, 705–714.

75. Song, B., and Sung, P. (2000). Functional interactions among yeast Rad51 recombinase,
Rad52 mediator, and replication protein A in DNA strand exchange. J. Biol. Chem. 275,
15895–15904.

76. Eggler, A. L., Inman, R. B., and Cox, M. M. (2002). The Rad51-dependent pairing of long
DNA substrates is stabilized by replication protein A. J. Biol. Chem. 277, 39280–39288.

77. Van Komen, S., Petukhova, G., Sigurdsson, S., and Sung, P. (2002). Functional crosstalk
among Rad51, Rad54, and RPA in heteroduplex DNA joint formation. J. Biol. Chem. 277,
43578–43587.

78. Petukhova, G., Stratton, S., and Sung, P. (1998). Catalysis of homologous DNA pairing by
yeast Rad51 and Rad54 proteins. Nature 393, 91–94.

194 krejci ET AL.



79. Sung, P. (1997). Yeast Rad55 and Rad57 proteins form a heterodimer that functions with
replication protein A to promote DNA strand exchange by Rad51 recombinase. Genes Dev.
11, 1111–1121.

80. Shinohara, A., Shinohara, M., Ohta, T., Matsuda, S., and Ogawa, T. (1998). Rad52 forms ring
structures and co-operates with RPA in single-strand DNA annealing. Genes Cells 3,

145–156.
81. Kagawa, W. et al. (2002). Crystal structure of the homologous-pairing domain from the

human Rad52 recombinase in the undecameric form. Mol. Cell 10, 359–371.
82. Mortensen, U. H., Bendixen, C., Sunjevaric, I., and Rothstein, R. (1996). DNA strand

annealing is promoted by the yeast Rad52 protein. Proc. Natl. Acad. Sci. USA 93,

10729–10734.
83. Milne, G. T., and Weaver, D. T. (1993). Dominant negative alleles of RAD52 reveal a DNA

repair=recombination complex including Rad51 and Rad52. Genes Dev. 7, 1755–1765.
84. Sung, P. (1997). Function of yeast Rad52 protein as a mediator between replication protein A

and the Rad51 recombinase. J. Biol. Chem. 272, 28194–28197.
85. New, J. H., Sugiyama, T., Zaitseva, E., and Kowalczykowski, S. C. (1998). Rad52 protein

stimulates DNA strand exchange by Rad51 and replication protein A. Nature 391, 407–410.
86. Shinohara, A., and Ogawa, T. (1998). Stimulation by Rad52 of yeast Rad51-mediated recom-

bination. Nature 391, 404–407.
87. Sugiyama, T., New, J. H., and Kowalczykowski, S. C. (1998). DNA annealing by RAD52

protein is stimulated by specific interaction with the complex of replication protein A and
single-stranded DNA. Proc. Natl. Acad. Sci. USA 95, 6049–6054.

88. New, J. H., and Kowalczykowski, S. C. (2002). Rad52 protein has a second stimulatory role in
DNA strand exchange that complements replication protein-A function. J. Biol. Chem. 277,
26171–26176.

89. Krejci, L. et al. (2002). Interaction with Rad51 is indispensable for recombination mediator
function of Rad52. J. Biol. Chem. 277, 40132–40141.

90. Krejci, L., Damborsky, J., Thomsen, B., Duno, M., and Bendixen, C. (2001). Molecular
dissection of interactions between Rad51 and members of the recombination-repair group.
Mol. Cell. Biol. 21, 966–976.

91. Kaytor, M. D., and Livingston, D. M. (1996). Allele-specific suppression of temperature-
sensitive mutations of the Saccharomyces cerevisiae RAD52 gene. Curr. Genet. 29, 203–210.

92. Boundy-Mills, K. L., and Livingston, D. M. (1993). A Saccharomyces cerevisiae RAD52 allele
expressing a C-terminal truncation protein: Activities and intragenic complementation of
missense mutations. Genetics 133, 39–49.

93. Lovett, S. T. (1994). Sequence of the RAD55 gene of Saccharomyces cerévisiae: Similarity of
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The plasma membrane Hþ-ATPase from fungi and plants is a P-type AT-
Pase proton pump which plays a key role in the physiology of these organisms,
controlling essential functions, such as nutrient uptake and intracellular pH
regulation. In yeast and plant cells, its activity is regulated by a large number
of environmental factors. Although yeast and plant Hþ-ATPases share the
same topology and function, these two organisms have developed different
regulatory mechanisms in order to tightly control Hþ-ATPase activity. Recent
advances in the field have been mainly made using three different approaches:
crystallography, biochemistry, and molecular genetics. The elucidation of the
three-dimensional structure of the sarcoplasmic reticulum Ca2þ-ATPase in
two different states of the catalytic cycle has led to a greater understanding
of the structure-function relationships for both yeast and plant Hþ-ATPases.
Biochemical approaches have demonstrated differences in regulation of the
activity of the yeast and the plant Hþ-ATPases. In particular, much effort has
been applied to elucidating the mechanism of regulation of the plant Hþ-AT-
Pase by its regulatory carboxy-terminal domain which involves the phosphoryl-
ation-dependent binding of 14-3-3 proteins. Finally, the combination of yeast
genetics and biochemistry has helped to unravel the specific requirements for
the trafficking of the Hþ-ATPase from the endoplasmic reticulum to its final
destination, the plasma membrane.

I. Introduction

The plasma membrane (PM)
1

proton-pump ATPase (PM Hþ-ATPase), a
100-kDa polypeptide, is one of the most abundant proteins in the PM and is
found in plants, fungi, and some archaebacteria. Using the energy provided
by hydrolysis of ATP, it pumps protons out of the cell, creating a membrane
potential and pH gradient, which, in turn, activate many secondary transport-
ers. At the same time, PM Hþ-ATPase is a high consumer of cellular ATP
[accounting for 25–50% of the total ATP consumption in root hairs (1)] and
is therefore expected to be tightly regulated.

Our laboratory has carried out research on PM Hþ-ATPase for more than
two decades. In 1980, we purified the yeast PM Hþ-ATPase from Saccharo-
myces pombe (SpPMA1) (2), then cloned the gene in 1987 (3), whereas the

1 Abbreviations: At, Arabidopsis thaliana; DIG, detergent-insoluble glycolipid-enriched
domain; ER, endoplasmic reticulum; Hs, Homo sapiens; LPC, lysophosphatidylcholine; Nc,
Neurospora crassa; Np, Nicotiana plumbaginifolia; PM, plasma membrane; PMA, plasma
membrane Hþ-ATPase; Sc, Saccharomyces cerevisiae; Sp, Schizosaccharomyces pombe; TMD,
transmembrane domain; ts, temperature sensitive. All gene and protein names are preceded by
the species abbreviation. The nomenclature used is ScPMA1, gene; ScPMA1, protein; Scpma1-7,
mutant gene; ScPMA1-7, mutant protein; Scpmal �, gene deletion.
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Saccharomyces cerevisiae ScPMA1 gene was cloned in 1986 by Serrano et al.
(4). In 1989, three plant PM Hþ-ATPase genes were isolated, two in Arabidop-
sis (5, 6) and one in Nicotiana plumbaginifolia (NpPMA2) (7). Eight more
genes have been identified in the latter species [reviewed in (8)]. Meanwhile,
work on S. pombe was abandoned to carry out more extended studies on S. cer-
evisiae ScPMA1. From this time, analysis of the Hþ-ATPase in the unicellular
yeast and higher plants gave us an overview of differences and similarities be-
tween the same protein in the two homologous families. Research on these two
groups of organisms has provided complementary information about the
enzyme. However, it is also interesting to see how gene family organization
and enzyme regulatory properties have evolved to adapt to very distinct
physiological contexts in yeast and plants. Recently, PM Hþ-ATPase has also
become a paradigm for studying the trafficking of polytopic proteins to the PM.

In this review, we will first describe the classification and family organiza-
tion of the PM Hþ-ATPase genes as well as the structural properties and main
physiological roles of the enzyme. We will then focus on the different
regulation mechanisms and, finally, deal with the trafficking aspect.

II. PM H1-ATPase Gene Organization and Expression

In contrast to the vacuolar Hþ-ATPase (V-type) or the mitochondrial and
chloroplast Hþ-ATPases (more accurately referred to as ATP synthases), the
PM Hþ-ATPase shares structural and mechanical properties with the P-type
ATPase superfamily, which includes the well-characterized Ca2þ-, Naþ=Kþ-,
and Hþ=Kþ-ATPases. More precisely, the PM Hþ-ATPase belongs to the PIII
family [(9), see also http:==biobase.dk=�axe=Patbase.html]. The P-type family
is defined by the fact that its members hydrolyze ATP through a phos-
phorylated aspartate intermediate during the catalytic cycle. Sixteen P-type
ATPases have been identified in S. cerevisiae and 47 in Arabipodsis. P-type AT-
Pases belong to the hydrolase superfamily and have probably evolved by the
fusion of a phosphatase with a nucleotide-binding protein. Structure and
sequence comparisons have highlighted similarities between the catalytic site
of a haloacid dehalogenase and that of a P-type ATPase [reviewed in (10)]. The
yeast Hþ-ATPases and the Neurospora crassa enzyme, NcPMA1, share about
29% amino acid identity with the plant Hþ-ATPases, revealing a common
backbone that is conserved between these organisms.

PM Hþ-ATPases are encoded by a family of two genes (89% amino acid
identity) in S. cerevisiae and of about 10 genes in plants (8, 11). In yeast, only
one gene, ScPMA1, is highly expressed and essential. The other, ScPMA2, has
a very low expression and can be deleted without any effect on yeast growth,
but can functionally replace ScPMA1 if its transcription promoter is replaced
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by that of ScPMA1. The existence of two genes is probably explained by ances-
tral duplication of the yeast genome, with subsequent predominance of one of
the two genes.

The different plant isoforms are organized into five subfamilies, which
appeared early during plant evolution, as the same organization is found in
monocotyledons (rice) and dicotyledons (Nicotiana, Arabidopsis) (8). In con-
trast to this conserved organization, gene composition within a subfamily varies
between species, suggesting that gene duplication and=or deletion occurred
more recently during evolution.

Genes belonging to subfamilies III, IV, and V (8) seem to be expressed in
particular cell types, and their roles in the plant have not yet been precisely
identified. The expression of subfamilies I and II has been characterized in
more detail. Individual members can be expressed in a restricted number of
cell types or in many cell types. However, if we sum up the expression of all
the genes within these two subfamilies, we can conclude that both subfamilies
are expressed in almost all cell types. There are, however, quantitative differ-
ences. The most abundant expression is found in those cell types that undergo
intensive transport, i.e., the root epidermis, phloem, guard cells, and meri-
stematic tissues. In N. plumbaginifolia, NpPMA2 (subfamily I) and NpPMA4
(subfamily II) are each expressed in many cell types and were therefore chosen
as representative of their subfamilies to understand their respective roles
(see below).

III. Structure and Activity

A. Topology and Structure
PM Hþ-ATPases are composed of a single polypeptide of approximately

100 kDa, organized into 10 transmembrane domains (TMD) and four cytosolic
regions, the NH2- and COOH-terminal regions, a small loop between TMD2
and TMD3, and a large loop (bearing the catalytic site) between TMD4 and
TMD5 (Fig. 1).

Although two-dimensional (2D) crystallographic and electron microscopic
analysis of N. crassa (12, 13) and Arabidopsis (14) PM Hþ-ATPases
has been performed, the highest resolution (2.6 Å) for a P-type ATPase has
been obtained by X-ray diffraction of a three-dimensional (3D) crystal of
rabbit sarcoplasmic reticulum Ca2þ-ATPase (15, 16) (Fig. 2).

The N-terminal region and the small loop form the A-domain, whereas the
large loop is divided into two domains, the phosphorylation (P) domain, which
bears the aspartate residue that is phosphorylated during catalysis and that
interacts with the membrane domain involved in cation translocation, and
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the nucleotide-binding (N) domain, which binds ATP and that after structural
rearrangement transfers the �-phosphate to the P-domain. The C-terminal
domain is almost absent in this Ca2þ-ATPase, but modeling of the N. crassa
PM Hþ-ATPases suggests that this region interacts with the N-domain (13).

B. Enzymology
The PM Hþ-ATPases, which catalyze proton transport and ATP hydolysis,

belong to the P-type ATPase family, so called because its members are charac-
terized by a phosphorylated catalytic intermediate. During the catalytic cycle,
the enzyme forms an aspartyl-phosphate intermediate and cycles between two
different conformational states: E1 and E2 [reviewed in (17)]. The enzymatic
properties of membrane-bound and purified detergent-solubilized PM Hþ-
ATPases have been extensively studied for several isoforms and mutants from
yeast and plants [reviewed in (18)]. However, the main advance in the under-
standing of the enzymology of the P-ATPases came from the resolution of the
3D structure of the E1 and E2 states of the sarcoplasmic reticulum Ca2þ-
ATPase (15, 16). Comparison of these two structures (Fig. 2) identified confor-
mational changes that take place during catalysis. Basically, in the E2 state, the
three cytoplasmic domains A, P, and N gather to form a single headpiece, and 6
of the 10 transmembrane helices undergo large-scale rearrangements. These
modifications allow the subsequent release of calcium ions into the lumen of
the sarcoplasmic reticulum (16).

Fig. 1. PM H+-ATPase topology. The PM H+-ATPase is composed of 10 transmembrane
domains and four exposed hydrophilic cytoplasmic domains, the N-terminal region (N-term);
small loop (SL), large catalytic loop (LL), and C-terminal region (C-term).
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Such a resolution has not yet been achieved for the PM Hþ-ATPases, as
the best resolution obtained so far for the Neurospora crassa Hþ-ATPase is
8 Å using electron microscopy of 2D crystals, followed by 3D map reconstruc-
tion (12). More recently, comparison of the ligand-free and Mg2þ=ADP-bound
states (both in the E1 state) of this enzyme has shown rearrangements of the
cytoplasmic domain following Mg2þ=ADP binding, accompanied by a modest
conformational change in the transmembrane domain (19). Higher resolution
is required to refine the mechanism of proton transport, although this will be
complicated by the nature of the Hþ ion itself, which can bind to carboxyl and
amino groups that are unrelated to the transport path. Another important un-
answered question is the number of protons transported per ATP molecule
hydrolyzed. This number is still unknown, but has been suggested to depend

Fig. 2. 3D representation of the structure of the rabbit endoplasmic/sarcoplasmic reticulum
Ca2+-ATPase [reproduced with kind permission from Toyoshima et al. (15, 16)]. (A) Lateral view of
the Ca2+-ATPase structure in the E1 state (15) The left picture shows the A-domain, composed
of the N-terminal region and the small loop, the transmembrane domains (TMD), and the large
loop. The two domains of the large loop, the phosphorylated domain (P-domain) and the
nucleotide-binding domain (N-domain), are shown in the right picture. (B) Lateral view of the
Ca2+-ATPase structure in the E2 state (16). These structures were obtained using the Rasmol
program (166) (E1 state: 1EUL, E2 state: 1IWO in PDB databank). (C) The scheme shows the
Ca2+-ATPase catalytic cycle based on two conformational states: E1 and E2. The same scheme
applies to H+-ATPase by replacing Ca2+ with H+.
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on the activation state of the PM Hþ-ATPase in both yeasts (20) and plants
(21, 22). Together with the stoichiometry, the determination of the mechanism
of proton transport by the PM Hþ-ATPase will be a major challenge.

C. Oligomerization
Although there is considerable evidence suggesting that PM Hþ-ATPases

exist as homooligomers, the degree of oligomerization is still uncertain, notably
because of the difficulty in identifying the exact size of proteins interacting
with detergents. In yeast, the S. pombe SpPMA1 is solubilized with detergent
as octamers or decamers (2), whereas ScPMA1 is solubilized as trimers, dode-
camers, or both, depending on the detergent used (23, 24). N. crassa PM Hþ-
ATPase is solubilized and purified as hexamers (25) and hexamers are also
observed by electron microscopy of a 2D crystal (12); however, the oligomer
size in the PM, calculated by radiation inactivation, corresponds to that of a
dimer (26). When expressed in yeast, PM Hþ-ATPases from the plant, Arabi-
dopsis (14), and the archea, Methanococcus jannaschii (27), appear as dimers.
After solubilization and purification, N. plumbaginifolia NpPMA2 was also
found to be a dimer (O. Maudoux and J. Kanczewska, unpublished results).

Because most of these data were obtained using solubilized enzymes, it is
possible that oligomerization is an artifact caused by the presence of deter-
gents. The quaternary structure of PM Hþ-ATPase has still to be determined
within the PM, e.g., using cross-linking agents.

IV. Functions

A. Transport
In all organisms, the PM Hþ-ATPase maintains the electrical and pH gra-

dients across the PM and these, in turn, provide the energy used by channels
and transporters for nutrient and ion transport across the membrane (Fig. 3).
This role in plant and yeast organisms is thus comparable to the basic function
of the Naþ=Kþ-ATPase in animal cells. Rapid growth of yeast cells requires
high transport of metabolites and thus relies heavily on PM Hþ-ATPase-
activated transport. As a consequence, the PM Hþ-ATPase is very abundant,
accounting for up to 10% of the PM proteins. As discussed later, this requires
very strict control of its activity to avoid unnecessary ATP consumption.

In plants, the situation is more complex, as some cell types are more in-
volved in transport than others and thus express larger amounts of PM Hþ-
ATPases. As shown by in situ immunolocalization or using the �-glucuronidase
reporter, the PM Hþ-ATPase is particularly abundant in certain cell types (10,
11, 28–31). This is the case in the root epidermis and to a lesser degree, the
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subjacent cortical layer, which are involved in mineral nutrition (NO3
�, NH4

þ,
HPO4

2�, Kþ, Mg2þ, etc.). The phloem network is involved in the long distance
transport of metabolites (sugars, amino acids, etc.), particularly between the
source tissues (mature leaves, which generate organic molecules using photo-
synthetic energy) and sink tissues, which are net importers. The companion
cells, which load the phloem vessels with sucrose released into the apoplasm
(external medium) by the mesophyl cells, express high levels of PM Hþ-AT-
Pase. High PM Hþ-ATPase expression is also found in the guard cells, the
pairs of cells that control, in the epidermis, the size of the stomatal aperture,
through which gas exchange (CO2 and O2) and water transpiration occur.
Aperture size is controlled by osmotic effects that cause the guard cells to

Fig. 3. Activation of the secondary transport systems by PM H+-ATPase in plant and yeast
cells. The PM H+-ATPase transforms chemical energy (ATP) into electrical and osmotic energy
(pH and H+ gradients across the plasma membrane). This proton motive force is used by channels
and secondary transporters (symporters, antiporters, or uniporters) to transport nutrients or ions
across the plasma membrane.
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shrink or expand, and these osmotic modifications result from ion movement
(e.g., Kþ and organic acids) through the PM, hence the importance of
the PM Hþ-ATPase. Finally, the PM Hþ-ATPase is also abundant in meristem-
atic regions, as these fast growing tissues require a large supply of organic
resources.

B. Cell Elongation
An osmotic effect related to PM Hþ-ATPase activity in plants has also been

implicated in cell elongation, which is mainly triggered by an increase in cell
volume. In addition to its indirect role in cell swelling, the PM Hþ-ATPase is
responsible for the acidification of the apoplasm that might be involved in cell
wall loosening, possibly by triggering activation of endoglucanases (32) or a
class of newly characterized enzymes, the expansins (33). Cell swelling and
wall loosening result in cell elongation. Auxin, a phytohormone with a well-
characterized role in cell elongation, activates the PM Hþ-ATPase through
auxin-binding proteins, including ABP57 (34). Moreover, fusicoccin, a fungal
toxin, which irreversibly binds and activates PM Hþ-ATPases (see below),
partly mimics auxin by mediating cell elongation. In addition to activating
PM Hþ-ATPase, auxin has been reported to affect its expression (35, 36);
however, contradictory results have been obtained in this regard (37, 38).
The role of the PM Hþ-ATPase proposed in the acid growth theory (39) is still
debated.

C. Internal pH Homeostasis
Many metabolic reactions modify the cellular pH, either because they use

or produce protons or because their substrates and products have weak acidic
or basic functions with different pKs. It is tempting to hypothesize that the PM
Hþ-ATPase is involved in internal pH homeostasis when a low cytosolic pH re-
quires the elimination of protons. There is no direct evidence for this; however,
depending on the isoform, the optimal pH for the enzyme is between 6 and 7,
suggesting that the pump might be activated when the cytosolic pH becomes
too low.

D. Abiotic Stress Resistance
In contrast to animal cells, which are bathed in a saline external medium,

plant and yeast cells are sensitive to NaCl. Although low Naþ and high Kþ

intracellular concentrations are conserved in these organisms, the main differ-
ence between the two groups is the presence, in animal cells, of the Naþ=
Kþ-ATPase pump (instead of the Hþ-ATPase pump), which controls Naþ

homeostasis. In plants, PM Hþ-ATPases are expected to be involved in salt tol-
erance, maintaining the transmembrane Hþ gradient used by PM Naþ=Hþ

transporters to extrude Naþ ions. Another means used by plants and yeasts
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to protect themselves from Naþ toxicity is vacuole sequestration. Salt stress
also results in osmotic stress taken in charge by more specific tolerance mech-
anisms, such as accumulation of osmoprotectants. PM Hþ-ATPase mRNA
accumulates in Atriplex nummularia, N. tabacum, or tomato in response to
NaCl treatment (40, 41). Moreover, an Arabidopsis mutant with a knockout
PM Hþ-ATPase AtAHA4 gene is more sensitive to salt stress (42).

In yeast, no increase in PM Hþ-ATPase transcript levels is seen during salt
stress (43, 44). In addition, it seems that PM Hþ-ATPase down-regulation in-
creases salt stress resistance. ScPMA1 mutants with reduced activity show
increased salt tolerance (45, 46) and deletion of ScPTK2, a kinase involved
in ScPMA1 activation, also results in increased salt tolerance and, more gener-
ally, cation tolerance (47). A decreased plasma membrane electrical potential
could explain the decrease in Naþ influx (48). The existence of a PM sodium
pump in yeast (49, 50), not seen in plants, might also explain the different
behavior of yeast and plant PM Hþ-ATPases as regards salt tolerance.

V. Translational Regulation

Although there is no evidence for translation regulation of yeast PM Hþ-
ATPase, one feature of plant PM Hþ-ATPase transcripts suggests that this does
occur, this being that the 50 untranslated transcript region (leader) of several of
them possesses a short (3-13 codon) upstream open reading frame (uORF)
preceding the Hþ-ATPase ORF [reviewed in (8)]. A large proportion of the
ribosomes initiates translation at the uORF; however, some are able to reiniti-
ate downstream translation of the main ORF (Hþ-ATPase) (51, 52). This
system might lead to a fine tuning; although only resulting in a maximal two-
fold difference in translation, this represents a lot of protein, considering the
abundance of PM Hþ-ATPase transcripts. The stimuli and factors involved
in this regulation are unknown.

VI. Posttranslational Regulation

The catalytic activity of the yeast and plant PM Hþ-ATPases is regulated
by a large number of physiological signals. The best characterized mechanism
of posttranslational regulation of the PM Hþ-ATPase involves the auto-
inhibitory function of the C-terminal domain of the enzyme. It is now
well established that this region inhibits the enzymatic activity and that the in-
hibition can be alleviated by different mechanisms, the most common being
(de)phosphorylation of the enzyme.
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A. Regulation of the Yeast PM H1-ATPase
Initial data on posttranslational regulation of the yeast PM Hþ-ATPase

came from the observation that the enzyme is activated by addition of glucose
to cells starved in a sugar-free medium (53). A similar phenotype is obtained by
constitutive deletion of the 11 carboxy-terminal amino acids (54), suggesting
that the PM Hþ-ATPase contains a C-terminal inhibitory domain, the function
of which can be switched off by glucose metabolism. Activation of the PM
Hþ-ATPase is characterized by higher ATPase hydrolytic activity, a higher
affinity for MgATP, and an alkaline shift of the optimum pH (53). The
C-terminal region of ScPMA1 contains putative phosphorylation sites, which
are important for glucose-dependent regulation (55). In addition, in vivo phos-
phorylation of ScPMA1 is associated with increased ATPase activity during
growth on glucose, and, upon glucose starvation, dephosphorylation occurs
concomitantly with a decrease in enzymatic activity (56). Taken together, these
observations led to the hypothesis that reversible, site-specific phosphorylation
of the C-terminus of ScPMA1 serves to adjust ATPase activity in response to
nutritional signals.

Several attempts have been made to identify the kinase(s) involved in this
regulatory process, and different pathways have been proposed to transmit the
signal leading from nutrient sensing to PM Hþ-ATPase activation. For
example, when glucose is added to starved cells, a transient increase in the
cAMP concentration occurs that induces a protein phosphorylation cascade
(57), and there is a concomitant increase in PM Hþ-ATPase activity (53).
The cAMP-dependent protein kinase might therefore be involved in regula-
tion of ScPMA1 activity during growth in glucose. However, it is now clear that
the link between these two effects is indirect (58). Other indirect evidence sug-
gests that two different pathways are involved in glucose-dependent ScPMA1
regulation. In the first, glucose-induced activation of the PM Hþ-ATPase
would require the presence of ScSNF3 (a glucose sensor), the ScGPA2 protein
(a G-protein), and the PKC signaling pathway (59), whereas, in the second, the
kinase ScPTK2 would mediate ScPMA1 activation in response to glucose me-
tabolism via Ser-899 in the C-terminal region (47). ScPTK2 has also been
suggested to be a member of a protein kinase subfamily dedicated to the regu-
lation of PM transporters (47). However, none of these proposed interactions
has been shown to be directly involved in glucose-dependent PM Hþ-ATPase
phosphorylation.

To date, only one kinase activity has been shown to be directly responsible
for PM Hþ-ATPase phosphorylation in response to glucose metabolism, this
being the casein kinases, ScYCK1 and ScYCK2, which phosphorylate ScPMA1
in vitro and regulate ScPMA1 activity, depending on the presence or absence
of glucose (60). Surprisingly, the phosphorylation site identified in this study is
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located in the ATP-binding domain and not, as expected, in the C-terminal
region and, second, the phosphorylation level decreases on glucose addition.
Taken together with previous data, this strongly suggests that PM Hþ-ATPase
activity is modulated by the combined action of a down-regulating casein
kinase I and an uncharacterized up-regulating kinase.

Finally, we still need to know which domains of the PM Hþ-ATPase
interact with the autoinhibitory C-terminal domain. One candidate is the
large loop, which is the target for the casein kinase mentioned above. Alterna-
tively, the stalk segment 5, which connects the catalytic domains to the
membrane inserted region, contains residues mutation of which leads to
constitutive activation of the PM Hþ-ATPase even in the absence of
glucose (61).

B. Regulation of the Plant PM H1-ATPase
The C-terminus of plant PM Hþ-ATPases differs from, and is longer than,

that of their yeast homologues. Nevertheless, the plant C-terminus also acts as
an inhibitory domain and can be removed by tryptic digestion (62) or genetic
deletion (63). Removal of at least 51 residues from the C-terminal domain
leads to a fully activated enzyme characterized by increased ATPase and Hþ-
pumping activities and a reduced Km for ATP. Similar activation of the plant
PM Hþ-ATPase can be produced by single point mutations obtained in either
the C-terminal region or other regions of the NpPMA2 isoform (21, 64, 65).
These single point mutations render the C-terminus more sensitive to proteo-
lytic degradation (64), suggesting that these substitutions promote the dis-
placement of the C-terminus from the rest of the enzyme. Alanine-scanning
mutagenesis through 87 residues of the C-terminal region of the AtAHA2 iso-
form identified 23 residues, concentrated in two stretches, mutation of which
results in increased Hþ-ATPase activity (65) (Fig. 4A).

Recent advances have been made in understanding the mechanism
involved in regulation of plant PM Hþ-ATPase activity via its autoinhibitory
C-terminal domain by studying the action of the fungal toxin, fusicoccin. As
mentioned above, fusicoccin treatment of plant cells induces physiological
phenomena related to PM Hþ-ATPase activation. In vivo treatment of
intact plant tissues with the toxin stimulates PM Hþ-ATPase activity (66–69 ).
At the molecular level, fusicoccin activation of the plant PM Hþ-ATPase has
been shown to involve a fusicoccin-binding receptor, which consists of a com-
plex of regulatory 14-3-3 proteins and the PM Hþ-ATPase (70–72 ). Recent
studies have shown that these proteins form a complex with the C-terminal
regulatory domain of the PM Hþ-ATPase, thus releasing its inhibitory action
(73–75 ).

14-3-3 proteins, a family of highly conserved regulatory molecules that
function as dimers, are present in all eukaryotic cells, in which they bind a
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variety of different substrates, thus regulating several different signaling
pathways. In most cases, 14-3-3 proteins recognize their target by a specific
phosphorylated sequence, the two most widespread motifs being RSXpSXP
(76) and RXY=FXpSP (77). Although the plant PM Hþ-ATPase C-terminal
domain does not contain such a motif, attempts to identify a phosphorylated
motif led to the discovery that phosphorylation of the penultimate Thr in the
C-terminal region results in the formation of the binding site for 14-3-3
proteins (78–81 ).

The fusicoccin-binding site is generated after formation of the 14-3-3=PM
Hþ-ATPase complex (82–84 ), suggesting that fusicoccin stabilizes the
preformed complex, rather than inducing its formation. However, fusicoccin
treatment is far removed from normal physiological conditions, raising the
question of whether this complex exists under normal conditions and how it

Fig. 4. Regulation of plant PM H+-ATPase activity. (A) Sequence of the plant PM H+-ATPase
C-terminal autoinhibitory region (NpPMA2 isoform). Mutations in the NpPMA2 C-terminal
region leading to activation of the pump are shown in the amino acid sequence in bold letters. The
amino acid residues in NpPMA2 corresponding to those demonstrated, in AtAHA2, to belong to
the inhibitory domain of the AtAHA2 C-terminal region are shown in the gray boxes. Two distinct
inhibitory domains can be seen, although more clearly in AtAHA2 than in NpPMA2.
(B) Regulatory mechanism of the PM H+-ATPase. The C-terminal inhibitory region, also called
the regulatory domain (R-domain), binds one or more other cytoplasmic domains (as yet
unidentified) and inhibits the pump activity. Phosphorylation of the penultimate Thr and the
subsequent binding of 14-3-3 proteins displace the C-terminal region and release pump inhibition.
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is regulated. Heterologous expression of NpPMA2 in yeast allowed its purifica-
tion as a complex with 14-3-3 proteins in the absence of fusicoccin treatment,
showing that fusicoccin is not necessary for the formation of a stable complex
(81) (Fig. 4B).

In plants, when guard cells from Vicia faba are exposed to blue light,
the PM Hþ-ATPase is activated, its C-terminus is phosphorylated on the
penultimate Thr residue, and 14-3-3 proteins are coimmunoprecipitated with
it (85). Four recently identified blue light receptors represent the first step in
the signaling cascade leading from the blue light signal to stomatal opening as a
result of PM Hþ-ATPase phosphorylation and activation (86).

Other stresses are probably involved in PM Hþ-ATPase activation. For
example, it was recently proposed that osmotic stress might activate plant
PM Hþ-ATPase via the binding of 14-3-3 proteins (87, 88), and we have now
shown this to be the case for both NpPMA2 and NpPMA4 in tobacco
(M. Woloszynska, unpublished results). The physiological role of the C-
terminus-mediated inhibition of PM Hþ-ATPase activity has also been demon-
strated in intact plants, with expression of a truncated version of the AtAHA3
isoform in transgenic plants leading to resistance to acid medium at the
seedling stage (89).

Regulation of the binding of 14-3-3 proteins to the PM Hþ-ATPase is
probably mediated by a kinase=phosphatase cycle. Binding of 14-3-3 proteins
to the PM Hþ-ATPase C-terminal region requires a phosphorylated Thr
at position C-2. The identity of the kinase involved is not known, but it is
suggested to be localized in the PM (80). To dissociate the complex, the
C-terminus would have to be dephosphorylated by a protein phosphatase,
and a protein phosphatase (PP2A) that might do this has been purified from
maize roots (90).

Phosphorylation of plant PM Hþ-ATPases might be more complex than
simply the phosphorylation of the penultimate Thr required for 14-3-3 bind-
ing. Several studies have reported some intriguing, and sometimes contradict-
ory, effects of (de)phosphorylation on plant PM Hþ-ATPase activity. It seems
clear that phosphorylation of the penultimate Thr leads to 14-3-3 protein bind-
ing and PM Hþ-ATPase activation. Syringomycin, a virulence factor produced
by certain plant pathogens, stimulates in vitro Ca2þ-dependent protein phos-
phorylation of the red beet PM Hþ-ATPase and activation of the pump (91). In
addition, dephosphorylation of the PM Hþ-ATPase correlates with a decrease
in its activity (92, 93). However, a Ca2þ-dependent phosphorylation activity is
reported to result in decreased PM Hþ-ATPase activity (94–96 ). In a fashion
similar to the yeast PM Hþ-ATPase, the plant PM Hþ-ATPase thus seems to
be up- and=or down-regulated by phosphorylation of different sites, only one
of which has been identified.
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C. Different PM H+-ATPase Isoforms Differ in Their
Regulatory Properties
The yeast, S. cerevisiae, contains two isoforms of the PM Hþ-ATPase,

ScPMA1 and ScPMA2, which are differently regulated by posttranscriptional
modification. Although ScPMA2 is expressed at a much lower level than
ScPMA1 under normal conditions (97), it is possible to express ScPMA2 under
the control of the ScPMA1 promoter and to study its enzymatic and regulatory
properties (98). This approach showed that the regulation of ScPMA2 and
ScPMA1 by glucose metabolism is different, as, although addition of glucose
increases the affinity of ScPMA2 for MgATP, it has no effect on the hydrolytic
ATPase activity (98). Second, ethanol treatment of yeast cells activates PM
Hþ-ATPase activity in a strain expressing only ScPMA1, but not that in a strain
expressing only ScPMA2 (99). The molecular basis of these differences is
unknown.

In plants, different isoforms in Arabidopsis and N. plumbaginifolia have
distinct enzymatic properties (100, 101). Recently, a study of the regulatory
properties of NpPMA2 and NpPMA4, two representatives of the two main
plant PM Hþ-ATPase subfamilies, showed that the C-terminal regulatory
regions of NpPMA2 and NpPMA4 cannot substitute for one other and in con-
trast to NpPMA2, NpPMA4 is poorly phosphorylated at its penultimate Thr
and binds 14-3-3 proteins weakly (102). The molecular analysis of these differ-
ences identified a residue at position �4 that greatly influences the phosphor-
ylation status of the penultimate Thr, binding of 14-3-3 proteins, and,
subsequently, the ATPase activity of the enzyme (102). This difference at
position C-4 (Ala in NpPMA2 and His in NpPMA4) can be generalized to all
PM Hþ-ATPases from various species belonging to the same subfamily as
either NpPMA2 (Ala or Ser at C-4) or NpPMA4 (His or Asn at C-4).
These data clearly show different regulatory properties of these two main
PM Hþ-ATPase subfamilies. However, whether this is related to different
signal transducing systems in the plant remains to be determined.

D. Other Regulatory Mechanisms of the PM H1-ATPases
The phosphorylation-mediated regulation of PM Hþ-ATPase activity is

probably not the only mechanism developed by organisms to control this
essential activity. In yeast, two small hydrophobic proteins, ScPMP1 and
ScPMP2, copurify with ScPMA1, and their deletion reduces PM Hþ-ATPase
activity by 50% (103, 104). The integral PM heat shock protein, ScHSP30,
which is induced by either heat shock or weak organic acid stress, regulates
the PM Hþ-ATPase (105). Although phosphorylation of the C-terminus is not
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involved in stress induction of the PM Hþ-ATPase, it appears to be involved in
ScHSP30-mediated modulation (105).

In plants, a potential candidate recently isolated by the yeast two-hybrid
technique is suggested to interact with the AtAHA1 PM Hþ-ATPase and regu-
late its activity (106). As already mentioned, the auxin-binding protein, ABP57,
is also suggested to activate the plant PM Hþ-ATPase via a direct interaction
with indole acetic acid (IAA) (34). Finally, lysophosphatidylcholine (LPC) is
the most powerful known phospholipid activator of the plant PM Hþ-ATPase,
and phospholipase A2, which hydrolyzes phosphatidylcholine into LPC and
free fatty acids, is present in the oat root PM, suggesting that LPC could be
a natural regulator of PM Hþ-ATPase activity (107). Although it has been sug-
gested that LPC does not bind to the C-terminus of the PM Hþ-ATPase (108),
the activation mechanism is currently unknown.

VII. Trafficking

A. PM H1-ATPase and the Secretory Pathway
In contrast to Ca2þ-ATPases, which are found in the PM, the vacuole, and

the endoplasmic=sarcoplasmic reticulum in plants and yeasts, P-type Hþ-
ATPases have been identified only in the PM. However, PM Hþ-ATPases are
asymmetrically distributed around the cell in some plant cell types, such as the
root epidermis and transfer cells (29, 31). This is reminiscent of the asymmet-
rical distribution of the Naþ=Kþ- and Hþ=Kþ-ATPases in, for example, intes-
tinal or stomach epithelium. Accumulation of plant PM Hþ-ATPase in some
kind of secretory vesicles responding to auxin has also been suggested (36)
but not supported since then.

It has been known for several years that the yeast PM Hþ-ATPase,
ScPMA1, follows the secretory pathway to reach the PM. This was shown by
blocking protein transport at different stages of the pathway using different se-
cretory (sec) mutants blocked in the ER (Scsec18), the Golgi apparatus
(Scsec7), or the secretory vesicles (Scsec6 and Scsec1) (56, 109, 110). The spe-
cific sequences responsible for the targeting of the Hþ-ATPase to the PM are
unknown, and, more generally, little is known about the targeting information
that drives polytopic proteins to the PM or segregates them from the endo-
some=vacuole pathway. Recently, some mechanistic aspects of ScPMA1 trans-
port have been studied, highlighting new aspects of PM Hþ-ATPase trafficking
in the secretory pathway [reviewed in (111)]. Although an actin-binding pro-
tein has been suggested to modulate the ScPMA1 endocytosis process (112),
the main efforts in deciphering ScPMA1 trafficking have concentrated on its
biosynthetic pathway.
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B. PM H1-ATPase and ER Quality Control
ScPMA1 PM Hþ-ATPase is synthesized on, and integrated into, the ER

membrane, where it rapidly becomes fully folded (113). A number of ScPMA1
point mutations result in this enzyme being retained in the ER as a conse-
quence of its misfolding, as shown by its higher sensitivity to trypsin [reviewed
in (114)], and this correlates with abnormal ER proliferation. Most of the ER-
retained ScPMA1 mutants are dominant lethal, consistent with oligomeriza-
tion at the level of the ER (see below) and retention of the wild-type enzyme
because of the presence of the mutant ATPase (115). Both the mutant and
wild-type ATPases might be blocked in the ER by the quality control system.
For example, the ScPMA1D378N mutant, in which the catalytically important
Asp residue is replaced by Asn, exhibits a severe biosynthetic defect, leading to
a dominant lethal phenotype. As judged by its extreme sensitivity to trypsin,
this PM Hþ-ATPase is very poorly folded. It becomes arrested in ER-derived
membrane proliferations (116), fails to escape to the Golgi, and is translocated
back into the cytosol for degradation by the proteasome (117). Insight into the
nature of the ER quality control process has been obtained by screening an in-
sertional genomic library for suppressors of the dominant lethal behavior of
D378N (117). This approach has yielded a gene called ScEPS1 (ER-retained
Scpma1 suppressing) that, when disrupted, prevents degradation of the
D378N polypeptide and allows it to reach the cell surface. The product of
the ScEPS1 gene belongs to the protein disulfide isomerase family and may
act as a membrane-bound chaperone. Its specificity for misfolded PM Hþ-
ATPase is not fully understood, but deleting ScEPS1 has little or no effect
on the biogenesis of wild-type PM Hþ-ATPase or on the retention of other
proteins that normally reside in the ER.

C. PM H1-ATPase and the COPII Complex
Transport along the secretory pathway is mediated by vesicular carriers,

which bud from one intracellular organelle and then are targeted to, and fuse
with, the next compartment in the pathway. This mechanism has been charac-
terized in yeast. Correctly folded secretory proteins travel from the ER to the
Golgi apparatus in transport vesicles coated with coat protein complex II
(COPII). COPII promotes ER-to-Golgi vesicle formation and separates bio-
synthetic cargo from ER-resident proteins. COPII coats are assembled on
the surface of ER membranes by sequential binding of ScSAR1 GTPase,
followed by the ScSEC23–ScSEC24 (ScSEC23=24) complex, then the
ScSEC13–ScSEC31 (ScSEC13=31) complex (118). In vivo, ScSAR1 is acti-
vated by the ER-localized ScSEC12 guanine nucleotide exchange factor,
which produces ScSAR1–GTP in transient association with cargo to be in-
cluded in COPII vesicles. Activated ScSAR1 then recruits the ScSEC23=24
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complex to ER membranes, forming a stabilized complex with cargo molecules
(119–121 ). Finally, the ScSEC13=31 complex is recruited to these prebudding
complexes, driving membrane curvature and the formation of typical 50-nm
COPII vesicles (122).

Budding from ER membranes can be obtained in vitro in the presence of
ScSAR1, ScSEC23=24, ScSEC13=31, and GTP (118). In in vitro assays using
this minimal machinery, ScPMA1 is inefficiently packaged into ER-derived
vesicles, but accumulates in vesicles when a yeast cytosol fraction is added to
the assay (123). Efficient packaging of ScPMA1 therefore requires factors
other than the minimal COPII complex. Indeed, deletion of ScLST1, an
ScSEC24 homologue, decreases the amount of ScPMA1 in the PM and results
in its accumulation in the ER (124). Interestingly, in the absence of ScSEC24,
ScLST1 is not sufficient for efficient packaging of ScPMA1, but a mixture of
the ScSEC23–ScSEC24 and ScSEC23–ScLST1 complexes results in a 10-fold
concentration of ScPMA1 10 in ER-derived vesicles (123).

Coimmunoprecipitation experiments have shown that ScPMA1 interacts
with ScLST1 (123). Vesicles formed using a mixture of the ScSEC23–
ScSEC24 and ScSEC23–ScLST1 complexes are 10–15% larger than those
formed using ScSEC23–ScSEC24 alone. This was initially suggested to reflect
the loading of large ScPMA1 oligomers into ER-derived vesicles (123). How-
ever, ScLST1 also appears to be necessary for loading ScPMA1 in its mono-
meric form, whereas overexpression of ScSEC24 results in packaging of the
multimeric form of ScPMA1 into 50-nm sized vesicles (123). Two ScSEC24
homologues are known in yeast, these being ScLST1 and ScISS1; the latter
has been shown to overlap in function with ScSEC24, as ScISS1 overexpres-
sion is able to complement ScSEC24 lethal deletion. However, no specificity
for cargo selection in COPII vesicles has been found for ScISS1 (125, 126).

COPII function seems to be highly conserved throughout eukaryotes. Plant
AtSEC12 andAtSAR1 orNtSAR1 complement the deletion of their yeast homo-
logues (127, 128). Overexpression of either AtSEC12 (129) or a dominant
mutant of NtSAR1 locked in its GTP-bound form (130) in tobacco blocks the
ER-to-Golgi transport of reporters. Finally, AtSEC23 has been shown to be
partly associated with ER membranes (131). Three SEC24 homologues are
found in the Arabidopsis databank. As in yeast, two of these, AtSEC24B and At-
SEC24C, share higher amino acid identity with each other (>50%) thanwith the
third homologue, AtSEC24A (<30%), suggesting a common organization and,
perhaps, specificity of the members of this family in yeast and plant organisms.

D. ER Export and Diacidic Signal
A subset of soluble and membrane proteins has been shown to be specific-

ally loaded into COPII vesicles (123, 132) and several of these bear a motif that
increases the ER exit rate. In animal cells, the vesicular stomatitis virus
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G-protein (VSV-G) (119, 133, 134) and a PM potassium channel (135) have a
common diacidic motif, D=EXD=E (in which X can be any amino acid), which
promotes ER exit; in both cases, a more extended nonconserved motif seems
to be necessary for a high rate of exit from the ER (135, 136). More recently,
similar ER export signals have been found in the yeast ScSYS1 (Golgi protein)
(137) and in ScYOR1 (PM ATP-binding cassette transporter) (138). Other
known or potential diacidic motifs have been reviewed (139). The VSV-G cyto-
plasmic C-terminal region interacts directly with HsSAR1, but the extended
diacidic motif is necessary for HsSEC23–HsSEC24 recruitment (140), while
ScSYS1 binds ScSEC23–ScSEC24 directly through its C-terminal region
(137). Other ER export motifs have been characterized; these are the FF
motif, found in ScEMP24 and HsERGIC53 (141, 142), and the LV motif,
found in ScEMP24 (143). The role of a C-terminal valine as an ER exit signal
has also been highlighted by substitution of the ScERGIC53 FF motif and its
addition to a reporter protein (144).

Because ScPMA1 interacts with ScLST1, we can expect to find ER export
motifs in PM Hþ-ATPases. However, no specific signal has yet been identified
in ScPMA1. In our laboratory, we found that the plant NpPMA4 N-domain
seems to be essential for the PM Hþ-ATPase to leave the ER. A detailed analy-
sis of this domain revealed a diacidic motif. Substitution of this motif with
alanine leads to only partial PM localization, which is further decreased by
substitution of the surrounding amino acids (B. Lefebvre, unpublished
results). This motif is conserved in all N. plumbaginifolia PM Hþ-ATPases
and in 18 of 22 Arabidopsis and rice homologues. Our results suggest that it
is not essential for PM targeting, but might influence the Hþ-ATPase ER
export rate.

Several other diacidic motifs have been found in the NpPMA4 sequence,
including several in the C-terminal region in which all motifs known to be
ER export signals are located (except for one in ScYOR1, which is in the N-
terminal region). However, deletion of the NpPMA4 N-terminal region, small
loop, or C-terminal region does not modify PM targeting, indicating that none
of these regions is involved in ER exiting and PM targeting (B. Lefebvre,
unpublished results).

Surprisingly, this plant PM Hþ-ATPase diacidic motif is not conserved in
yeast homologues, in which a Ser replaces the Asp residue. Phosphorylation
of this residue may mimic the diacidic motif, which would be consistent with
reported phosphorylation during trafficking (56). Alternatively, there are other
diacidic motifs in ScPMA1, two of which are in the N-domain. Whether these
predicted motifs in ScPMA1 are functional remains to be tested. Finally,
we cannot exclude the possibility that the ScPMA1–ScLST1 interaction is
mediated by another motif.
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E. Plasma Membrane Targeting Sequence
Although no targeting-related sequence information has been clearly

identified for vacuolar or PM polytopic proteins, single-membrane-span
(monotopic) proteins are proposed to be localized in different secretory path-
way compartments according to the length of their TMD. This might be
related to differences in the thickness and composition of the lipid bilayer in
different subcellular compartments, and fits with the observation that the
PM is thicker than internal membranes. Increasing or decreasing the TMD
length of different plant, yeast, or mammalian proteins results in their
relocalization in different compartments of the secretory pathway (145–149 ).
A longer PM TMD might also be connected with raft enrichment of the PM
(see below), in which the sphingolipids have longer acyl chains.

Except for the ER export signal, which might accelerate exiting from the
ER, no targeting-related sequence information for PM polytopic proteins
has been identified in cytoplasmic domains, suggesting that it might be embed-
ded in the transmembrane spans and may depend on their length and compos-
ition. Unfortunately, it is not really possible to predict the fitting of TMDs to a
membrane from the primary sequence, as TMDs can be inserted into the lipid
bilayer plane at angles other than 90�. The low number of membrane protein
structures currently available does not allow the analysis of differences be-
tween proteins belonging to different compartments. However, although vary-
ing the TMD length modifies the localization of large amounts of several
single-span proteins, complete relocalization of the modified protein is never
achieved. Moreover, relocalization occurs with much longer kinetics than
normal trafficking. This could mean that TMD length is not sufficient for cor-
rect targeting and that TMD composition is also important or that other
targeting information is involved.

F. PM H1-ATPase and Rafts
For a long time, membranes were considered as simple and homogeneous

lipid bilayers, delimiting compartments and providing physical support for
proteins, thus regulating cell ‘‘life.’’ It is now clear that lipid bilayers are not
homogeneous and that some lipids play roles in protein regulation and
targeting or as secondary messengers.

One of the new insights into lipid heterogeneity is the existence of rafts
(also called DIG for detergent-insoluble glycolipid-enriched domain, or
DRMs for detergent-resistant membranes). These were first characterized in
mammalian cells and consist of lipid and protein microdomains, enriched in
cholesterol and sphingolipids, that have higher lateral cohesion than other
membrane lipids (150). Sphingolipids are characterized by longer and highly
saturated acyl chains. Even though it is clear that rafts exist, the main method
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used to determine the presence of a protein in rafts is rather indirect, as it is
based on the protein being insoluble at 4 �C in Triton X-100.

The first evidence for a relation between ScPMA1 and sphingolipids was
obtained in a yeast strain lacking sphingolipids and that, as a consequence,
was sensitive to pH and salt, a phenotype similar to that displayed by strains
with a defective PM Hþ-ATPase (151). Then ScPMA1 was shown to be associ-
ated with the DIG in the PM (23, 24, 152). The fraction of DIG-associated
ScPMA1 is about 50% (24). However, it is difficult to tell whether ScPMA1
equilibrates between the raft and nonraft lipid environment or whether only
a part of the raft components is solubilized by detergent.

The presence of at least a part of the yeast PMHþ-ATPase in rafts was con-
firmed by a decreased ScPMA1-DIG association in a yeast strain deficient in
the first step of sphingolipid synthesis and, consequently, in raft formation
(152). Although, in mammalian cells, DIG seem to appear first in the Golgi,
where sphingolipid synthesis takes place, in yeast, DIG are already seen in
the ER (23, 152). It has therefore been postulated that ScPMA1 is incorpor-
ated into DIG at an early step of the secretory pathway (24), but the exact site
of incorporation is still a matter of debate. Recently, an ScPMA1–DIG associ-
ation was observed in COPII vesicles in an in vitro budding assay (23).
However, attempts to detect DIG-associated ScPMA1 in the ER membranes
have not been successful.

Very little is known about rafts in plant membranes. The amount of choles-
terol is low, but similar sterols (mainly sitosterol and stigmasterol) and sphingo-
lipids, for which some anabolic enzymes have been identified (153, 154), are
present. Using liposomes, it has been shown that plant sterols promote the for-
mation of liquid ordered domains with acyl chain-saturated lipids (155). Triton
X-100-insoluble fractions have also been extracted from plants, and analysis of
their protein content has revealed the presence of several glycosylphosphatidy-
linositol-anchored proteins (156), as in yeast and animal cells.

Immunoprecipitation of the microsomal fraction from carnation flowers
and canola leaves using antibodies raised against plant PM Hþ-ATPase
revealed a subpopulation of vesicles with lipid contents that differed from that
of the PM. One of the main differences was the higher degree of acyl chain
saturation (157). In contrast to the situation in yeast, sterols and sphingolipids
accumulate in plant vacuolar membranes at slightly, but significantly, lower
concentrations than in the PM [reviewed in (158)], raising the question of
whether lipid rafts occur in plant vacuolar membranes. However, no compre-
hensive description of the lipid composition of the vacuole and PM has been
obtained in a single species. In addition, in vitro, different plant sterols show
different abilities to form liquid-ordered phases (155) and the nature and
length of the sphingolipids acyl chain might vary. At this stage, no conclusion
can therefore be drawn about whether rafts exist in plant vacuoles.
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G. Oligomerization, Rafts, and Trafficking
Recently, a correlation was found between PM Hþ-ATPase oligomeriza-

tion, DIG association, and targeting and=or stability. The first evidence came
from a study of the yeast temperature-sensitive (ts) mutant, Scpma1–7 , in
which the newly synthesized PM Hþ-ATPase is mistargeted to the vacuole
without reaching the PM (159). The mutant protein is nevertheless trans-
ported through the Golgi apparatus, as it is rerouted to the PM in an Scvps1 �
mutant, blocked at the level of Golgi-to-endosome=vacuole trafficking (160).
DIG association and oligomerization of the mutant Scpma1–7 are also reduced
(24). Overexpression of ScAST1, isolated as a multicopy suppressor of the
Scpma1–7 mutation, restores oligomerization, DIG association, and PM local-
ization of ScPMA1–7 (24, 159). Restoration seems to occur in the secretory
pathway, as ScAST1 colocalizes with an early Golgi marker (24). Deletion of
ScSOP4, which codes for an ER membrane protein, also restores the growth
of a strain expressing Scpma1–7 (161). ScSOP4 deletion delays PM Hþ-AT-
Pase ER export, extending its residence time in contact with ER proteins
and possibly increasing folding, oligomerization, and=or raft association. More-
over, an ER-to-Golgi blockage effect was confirmed by similar restoration of
ScPMA1–7 PM targeting when the ER to Golgi transport step was slowed
down in an Scsec13 ts mutant strain.

The ts phenotype of the ScPMA1–7 strain is probably due to mistargeting,
as the protein is stabilized when it reaches the PM before the shift to restrict-
ive temperature (159). This is also observed for another temperature-sensitive
ScPMA1 mutant, ScPMA1–10, which is also degraded in the vacuole, but only
after being endocytosed from the PM. Triton X-100 insolubility of ScPMA1–10
seems to be a prerequisite for its stabilization in the PM, which reaches a
maximum 2 h after its synthesis at permissive temperature (162).

Bagnat and co-workers (24) found that Scvps1� restores ScPMA1–7 PM
localization, but does not completely restore DIG association compared to
an ScAST1 overexpressing strain. This suggests that the localization of
ScPMA1–7 in the PM, in which sphingolipid and ergosterol concentrations
are higher (163, 164), is not the only factor responsible for DIG association
and oligomerization when ScAST1 is overexpressed. However, relocalization
can still participate to the DIG association of the PM Hþ-ATPase, but the
process might be slow.

A second element suggesting a relationship between rafts and trafficking
is that sphingolipid depletion leads to a decrease in ScPMA1 oligomerization
and half live, due to degradation in the vacuole (23, 24, 115). Sphingolipids
are depleted by blocking the first enzyme of the sphingolipid biosynthetic
pathway (ScLCB1) using a specific inhibitor, myriocin, or using the ts strain
Sclcb1-100 shifted to a restrictive temperature. In the Sclcb1-100 strain,
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depending on the conditions, ScPMA1 is either targeted to the PM, where it
has a shorter half life and is degraded in the vacuole after ubiquitymation
and endocytosis (115), a behavior similar to that of ScPMA1–10, or is directly
degraded in the vacuole (23, 24, 115), a behavior similar to that of ScPMA1–7.
Differences in sphingolipid depletion according to the conditions might thus
affect ScPMA1 raft association and its targeting. A moderate decrease in sphin-
golipid synthesis might lead to PM targeting, but destabilize the enzyme,
leading to its degradation, whereas a large decrease might inhibit PM
targeting. Similarly, differences in the ability of ScPMA1–7 and ScPMA1–10
to oligomerize and=or associate with the raft might explain their behavior.

The functions of, and the relationship between, PM Hþ-ATPase oligomer-
ization and raft association are still unknown. However, even though they
occur in COPII vesicles or earlier, raft association and=or oligomerization do
not seem to be necessary for ER exiting, since a ScPMA1 monomeric form
is degraded in the vacuole in vivo and efficiently packaged in COPII vesicle
in an in vitro budding assay (23). However, they might be necessary for the
Golgi-to-PM sorting step and for stabilization in the PM. Alternatively, they
might prevent ScPMA1 from being recognized by the quality control system
and entering the degradative pathway, either in the Golgi or in the PM. In this
case, oligomerization and=or raft association would appear to be more linked
to the folding and stability of the protein than to a sorting mechanism.

H. Conclusion
On the one hand, proton pumping has been observed in liposomes recon-

stituted with monomeric N. crassa PM Hþ-ATPases (165), indicating that oli-
gomerization is not a requirement for activity, whereas, on the other hand, a
decrease in oligomerization and in Triton X-100 insolubility is correlated with
vacuolar degradation and instability in the PM. Based on present data, we can
propose a model for PM Hþ-ATPase trafficking in which an ER export motif
interacts with a specific SEC24 homologue to load the ATPase into a subpopu-
lation of COPII vesicles. Oligomerization and raft association start in the
ER and=or in COPII vesicles and might play a role in the segregation of pro-
teins sent to the vacuole and the PM pathway and in the stabilization of the
Hþ-ATPase in the PM (Fig. 5).

VIII. General Conclusions

The plasma membrane Hþ-ATPase appeared early during evolution, as it
is found in some archaebacteria, in addition to plants and fungi. The basic
function of this protein, coupling Hþ transport and ATP hydrolysis, has
probably remained the same. Although the detailed 3D structure of the
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Ca2þ-ATPase has shed light on that of the entire P-type ATPase family,
the resolution of the 3D structure of an Hþ-ATPase is awaited, especially to
identify the proton path through the Hþ-ATPase membrane region. Another
unresolved question is the number of protons transported per ATP molecule
hydrolyzed. A major difficulty in solving these problems is the ubiquitous
nature of the proton.

The Hþ-ATPase is regulated in both yeast and plants; however, different
regulatory systems have appeared during evolution, probably in response to
different needs. In contrast to yeast, plants have a large Hþ-ATPase gene
family, the different products of which might play different physiological roles
or respond to distinct regulatory pathways. Both yeast and plant Hþ-ATPases
are regulated by phosphorylation. However, the mechanisms of regulation (sig-
naling pathway, kinases=phosphatases involved, target residues, and resulting
Hþ-ATPase structural modifications) have probably evolved differently. The
most noticeable example is the involvement of 14-3-3-binding proteins in
Hþ-ATPase activation in plants, but not in yeast. These different regulatory
features thus necessitate a detailed investigation of the regulatory aspects in
both yeast and plants.

Finally, the yeast Hþ-ATPase has been used as a paradigm to study how a
polytopic protein is addressed through the secretory pathway to the plasma
membrane. However, the structural determinants involved in this trafficking
are not yet understood. In the plant, more work is needed to determine

Fig. 5. Trafficking of the yeast PM H+-ATPase and related mutants. These schemes
summarize data obtained in S. cerevisae on the trafficking and PM targeting of ScPMA1. (A) the
pathway for the wild-type enzyme; (B) the pathways followed by abnormal H+-ATPases or in yeast
mutants affecting the transport of normal PM H+-ATPase. PM H+-ATPase is synthesized and
translocated in the ER, where a first step of quality control involving ScEPS1 occurs. It is then
transported to the Golgi via a subclass of COPII-coated vesicles containing ScLST1, an ScSEC24
homologue. A PM H+-ATPase mutant that cannot correctly oligomerize and associate with rafts
(ScPMA1-7) is rerouted to, and degraded in, the vacuole via the ScVPS1 pathway. It reaches the
late endosome=multivesicular bodies=prevacuolar compartment via the ScVPS8 pathway, and the
vacuole through the ScVPS27=VPS36 pathway (160). A prolonged stay in the ER (in Scsec13 or
Scsop4 �) might improve oligomerization and raft association of ScPMA1-7, thus suppressing the
PM targeting defect. Similarly, ScAST1, which is present in the early secretory pathway, was
isolated as an Scpma1-7 suppressor and restores oligomerization and=or raft association. The wild-
type PM H+-ATPase, which, under certain conditions, is not able to oligomerize and associate with
rafts in the Sclcb1-100 mutant is rerouted to, and degraded in, the vacuole or reaches the PM,
where it is rapidly endocytosed and degraded. The ScPMA1-10 mutant, which is not correctly
associated with rafts, is rapidly endocytosed via the ScEND4 pathway and reaches the vacuole via
the ScVPS27 pathway (162), where it is degraded. Similar endocytosis and vacuole degradation
have been reported for ScPMA1G381A (167). (The names of machinery enzymes, which comprise
the different trafficking pathways, are shown in normal type, whereas the names of mutant PM
H+-ATPases, which take these different pathways, are shown in bold.)
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whether the trafficking system has been conserved during evolution. It will
then be interesting to determine whether regulation occurs at the trafficking
step.
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Protein kinase CK2 is a Ser=Thr phosphotransferase that occurs ubiqui-
tously among eukaryotes. It is pleiotropic, vital, and highly conserved. CK2 is
a tetramer composed of two catalytic (�) and two regulatory (�) subunits. Both
subunits may occur in isoforms and both may play roles independent of the
holoenzymes they form. Humans express �, �0, and � subunits. The human
genome contains four CK2 loci at different chromosomes, enclosing three
active genes and a pseudogene. This chapter reviews the chromosomal loca-
tion, structural organization, and expressional control of the genes. It shows
that CK2’s conservation can also be recognized at the nucleic acid level, that
the three active genes have features in common, and that some of these are ap-
propriate for a coordinate transcriptional regulation. In particular, an identical
Ets1 double motif that cross-talks to multiple Sp1 (and other) sites is present in
the � and � gene promoters, and CK2 holoenzyme but not CK2� phosphoryl-
ates Sp1, resulting in a loss of DNA binding. This is compatible with a negative
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feedback control according to which expression of � and � genes leads to an
increased holoenzyme level and thus phosphorylation, which, in turn, de-
creases transcription. As a consequence, constant transcript levels of both
genes are expected to adjust. In human cultured cells, this is indeed the case,
independent of their respective proliferation or differentiation status. The
chapter also provides an overview of functional links of the CK2 genes to
cell-cycle-regulated genes. Based on comparative genome-wide transcript pro-
files of Saccharomyces cerevisiae wild-type and CK2 mutant strains, CK2 is
shown to be involved in transcription regulation of various genes related to
cell-cycle control, including genes encoding cyclins and components of spindle
pole body formation and dynamics. Strikingly, most of the affected genes lack
common elements in their promoters and expression of a large group of genes
encoding chromatin remodeling factors is altered, compatible with the idea
that CK2 plays a role in the global process of transcription-related chromatin
remodeling. In addition, functional links of CK2 are seen to diverse metabolic
and nutritional supply pathways, including MET genes responsible for methio-
nine synthesis, and the PHO gene group responsible for phosphate mainten-
ance, which, interestingly, is uncoupled from its central cyclin-Cdk control
upon CK2 perturbation.

I. Introduction

Among the earliest protein phosphotransferases detected (in 1954) was an
activity in liver homogenates that catalyzed the phosphoryl group transfer from
ATP to serine and threonine residues of casein and that eluted in salt gradients
from diethylaminoethanol (DEAE) cellulose columns as the second of two
peaks. Consequently, it was operationally named casein kinase II (1). Later
the kinase turned out to phosphorylate in vivo various proteins, but due to cel-
lular compartmentation not casein, prompting an international expert meeting
[International Symposium, ‘‘AMolecular andCellularViewofCaseinKinase II,’’
Heidelberg, May 11–13, 1994; Cell. Mol. Biol. Res. 40 (5=6), 1994] to suggest
replacing casein kinase II by the term ‘‘protein kinase CK2.’’ This term is being
used throughout this article.

CK2 had soon been found to occur in numerous tissues and organisms and
to be quite different from other protein kinases, acting independently of the
classic kinase-activating second messengers and rather affected by compounds
such as heparin and polyamines inhibiting and stimulating activity, respectively
(2). Before the 1980s, few endogenous substrate proteins were known and thus
no information was available as to its biological role. The problem of a lack of
substrates has been replaced by the problem of substrate numbers that are
now over 300 (3), again hindering role definition. Nevertheless, CK2 may have
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a role in global processes related to transcription and transcription-directed
signaling, because transcription factors, subunits of all three classes of RNA
polymerases, and transcription-related signal transduction proteins make up
a majority of substrates, and, further, CK2 is highest in level in the nuclear
compartment of cells and expression-linked CK2-containing protein com-
plexes have been found in Saccharomyces cerevisiae that have striking homolo-
gies to humans (4–6). A requirement of CK2 for expression of genes such as fos
(7–9) is linked to cell-cycle entry.

CK2 is a tetramer composed of two catalytic and two regulatory subunits,
� and �, respectively. The subunits may occur in isoforms; humans express �,
�0, and � subunits giving rise to respective holoenzyme variants. Coding se-
quences for these proteins in the human genome are found at four loci, enclos-
ing three active genes and a pseudogene. The purpose of this review is to
summarize the available information bearing on the genomic location, struc-
ture, and expressional control of these genes with a focus on the question of
whether coordinate gene transcription may occur. Further, the transcripts,
their tissue distribution, and CK2’s phylogeny based on transcript sequences
are considered. The review, moreover, deals with the functional links of CK2
genes. It surveys available data on the involvement of CK2 in gene control, fo-
cusing on the expression of cell-cycle genes whose link to CK2 is indicated by
comparative genome-wide DNA array analysis of CK2-perturbed S. cerevisiae
strains. Analysis of the cell-cycle reentry situation visualizes, among other
relations, a global role for CK2: transcription-related chromatin remodeling.

II. Protein Kinase CK2

As far as has been investigated, each eukaryotic cell expresses more or less
protein kinase CK2. This ubiquitous kinase was discovered in 1954 in liver
homogenates and, therefore, was among the earliest protein phosphotrans-
ferases detected (1). CK2 was soon found to behave differently from other
kinases, i.e., to act independently of second messengers such as cyclic nucleot-
ides, phosphatidyl inositolphosphates, or calcium, to accept in addition to
adenosine triphosphate (ATP), as most kinases do, other purine nucleoside tri-
phosphates such as guanosine triphosphate (GTP) or inosine triphosphate
(ITP) as cosubstrates, and to be responsive to compounds such as heparin
and polyamines, inhibiting and stimulating activity, respectively (2). CK2 rep-
resents a pleiotropic, second messenger-independent, ubiquitous protein ki-
nase with uncommon substrate and cosubstrate scope and activity control
mode.

CK2 phosphorylates proteins at Ser or Thr located within sequence
motifs –(E=D=X)–S=T–(D=E=X0)–(E=D=X)–(E=D)–(E=D=X)–, where X and
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X0 indicate any residue except basic residues and basic residues or Pro, re-
spectively (3). Reports indicate that under certain conditions CK2 may also
have Tyr phosphorylating (10, 11) and even nucleotidylating (12) activity.
Physiologically important for cells is the fact that both Glu and Asp of the rec-
ognition motif may efficiently be replaced by phospho-Ser (or phospho-Tyr)
as specific determinants, enabling CK2 to cross-talk to other kinases and
participate in signaling networks.

CK2 has a highly conserved tetrameric structure composed of two catalytic
subunits, CK2�, and two regulatory subunits, CK2�. The regulatory subunits
determine whether CK2 phosphorylates a certain protein and, if so, to what
extent (13). Biochemical evidence for the heterotetrameric holoenzyme has
been available for many years (14–17 ) and has been further confirmed by
recent crystallographic analyses (18, 19). According to these, the four CK2
subunits form a butterfly-like holoenzyme structure characterized by a zinc
finger-mediated crescent-shaped �–� dimer that provides a stable basis for
the complexation of two � subunits at distant positions excluding directly con-
tacting one another (Fig. 1). In addition, the subunits may also play roles on
their own. The catalytic subunits may phosphorylate proteins not accepted as
substrates by holoenzymes (3, 13), and CK2� has been shown or suspected
to have contact sites for other proteins, including diverse protein kinases
such as c-Mos, A-Raf, or PKC�, and components of signaling chains such
as Dsh, FAF-1, p53, Topo II, or b-FGF (20), providing another junction for
participation in signaling networks.

Both the catalytic and the regulatory subunits may occur in isoforms and,
as a consequence, give rise to respective holoenzyme variants. Humans have
one type of regulatory subunit, �, and two types of catalytic subunit isoforms,
� and �0, thus forming �2�2, �0

2�2, and ��0�2 holoenzymes (13), the budding
yeast S. cerevisiae expresses two catalytic (Cka1 and Cka2) and two regulatory
(Ckb1 and Ckb2) subunit isoforms (21), and the worm Caenorhabditis elegans
represents an example of only one catalytic and one regulatory subunit (22,
23). The human CK2� consists of 215 amino acid residues and the human
CK2� and CK2�0 of 391 and 350 amino acid residues, respectively, of nearly
identical sequence, except for the C-terminus (4, 24, 25). Generally, the pri-
mary structures of CK2 subunits are highly conserved. The dozens of CK2
subunit sequences of various organisms appearing on current computer-based
searches (http:==www.ncbi.nlm.nih.gov=; http:==genius.dkfz-heidelberg.de=)
are extremely similar.

The physiological role of CK2 has been the subject of continual debate and
numerous corrections, and corrections of corrections (2–4, 20, 21, 26–30 ). The
vast number of substrate proteins known today and their widely varying in-
volvements in cellular processes at diverse levels of organization explain why
this has necessarily been the case, and also why CK2 has so many physiological
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and, as a consequence, pathophysiological implications. In any event, current
knowledge indicates a strong relationship of CK2 to gene control. On the one
hand, a majority of substrates comprise transcription factors and other proteins
implicated in gene expression and transcription, including subunits of all three
classes of RNA polymerases, and CK2 is predominantly nuclear and part of
expression-linked protein complexes (3–6 ). On the other hand, many of the
substrates are transcription-directed signal transduction proteins of growth
signaling, stress signaling, and survival signaling (20), and CK2 is required
for the expression of genes such as fos upon mitogenic cell stimulation (7–9 ),
which is the key to subsequent waves of proliferation-linked gene expressions
(31). Further, life is not compatible with a deletion of the catalytic CK2 sub-
units (32), and availability of regulatory CK2 subunits is essential for embry-
onic development and organogenesis (20). This, together with CK2’s flexible
signal-mediated cellular localization dynamics, has led to the hypothesis that
CK2 represents a survival factor (20).

Central to cell growth, death, and differentiation is the cell cycle. CK2 has
long been known to have various links to it (4, 21, 27). The cell cycle is

Fig. 1. Three-dimensional structure of the human CK2 holoenzyme �2�2. The recombinant
human protein kinase CK2 complex is shown in a view from above perpendicular to the molecular
2-fold axis with its approximate dimensions of 155 	 90 	 66 Å. Indicated are the positions of the
two � and the two � subunits (�; �) as well as the C- and N-termini of the individual subunits and
of the central zinc ions. Picture created by K. Niefind (personal communication) using Bobscript
[R. M. Esnouf, An extensively modified version of MolScript that includes greatly enhanced
coloring capabilities. J. Mol. Graph. 15, 132–134 (1997)] and Raster3D [E. A. Merritt and D. J.
Bacon, Raster3D: Photorealistic molecular graphics.Methods Enzymol. 277, 505–524 (1997)]. For
further details see Chantalat et al. (18) and Niefind et al. (19).
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governed by the highly conserved cell-cycle control system, primarily acting
via cyclically activated protein kinases (CDKs) and their activating cyclins,
CDK inhibitors and activators (acting either by complex formation or by
changing phosphorylation status), and proteolytic degradation complexes.
Additional regulatory devices allow the system to respond to various signals
from both inside and outside the cell. CK2 is obviously not a component of
the core control system. It rather relates to the system’s signaling networks
as indicated, for instance, by the inhibition of proliferation stimulation due
to CK2 perturbation both at a nucleic acid level and protein level, which re-
lates to reentry from G0 phase [a nondividing—differentiation (‘‘resting’’)—
state], into the cell-cycle and the adjacent early G1 phase (8, 9, 33–35 ). Be-
cause in G1 cells decide whether to pass through the cell cycle or go to apop-
tosis, entry into the cycle has important implications for cell sociology, and thus
many links to pathophysiological processes such as cancer development (see
below). Further, CK2 may affect the expression of cell-cycle genes that encode
cyclins responsible for the activation of cycle engine-driving CDKs or segre-
gation apparatus components. This characterizes CK2 as a member of the
group of factors that contributes to cell-cycle regulation at a level additional
to the protein modification-based core component control. Evidence for
this link of CK2 results from comparative genome-wide DNA array analyses
of CK2-perturbed S. cerevisiae strains (35a). A further and particularly inter-
esting result of the array studies is that CK2 affects the expression of vari-
ous genes encoding chromatin remodeling proteins, which, together with
CK2’s known ability to phosphorylate chromatin structure proteins (36), is a
strong indicator for a more global role for CK2: chromatin remodeling (see
Section V).

The pathophysiological implications of CK2 are manyfold and often re-
lated to deviations in stoichiometry and in cellular levels of CK2 subunits.
For instance, in theileriosis or East coast fever, a fatal lymphocytic disease of
African cattle and Cape buffalos, T. parva-infected lymphoblastoid cells con-
tain markedly increased amounts of CK2� mRNA and protein relative to non-
infected cells, but because the parasite does not seem to contain a CK2�
subunit, the host cell cytosol overflows with parasite CK2�, interfering with
host control of cell-cycle regulation (37). In mating experiments with c-myc
transgenic mice, the coexpression of CK2� markedly increased the rate of
onset of fatal lymphoproliferative disease paralleled by a striking alteration in
lymphocyte gene expression; elements of two excluding programs of lympho-
cyte differentiation became expressed (38). In mammary gland, overexpression
of CK2� caused hyperplasia and dysplasia, which in 30% of cases developed
into adenocarcinomas, often associated with Wnt pathway activation (39).
Together with the fas mutation, CK2� overexpression dramatically exacer-
bated the lymphoproliferative process seen in a lupus-like autoimmune disease
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associated with the production of autoantibodies (40). CK2 might also play a
role in processes underlying progressive disorders due to Alzheimer’s disease,
ischemia, chronic alcohol exposure, or human immunodeficiency virus (HIV)
(41). High expression levels of CK2 are found in proliferative tissues and in
tumors and causal relations are suspected (see Section IV). The underlying
mechanisms, however, are not clear. Altering gene expression, overexpressed
CK2� had been suspected to act as a transcription factor. Because CK2�
overexpression induces aromatase, this had been tested with the human aro-
matase gene promoter and found not to be the case, indicating rather another,
indirect, mechanism of action (42).

Despite the far-reaching physiological and pathophysiological implications
of CK2, investigations of the human genes encoding the CK2 proteins and
their control had been progressing comparatively slowly. A decade elapsed be-
tween unraveling the human CK2� gene structure, the very first eukaryotic
CK2 gene solved (43), and understanding how it is regulated, which may in-
clude a pronounced coordinative element to the expression of the other CK2
genes (44, 45).

III. The Human Protein Kinase CK2 Genes

A. CK2 Loci in the Human Genome and Structural
Organization of the CK2 Genes

1. CK2 Loci

The human genome contains four CK2 loci. Two of these have been iden-
tified as subunit � loci, one as subunit �0 locus, and one as subunit � locus. The
loci are positioned at different chromosomes. The CK2� loci are at 11p15 and
20p13, the CK2�0 locus is at 16q13, and the CK2� locus is at 6p21 (Fig. 2).
Although our loci positioning at chromosomes 6, 11, and 20 by genomic frag-
ment hybridization to elongated metaphase chromosomes (46, 47) match the
data provided by the human genome project (http:==www.ncbi.nih.gov=
genome=guide=human=), the positioning of the CK2�0 locus to the short
arm of chromosome 16 (48) using in situ hybridization has been questioned;
the locus of this gene seems rather positioned at the long arm, at 16q13
(K. Ackermann et al., unpublished results).

2. CK2 Genes

Each of the CK2 loci accommodates one gene. Except for the gene at locus
11p15, all of the CK2 genes are composed of exons and introns. Exon numbers
and sizes are not too far from each other (see below), but introns vary dramat-
ically in lengths and, as a consequence, the CK2 genes differ significantly in
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size: The CK2� gene spans roughly 4.2 kb, whereas the CK2� and CK2�0

genes span 70 and 40 kb, respectively (Fig. 2).
The CK2� gene occurs in two versions, as a transcribed (locus 20p13) and

a nontranscribed (locus 11p15) sequence. The active CK2� gene (CSNK2A1),
originally isolated out of a genomic placental library, is composed of 13 exons,
exon sizes ranging from 51 (exon 5) to 2960 bp (exon 13) and intron sizes from
527 (intron IV) to about 34,000 bp (intron I). Exon I is untranslated, the trans-
lation start site is located in the second exon, the stop codon in exon 13. The
exon=intron boundaries conform to the canonical gt=ag rule (47, 49).
Screening for repetitive elements revealed a considerable number of Alu
repeats and several microsatellite sequences as well as a (TA)10 and two CA
repeats within introns. The inactive CK2� gene (�CK2�) spans 1.6 kb, is
devoid of introns, has a short poly(A)þ tail and direct flanking repeats, i.e.,
shows the typical features of a processed sequence, and is homologous to
CK2�-cDNA, a typical pseudogene criterion. It has a complete open reading
frame and several nucleotide exchanges, four of which would, if the sequence
was expressed, result in amino acid exchanges. Interestingly, potential pro-
moter elements (two TATA boxes and a CAAT box) are present in the adjacent
50 flanking region of the gene creating a theoretical possibility for transcription
and thus the generation of a mutated but functionally active CK2� protein. So
far, however, there is no hint that this occurs (see below) (46, 50).

The CK2�0 gene (CSNK2A2) has very recently been solved by classic cloning
and sequencing of a genomic fragment comprising roughly the 30 half of the gene
(U. Wirkner and W. Pyerin, unpublished results) and in silico completion
(segment NT-010406=genomic contig, BAC clone RPC1-11 459F6=accession
number AC009107 containing the complete gene) (K. Ackermann et al., unpub-
lished results). To determine whether the originally proposed location at the
p arm of chromosome 16 was possibly due to a pseudogene or related sequence,
we compared all available relevant genomic contigs with CK2�0 cDNA. We
could not find any homology. The gene is composed of 12 exons, with exon sizes

Fig. 2. CK2 gene loci present in the human genome and structures of the CK2 genes.
(A) Chromosomal locations and physical maps of the human genes coding for subunit � located at
chromosomes 20p13 (CK2�; active gene) and 11p15 (�CK2�; processed pseudogene), for subunit
�0 (CK2�0) and subunit � (CK2�) at 16p13 and 6p21, respectively. The exon=intron structure of
the genes is schematically drawn; scaling is provided for each gene. Exons are numbered and given
as filled boxes (coding sequences) and as open boxes (untranslated sequences). Alu repeats and
their orientations are indicated by arrows. Triangles in �CK2� mark insertion sites and asterisks
provide mutation sites causing amino acid exchanges; TATA and CAAT boxes are indicated.
(B) CpG islands. Schematic drawing of the distribution of CpG and GpC dinucleotides given as
vertical bars. Location of exon 1 is shown as filled or open box (translated or untranslated,
respectively); scaling corresponds to scaling in (A). HpaII, restriction sites of HpaII given as
vertical bars forming an HTF island (HpaII tiny fragment fraction).
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ranging from 51 (exon 4) to 444 bp (exon 12) and intron sizes from 375 (intron
VII) to 9835 bp (intron II). The first exon contains the translation start site and
exon 11 the translation stop codon; the last exon, exon 12, is therefore untrans-
lated. The exon=intron boundaries conform to the gt/ag rule. It should be men-
tioned that the CK2�0 sequences available in data bases need cautious
consideration. Both incorrect sequences and sequence exchanges due to naming
errors are stored. The CK2�0 gene structure corresponds to a great extent to that
of the active CK2� gene: 9 of the 12 exons (exons 2–10) have exactly the same
size (exons 3–11 of the CK2� gene). The exon sequences, however, differ
strongly, but the majority of nucleotide variations have no consequence for the
amino acid sequence or cause conservative amino acid exchanges. Consequently,
the amino acid sequence of CK2�0 strongly resembles the CK2� sequence. Like
in the CK2� gene, multiple Alu repeats are present within introns of the CK2�0

gene. Also, several microsatellite sequences as well as poly(A) and poly(T)
repeats within introns exist.

The CK2� gene (CSNK2B) was the first mammalian CK2 gene to be com-
pletely unraveled (24, 43). It was found by screening a leukocyte genomic li-
brary using a cDNA fragment representing 80% of the coding region. The
gene is composed of seven exons, with exon sizes ranging from 76 (exon 5)
to 329 bp (exon 1) and intron sizes from 145 (intron V) to 965 bp (intron II).
The second exon contains the translation start site at position 12, i.e., the first
exon remains untranslated, and exon 7 the stop codon. The exon=intron boun-
daries conform to the gt=ag rule. The second intron contains a single complete,
reversely oriented Alu repeat.

B. CK2 Gene Structures Are Conserved
When the structures of the human CK2 genes are compared to those of

evolutionarily distant organisms such as the nematode worm C. elegans (22,
23), three introns of both the CK2� and the CK2�0 genes are seen located
at corresponding positions (47; K. Ackermann et al., unpublished results),
and the same is true for the CK2� genes (47) (Fig. 3). This suggests that the
catalytic subunit genes and the regulatory subunit genes both originate from
one ancestral gene, and that both ancestors should have contained three in-
trons at the conserved positions. This makes clear that not only the CK2 sub-
unit proteins and the tetrameric holoenzyme structure they form are
conserved (see above), but that conservation is even found for the genomic or-
ganization of CK2 loci, despite the remarkable size difference of the genes, 70
and 40 kb for the human CK2� and CK2�0 genes but only 2.9 kb for the
C. elegans CK2� gene. This characterizes CK2 as extremely conserved.

The differences in size may be a consequence of either stronger loss
than insertion of intron sequences in the C. elegans gene during evolution,
or stronger insertion than loss in the human genes. The accumulation of
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Fig. 3. Gene conservation. Structure comparisons of CK2 genes of humans and worm. For symbols see legend to Fig. 2. Introns are numbered
in roman letters. Introns that are located at corresponding positions in the human CK2�, �0, and � genes as well as in the corresponding C. elegans genes
are connected by shaded areas. (A) CK2� and CK2�0 genes ofHomo sapiens compared to the CK2� gene of Caenorhabditis elegans. Note: the drawings
of human and worm genes are not to the same scale. (B) CK2� gene of H. sapiens compared to C. elegans CK2� gene. Both genes are drawn to the
same scale.
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repetitive elements such as primate-specific Alu repeats in the human genes
favors the second possibility. Statistically, Alu repeats occur every 4 kb, but
in the human genes the frequency is compressed to one at every 1.5 kb. Fur-
ther, microsatellites occur 30 of various repeats, including poly(A)þ repeats, TA
repeats, and CA repeats. It appears that the genes were targets for Alu inser-
tion during different successive evolutionary periods, insertion of new repeats
occurring into the poly(A)þ region of already present repeats (4, 47, 49, 51;
K. Ackermann et al., unpublished results). The resulting conclusion that the
human genes are located in relatively variable chromosomal regions is sup-
ported by observations such as a genetic polymorphism for CK2� (52), which,
however, has not been sufficiently characterized for unambiguous assignment
to one of the catalytic subunit genes. As a consequence of conservation, CK2 of
humans differs very little from the CK2 of other mammalians. This is of con-
siderable importance for any of the projections drawn from experimental
results obtained with model organisms.

IV. Expression of Human CK2 Genes

A. Transcripts and Their Distribution
The transcription of each of the three active human CK2 genes results in

more than one mRNA species (Fig. 4A). In cultured human cells such as the
choriocarcinoma cell line JEG-3, for instance, three CK2� transcript species
(4.5, 3.4, and 1.8 kb in length), up to five CK2�0 transcript species (5.7, 4.5,
2.8, 2.0, and 1.0 kb), and several similar-sized CK2� transcript species
(roughly 1.0 kb) are present (24, 44, 45, 53). Similar numbers and sizes of tran-
scripts have been found in other human cells (25). However, Northern blot-
assessed transcript sizes are rough estimates. Therefore, we compared the
nucleotide sequences of the regions downstream of the termination sites in
the CK2 genes [each containing several poly(A)þ sites] with human expressed
sequence tags (ESTs) of the dbEST database. Many of the ESTs end shortly
after one of the potential poly(A)þ signals. The in silico transcript lengths
correlate well with those assessed experimentally.

Cells appear to keep the CK2 transcript levels constant, independent of
their respective status. This has nicely been demonstrated in JEG-3 cells
(Fig. 4A). When analyzed over time for availability of CK2 transcripts at
seeding of very dilute cell suspensions and at various times postseeding until
formation of confluent cell layers, a process running from a predominantly
proliferating cell population over various stages of differentiation to a con-
tact-inhibited fully differentiated cell population, the CK2 transcripts are
found to remain practically unaltered throughout, both in number and level
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of mRNA species as compared to a standard GAPDH control. The increasing
differentiation of cells with increasing cell density is clearly confirmed by the
aromatase transcript levels; aromatase expression is a function of differenti-
ation and transcript levels are low in predominantly proliferating cell popula-
tions and high in predominantly differentiated cell populations (53). Constant
CK2 transcript situations are not restricted to human cells. It can, for instance,
also be observed in yeast cells analyzed for transcript availability over several
rounds of cell division and at various cell densities (54).

If investigated carefully enough, CK2 transcripts are found throughout all
human cells and tissues, which is no surprise for a vital entity. However, both
the level and the number of individual transcripts may vary considerably from
tissue to tissue (K. Ackermann et al., unpublished results). Heart, placenta,
skeletal muscle, and testis show a significantly higher level of transcripts than
tissues such as lung, liver, kidney, or colon (Fig. 4B). The stoichiometry of sub-
unit transcripts reflects the tetrameric stoichiometry of the gene products in
several tissues but not in others. For instance, lung, liver, kidney, or leukocytes
show in comparison to other tissues very weak transcript signals for CK2� and
�0, whereas their CK2� transcript levels resemble that of other tissues. In pla-
centa, the situation is reversed; the � and �0 transcripts exceed that of �. When
investigated, the same was found by Bosc et al. (55). The varying stoichio-
metric situations either indicate that the tetrameric holoenzyme is not the
exclusive form of CK2 in cells and individual subunit proteins may also com-
plex to other proteins and thus participate in additional cellular processes, or
a subunit-specific translational and=or posttranslational control may exist.
Evidence is accumulating in favour of the former (3, 5, 6, 20, 35).

B. Transcript-Based Phylogeny of CK2
We have conducted phylogenetic analyses with all currently available

mRNA sequences of both the catalytic and the regulatory subunits of protein
kinase CK2 (K. Ackermann et al. unpublished results). Using the human
CK2� and CK2�0 (25) as well as CK2� (24) cDNAs as query DNAs, BLAST
reveals a multitude of sequences that give significant alignments. Regions
within multiple alignments chosen for � and �0 cDNAs were nucleotides at
positions 451–620 (corresponding to amino acid residues 152–207) and 501–
650 (corresponding to amino acid residues 168–216). These regions contain
the kinase domains VIb, VII, VIII, and partially, IX and are practically identical
for � and �0 in amino acid composition. The aligned region also contains the
coding sequence for the activation segment whose conformation is conserved
for isolated and complex-bound CK2� (19). For CK2�, the region enclosing
nucleotide positions 351–561 (corresponding to amino acid residues 118–187)
was chosen. As a result, the unrooted phylogenetic trees display for both the
catalytic and the regulatory CK2 subunits prominent clades for mammalian
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and plant sequences indicating their early diverging development (Fig. 5). In
the tree based on human CK2�0, zebrafish and bird branch off early as they do
in the cluster formed within that tree by CK2�. Cow and mouse are both close
to humans in CK2�0, whereas rat and rabbit, which possess only a single cata-
lytic subunit, are closer to human CK2� than mouse but less than cow. Thus,
although branches considerably converge at the protein level [homologies 98
and 97% of human � and �0 to bird, respectively (4, 56)], the principal rela-
tionships are the same, zebrafish remaining distantly related. The relationships
are similarly indicated when the phylogenetic tree is based on CK2� (not
shown). The CK2� tree also shows relatively large distances from humans
to organisms such as zebrafish and bird. At the protein level, however, the
distances are faded away completely.

C. Regulation of Transcription
1. Transcriptionally Active Regions and Their Expression

Control Features

The active CK2� gene is characterized by two transcription start sites, the
further 50-located defining position þ1, assigning position 50 to the second
(stronger) start site (49). The sequence around exon 1 is characterized by a
CpG island (see Fig. 2), and the adjacently upstream start site by a lack of a
TATA box and the presence of CAAT boxes at nonstandard positions and the
occurrence of various GC boxes (Table I). Together, these features assign a
so-called housekeeping character to the CK2� gene. Systematic stepwise dele-
tion from either end of an appropriately sized and positioned genomic frag-
ment as well as specifically designed synthetic fragments, cloning into
indicator gene vectors (luciferase), transfection of human cultured cells, and
determination of luciferase activity in cell extracts (45, 49, 51, 57), localized
promoter activity to positions �39 to 65 and an enhancer activity upstream
of position �69. Maximum promoter activity is being developed at positions
�9 to 46 (Fig. 6). The regions sourrounding TS1 and TS2 are functionally
linked; all transcriptional activity is lost upon TS1 and TS2 elimination; at least
one TS is required for transcriptional activity to develop. The transcriptionally

Fig. 4. CK2 transcripts. (A) Transcript situation in human cultured cells varying in
differentiation=proliferation status. JEG-3 cells, harvested at indicated time points post-seeding,
were analyzed by Northern blotting (10 �g of total RNA; specific probes for respective gene
transcripts) for the presence of CK2�; CK2�0 and CK2� gene transcripts as well as of aromatase
(Arom) and GAPDH (GAPDH) gene transcripts. Transcript sizes are given on the left. Bar
provides scale for cell culture. (B) Transcript situation in human tissues. Poly(A)þ mRNA (2 �g)
from indicated tissues was analyzed by Northern blotting as above for CK2 subunit transcripts.
�-Actin and GAPDH are quantitation markers.
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Fig. 5. Transcript-based evolutionary trees of CK2. Nucleotide sequences were retrieved by
NCBI Entrez or EBI-SRS in FASTA format. Multiple alignments were performed with
CLUSTAL, distance matrices from nucleotide sequences were calculated by DNADIST, and
phylogenetic trees were constructed using the PHYLIP-package Version 3.5 [J. Felsenstein,
PHYLIP—Phylogeny Inference Package (Version 3.2). Cladistics 5, 164–166 (1989)].
(A) Unrooted phylogenetic tree of CK2 catalytic subunits. Note: Search conducted with human
CK2�0 cDNA as query sequence. Asterisk indicates organism with only one known catalytic
subunit. Accession numbers for the sequences (Database: ALL EMBL): CK2�0=CK2�:
M55268=M55265, Homo sapiens; X64692, pseudogene Homo sapiens; D90394/X54962, Bos
taurus; AF012251=U51866, Mus musculus; M96173, �A pseudogene Mus musculus; X82232, �B
pseudogene Mus musculus; X82233, �C pseudogene Mus musculus; M59457/M59456, Gallus
gallus; X99964, S76875, Danio rerio; X62375, Xenopus laevis; M98451, Oryctolagus cuniculus;
L15618, Rattus norvegicus; AB052133, Triticum aestivum; AF374474, Nicotiana tabacum;
AF271237, X61387, AF239819, Zea mays; AB036787, Oryza sativa Nipponbare; AB036788,
Oryza sativa Kasalath; AF370308, AY035088, AL132978, AC004401, Arabidospis thaliana.
(B) Unrooted phylogenetic tree of CK2 regulatory subunits. Accession numbers for the sequences
(Database: ALL EMBL): X57152, M30448, X16937,Homo sapiens; X56502, X80685, X52959,Mus
musculus; L15619, Rattus norvegicus; M98450, Oryctolagus cuniculus; X56503, Sus scrofa;
S76877, Danio rerio; AF133088, Cyprinus carpio; X62376, Xenopus laevis; AF360544, Ciona
intestinalis; AF071211, Spodoptera frugiperda; U51209, M16535, Drosophila melanogaster;
M59458, Gallus gallus; X74274, Schizosaccharomyces pombe; AF239816, AF239817, AF239818,
Zea mays; U03984, AF068318, Arabidopsis thaliana.

TABLE I
Characterization of Human CK2 Genes by Structural Features of Importance for

Transcription Controla

Feature

Gene

CK2� �CK2� CK2�0 CK2�

Transcription start sites 2 1 (2) 3

TATA box � þ � �

CAAT box

At standard position � þ � �

At nonstandard position þ � þ þ

GC box Multiple � Multiple Multiple

CpG island around exon 1 þ � þ þ

Interrupted 50-untranslated region þ � (�) þ

aThe compared sequences were taken from Pyerin and colleagues (43, 46, 49; K. Ackermann et al.,
unpublished observations).
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active regions contain putative binding sites for various transcription factors,
including GCF, Sp1, AP2, CTCF, Ets1, and NF-�B, and we have shown these
factors to be present in the nuclear compartment of the cells employed in tran-
scription control studies (44, 45, 49, 51, 57). Tested by site-directedmutagenesis

Fig. 6. Transcription control regions and features of the active human CK2 genes.
Transcriptionally active regions were determined by luciferase reporter assays following
transfection of 30 and 50 deletions of human genomic fragments (CK2� fragment, �256=144;
CK2� fragment, �682=122; CK2�0 fragment, �1306=197) in cultured human cells. Provided are
summarizing schemes of the promoter situation of the genes encoding CK2�, CK2�, and CK2�0.
Numbers provide nucleotide positions; open circles give consensus sites for transcription factors as
indicated; horizontal arrows indicate cross-talk between transcription factors; TS, transcription
start site. Scale given above each gene.
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of individual sites and of two or more sites simultaneously, evidence has been
obtained that these sites and factors are strongly interlinked. The intensity of
cross-talks between factors relates not only to the combination of sites but also
to length of investigatedDNA fragments and other circumstances. According to
results obtained with a fragment likely to reflect the in vivo situation, Sp1, Ets1,
and NF-�B contribute most significantly to transcriptional control. Aside from
affecting transcription individually, these factors show strong cooperative
effects: mutation of Sp1 sites amplifies Ets1 and NF-�B mutational effects,
and Ets1 and NF-�B site mutations affect each other.

Different from all other CK2 genes, the CK2� pseudogene possesses a
single transcription start site and upstream of it TATA and CAAT boxes at
standard positions and other typical promoter features (Table I). Despite their
presence, however, respective genomic fragments show no transcriptional
activity in indicator gene assays, and no signals are obtained in Northern
blots with gene-specific probes (47, 49, 51). Therefore, the CK2� gene at
locus 11p15 obviously represents a silent sequence, at least under normal
conditions.

The CK2�0 gene structure and the transcriptionally relevant upstream se-
quence recently became known (K. Ackermann et al., unpublished results).
The data presented here have a preliminary character. There are unanswered
questions concerning the presence of a putative Alu repeat in the 50 region of
the cDNA and resulting problems in defining transcription start sites that are
worsened by an extremely high GC content and therefore complications in
primer extension analyses. However, a transcription start site can be defined on
the basis ofESTs, assuming positionþ1 is provided by themost 50 situatedESTs.
This start site is in agreement with the 50 sequence of the CK2�0 transcripts.

There is no TATA box but there are CAAT boxes at nonstandard positions
and multiple GC boxes can be found (Table I). Further, a CpG island is pre-
sent around exon 1 (Fig. 2B). Despite the unanswered questions, we have
identified promoter activity within the adjacently upstream sequence of exon 1.
This is in accordance with in silico promoter prediction. Using indicator gene
assays of systematically deleted genomic fragments the region with highest
promoter activity comprises positions �396 to �129, and the activity is at least
as strong as that of the CK2� and CK2� gene promoters (Fig. 6). This region
contains various putative binding motifs for transcription factors, including
multiple Sp1 and several Ets1 sites. Additional putative transcription factor
binding sites are present in the region such as AP1, AP2, c-Myb, NF-1, and
C/EBP.

The CK2� gene has three prominent transcription start sites, at positions
þ1 (TS1), 33 (TS2), and 113 (TS3) (43). The upstream sequence lacks a TATA
box, but has several GC boxes and CAAT boxes at nonstandard positions as
well as the presence of a CpG island around the untranslated exon 1 (Table I).
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This indicates that the CK2� gene has, like the CK2� gene, a housekeeping
character. Systematic stepwise deletions from either end of a genomic frag-
ment comprising exon 1 and adjacently upstream and downstream sequences
(44, 45) indicate that the promoter spans roughly positions �42 to 72, and that
the gene has enhancer and silencer elements upstream at positions �241 to
�167 and �262 to �241, respectively. Maximum promoter activity is pos-
itioned at �42 to 14, and, consequently, transcription predominantly starts at
TS1 and TS2 (Fig. 6). The upstream region of the CK2� gene possesses bind-
ing sites for transcription factors Sp1 and Ets1, but not NF-�B. In addition,
AP2, GCF, CP1=CP2, and other CAAT-related motifs are present (43–45 ). De-
leting motifs or mutating at several positions within affects transcriptional ac-
tivity. Considering the results obtained with the longest investigated fragment
comprising positions �241 to 122, the Ets1 and CAAT-related motifs contrib-
ute most significantly to activity, whereas weaker effects are seen with Sp1
sites. When simultaneously mutated, Sp1 enhances effects of Ets1 and
CAAT-related motif mutations. The CAAT-related and other motifs, however,
are not promoter located but rather are enhancer specific.

Transcriptional control of the CK2 genes should, therefore, decisively
occur due to binding and cross-talking of these factors. Because each of the
three active CK2 genes has its specific pattern of binding sites, this should
allow for individual gene control, even in the same cell. As a consequence,
transcript availability of individual CK2 subunits may be stoichiometric in
one cell type but far from it in another. Cell-specific transcript compositions
then should determine the CK2 transcript patterns of tissues, explaining the
above observed variations in human tissues (see Fig. 4).

2. Is There Transcriptional Coordination of CK2 Subunit
Expression?

Aside from differences due to the gene-specific patterns of transcription
factor binding sites, the transcriptionally active regions of the three active
CK2 genes share a number of features. Some of these are appropriate for a co-
ordinate transcriptional regulation, primarily Ets1 and Sp1 sites. Ets1 belongs
to a family of transcriptionally active proteins functioning frequently in com-
bination with other factors, including Sp1 (58, 59). Ets1 and Sp1 motifs are
present in the control region of all three genes (Fig. 6).

Most strikingly, however, is the presence of an Ets1 double motif that
occurs in the promoters of the CK2� and CK2� genes. In both promoters, this
12-bp-long motif is identical in all its nucleotide positions, and the motif has
similar relative distances to transcription start sites. The pairwise occurrence
of Ets1 motifs has frequently been observed and seems to relate to a relatively
low Ets1 binding affinity of individual sites depicted, aside from others, by
DNase I footprints exceeding significantly the Ets-1 motif sequence (60, 61).
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In TATA-less promoters, Ets motifs are usually located close to transcription
initiation sites, and may participate in the formation of transcription initiation
complexes (62–64 ). Further, some of the Ets family binding sites have been
demonstrated to function as initiator elements for transcription in TATA-less
genes (63–65 ). Both CK2 gene promoters have a number of Sp1 binding sites.
The Sp1 motifs are present predominantly in the form of clusters of some
three to eight motifs, overlapping each other or arranged side by side. Sp1 is
a reported GC box binding activator of transcription found in many promoters
and enhancers (42, 59, 66) that is capable of recruiting factors such as TFIID,
which is also required by TATA-less promoters to activate RNA polymerase II
(67) and which has the known ability to link distant transcription control elem-
ents, i.e., to mediate cooperation between transcriptionally active proteins (62,
66). Further, Sp1 elements have been shown to compensate for each other, re-
quiring complete deletions to abolish effects provoked by ectopically expressed
Sp1 (58). Ets1 and Sp1 may function separately to initiate CK2 gene transcrip-
tion. More likely, however, seems to be concerted actions as reported for vari-
ous genes, including virus-mediated Ets1–Sp1 complex formation and
transactivation (58, 59, 68).

Concerted actions of Ets1 and Sp1 sites are in particular indicated by site-
directed mutagenesis (44, 45, 57). Mutating the Ets1 site in the CK2� gene
promoter, transcriptional activity is decreased to a significant extent, and
mutation of nearby Sp1 clusters individually or simultaneously also affects
more or less significantly activity. But when Ets1 and Sp1 motifs are mutated
simultaneously, the effect is strongly intensified or the gene promoter is prac-
tically inactivated. A similar tendency has been observed for the CK2� gene
promoter. The respective mediator proteins, Ets1 and Sp1, have been shown
to be available in the nucleus of cells such as JEG-3 (see above) by a spectrum
of different methods, including Western blotting, electrophoretic mobility shift
assays (including up-shifts with specific antibodies), UV cross-linking, and af-
finity chromatography (44, 57). At least Sp1 is a CK2 substrate, and Ets1 pos-
sesses several minimal CK2 phosphorylation consensus sites (there is no direct
evidence yet for phosphorylation by CK2). Two features of Sp1 phosphoryl-
ation are of importance. First, when tested under conditions that lead to a
phosphorylation of other transcription factors such as UBF, CREB, and c-Jun
(13), Sp1 phosphorylation occurs with the CK2 holoenzyme but not with indi-
vidual CK2�. Second, phosphorylation alters the behavior of Sp1 measured as
a significant decrease of itsDNAbinding capacity (44, 45, 57), a result supported
by earlier data that identified phosphorylation at positions such as T579 (69).

The phosphorylation and its effect provide a basis for a working hypothesis
of a coordinate transcription regulation of the the CK2� and CK2� genes, ex-
plaining why quasi–constant cellular CK2 transcript levels may be adjusted. As
schematically outlined in Fig. 7, it is tempting to assume that activation of the
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CK2� and CK2� genes occurs under participation of Ets1 and Sp1 due to
their promoter binding and cross-talk. Activation results in CK2� and CK2�
gene transcription followed by translation into CK2� and CK2� protein. This
process would continue until a certain cellular level of newly generated CK2�
and CK2� is reached, which, considering their high mutual affinity (15), would
readily complex to CK2 holoenzyme tetramers. Aside from serving cellular
functions, the holoenzyme, but not the individual CK2�, would phosphorylate
Sp1 (and Ets1?), loosening promoter binding and=or affecting cross-talks
between Sp1 and Ets1. As a consequence, Ets1=Sp1-mediated transcriptional
activation would, due to the increase in holoenzyme level and thus phosphoryl-
ation, decrease and the expression of both the CK2� and the CK2� gene
would decline. The expected outcome would be constant transcript levels of

Fig. 7. Schematic representation of transcriptional coordination hypothesis of the human
CK2� and CK2� genes. Ets1 response element (double motif; circles symbolizing individual Ets1
elements; not to scale) common to transcriptionally active regions of both the human CK2�
(region �9 to 46) and CK2� (region �42 to 14) gene promoters might activate in cooperation with
Sp1 response elements (overlapping motif clusters, circles symbolizing individual Sp1 elements;
not to scale) the transcription of genes. The generated mRNAs (CK2�-mRNA; CK2�-mRNA)
could be translated into CK2 subunit proteins (CK2�, open circle; CK2�, shaded circle), which
may readily complex into a tetrameric CK2 holoenzyme. The holoenzyme might, aside from
catalyzing various cellular functions, feed back to gene transcription via phosphorylation of Sp1
(and Ets1?) resulting in a down-regulation of transcription. For symbols see legend to Fig. 6.
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both genes meeting exactly the situation observed in human cultured cells.
Therefore, the scenario of a negative feedback control seems to apply nicely,
coordinating CK2� and CK2� gene expressions.

The proposed negative feedback control applies only if both CK2� and
CK2� are expressed. Expression of the CK2� gene alone would, if CK2� ex-
pression was disturbed and CK2� not available by any other form of intracel-
lular storage, steadily increase. This may create harmful scenarios. For
instance, theileriosis, a deadly African cattle disease with far-reaching eco-
nomic problems, is characterized by high levels of CK2� and a lack of CK2�
(37), and various links of asymmetric expression of CK2 subunits exist for tu-
morigenesis (37–39 ). In fact, various diseased states with deviating CK2 situ-
ations seem to link to Ets1. For instance, the Ets1 function is modulated by
mitogenic signals transmitted via the Ras=Raf kinase pathway (70), and acti-
vated Raf kinase has been described as phosphorylating a conserved threonine
(T38) causing activation of Ets1 and enhanced transcription of genes related to
early mitogenic events (71), including CK2 genes (70). This may possibly help
explain earlier reports on mitogen-induced increases in CK2 expression levels
in cell cultures (28, 72), or on high expression levels of CK2 in proliferative
tissues and in tumors (73, 74), matching the fact that Ras and Ets1 are both
protooncogene products, and that Ets1 represents in addition a well-
documented regulator of other protooncogenes and genes correlated with me-
tastasis (75–77 ). The Ets1 double motif is highly conserved and is also found in
all the promoters of CK2 genes, including human, mouse, nematode worm,
and frog (45). Alignment of the human and mouse gene upstream sequences
indicates 100% identity of the Ets1 motifs at only a 55% identity of the sur-
rounding sequences. Appropriately, overexpression of Ets1, whose presence
in the employed cells and motif-dependent binding to DNA has been docu-
mented [see also (44, 57)], causes moderate but significant increases of tran-
scriptional activity. The impact of Ets1 on CK2 gene expression has also
been supported by the antisense approach (57). Therefore, it is tempting to
assume that Ets1 may represent a feature common to and important for the
transcription machineries of both the CK2� gene and the CK2� gene, and
thus may play a role in coordinating their expression.

Ets1 and Sp1 sites are also present in the promoter of the CK2�0 gene. The
promoter region contains two adjoining Ets1 motifs, although not completely
identical to the Ets1 double motif in the two other CK2 genes, and also Sp1
multiple sites, that might be controlled in a like manner. This would explain
the constant CK2�0 transcript levels found in addition to that of the CK2�
and CK2� transcript levels in JEG-3 cells. Such experiments are presently
under investigation in our laboratory and preliminary results indicate a reduc-
tion in CK2�0 promotor activity of about 50% upon mutation of either of the
Ets-1 motifs both in JEG-3 and in HeLa cells.
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V. Functional Links of CK2 Genes

Based on data from many different laboratories, it is suspected that CK2
plays a biological role in some global processes related to transcription and
transcription-directed signaling (3, 20). The reentry into the cell cycle repre-
sents an excellent example in favor of this. If CK2 is perturbed at the nucleic
acid level or protein level, cell-cycle entry stimulation of human cultured cells
is inhibited, paralleled by repression of genes such as fos (7–9, 33–35, 78 ),
whose expression is a prerequisite for subsequent waves of gene expressions
essential for cell-cycle progression (31). To define CK2’s role in a global con-
text more precisely, we investigated the cell-cycle reentry situation by DNA
array technology, expecting that due to the character of the data generated
we could figure out the sites at which CK2 may act within the large and com-
plicated network of gene expression control processes. Because such an analy-
sis should be as broad as possible, the investigated portions of a genome should
be as large as possible. Ideally, a complete genome is analyzed. The high con-
servation of both the CK2 complex and the cell cycle makes it easier to choose
a suitable model genome and to project array data to the human situation.

We have been choosing the budding yeast Saccharomyces cerevisiae as a
model system. Not only is the entire genome available, 6200 genes (79), but
this organism has a number of advantageous features. It is genetically easily
tractable, passes through the cell cycle in a haploid state (excluding compensa-
tion of genetic manipulations by respective healthy counterparts as in diploid
states), and basic knowledge in cell-cycle genetics originates from it. Moreover,
CK2 has been shown to be involved in yeast cell-cycle control (21). We have
systematically investigated the effect of perturbed CKZ genes (21) on all genes
of the genome for expressional alterations, i.e., for their functional links. Al-
though not providing mechanistic explanations, functional links are suited to
establish a map of action sites of CK2 within the knotty network of gene
expression control processes.

A. Genetic Perturbation of CK2 Affects Expression of Genes
of All Cell-Cycle Phases and Often in a Subunit- and
Isoform-Specific Manner
S. cerevisiae has four CK2 genes, CKA1 and CKA2, equivalents of human

CK2� and CK2�0 genes, and CKB1 and CKB2, equivalents of the human
CK2� gene. We have comparatively investigated in genome-wide screens
(35a, 54) the effect of individual CK2 gene deletions or deletion combinations
on the expression of genes in randomly growing cell populations (permanently
cycling state) and in synchronized populations specifically at reentry into the
cell cycle. The synchronization was by � pheromone treatment, arresting cells
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in a G0-like differentiation state, and the investigated reentry time points cor-
responded to M=G1 phase transition and early G1 progression [0, 7, and
14 min postpheromone release; see (80)].

Significant alterations have been seen in the transcript profiles of both the
regulatory (ckb1� ckb2�) and catalytic (cka1� or cka2�) CK2 subunit
deletion strains. Collectively, nearly one-third of the roughly 900 known cell-
cycle-regulated genes (80, 81) are significantly altered in expression in at least
one of the CK2 mutants and at one of the time points. The expression alter-
ations are frequently subunit specific, i.e., occur either upon regulatory or
catalytic subunit deletions, and surprisingly often are also CK2 isoform spe-
cific, i.e., seen only upon deletion of the one or the other catalytic subunits
(Fig. 8).

The CK2-linked genes relate to various cell-cycle phases. This is true for
both the cells in a permanently cycling state and the cells about to reenter
the cell cycle. The latter indicates somewhat surprisingly, compared to the
expression alterations of immediate early genes at cell-cycle entry of human
cells in culture (see above), that genetic perturbation of CK2 at cell-cycle entry
may also have consequences for genes that peak in expression in a distant
cycle phase (see below). The CK2-linked genes are either part of a defined
process such as a metabolic pathway or a cell-cycle control element, or are
involved in a superior process that might interfere with the expression control
of many genes and thus may represent a global role for CK2, chromatin
remodeling.

1. Metabolic Pathway and Nutrition Supply Genes

A group of genes, amounting to roughly one-fifth of the CK2-linked cell-
cycle genes, is altered in cells reentering the cell cycle and also in permanently
cycling cells. This group, therefore, is not specific for cell-cycle entry per se.

Fig. 8. Cell-cycle-regulated genes affected in expression by genetic perturbation of CK2
subunits. Venn diagram showing numbers of deviating genes that are at least one time point in the
different CK2 subunit deletion strains. Significantly deviating expression was defined as an at least
two-fold difference in transcript levels compared to wild type.
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With few exceptions, the genes encode proteins involved in metabolic path-
ways and nutritional supply. The resulting deficiencies are therefore obviously
either compensated for by available components present in the culture
medium or by genetic mechanisms (21). An example of metabolic pathway
genes linked to CK2 is the MET cluster responsible for the synthesis of
methionine. This cluster is composed of 20 genes that are coordinately ex-
pressed, and the link to CK2 is highly subunit and isoform specific: at least
eight MET genes are CK2 dependently expressed, the genes are strongly sup-
pressed in the absence of the regulatory subunits (ckb1� ckb2� strain), and
although the absence of one of the catalytic subunits (cka1� strain) elevates
expression, the absence of the other (cka2� strain) has no effect (35a).

Examples of nutritional supply genes are the genes responsible for phos-
phate maintenance, the PHO genes. The PHO regulon is composed of genes
that encode phosphate-supplying phosphatases (Pho5, 8, 11, 12) and mem-
brane-bridging phosphate transporters (Pho84, 89). Together, they represent
the executive part of the PHO regulon and are collectively expressed upon
phosphate starvation. The expression is transcription regulated and dominated
by a central transcription factor, Pho4. A cell-cycle-linked regulatory complex
consisting of a cyclin (Pho80), a cyclin-dependent kinase (CDK; Pho85), and a
CDK inhibitor (Pho81) controls this factor (82–84 ). When the regulatory
CK2 subunit genes are deleted, all of the PHO genes encoding executive
components are significantly repressed at any of the times analyzed as well
as the central transcription factor gene PHO4. By contrast, the genes encoding
the cell-cycle-linked control complex are unaltered (Fig. 9). This indicates an
absolute requirement of CK2 for the expression of executive PHO genes. As a
consequence, a deficiency in the regulatory CK2 subunits would permanently
keep these genes repressed, independent of whether phosphate was available
and what the phosphate sensor might signal, and would, therefore, uncouple
the executive part of the PHO regulon from its cyclin-Cdk-regulatory part.
The regulon is also negatively affected, although less dramatically and only
temporarily at cell-cycle entry by deletion of catalytic subunit Cka1. By con-
trast, deletion of the other catalytic subunit, Cka2, has little effect, indicating
that the PHO regulon is affected not only CK2 subunit specifically but also iso-
form specifically (84a). Because phosphate supply is, without exception, vital
for all cells, the CK2 effect on the PHO regulon supports the survival factor
hypothesis (20).

2. Cell-Cycle Progression and Exit Genes

In support of a survival factor function of CK2 (20) are the various genes
altered in expression and involved in cell-cycle progression control and exit
from it. These involve predominantly genes that relate to cell-cycle engine
control and cell division and apoptosis machineries (35a).
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The genes relating to cell-cycle engine control comprise several cyclin-
encoding genes. A particularly important example for the entry into the cell
cycle is the gene encoding Cln3, which is repressed by catalytic CK2 subunit
deletion. This is a G1 phase cyclin that complexes to Cdk1 (also named Cdc28),
the only Cdk in yeast, which upon activation by Cln3 triggers the first step of
a new cell-cycle round. Another cyclin-encoding gene, CLN2, whose product
activates Cdk1 at a later stage in G1, is repressed by regulatory CK2 subunit
deficiency. Further, elevation of expression of CDC20 is observed, which rep-
resents an example of a CK2-linked gene whose product acts at the other end
of a cyclin’s life, the proteolytic destruction. It encodes an anaphase-promoting
complex subunit.

Genes relating to cell-cycle exit and apoptosis include, for instance,
SPO12, encoding a putative positive regulator of exit from M phase. It is re-
pressed by CK2 regulatory subunit deficiency. This deficiency also represses
BAT1. This gene encodes a branched-chain amino acid transaminase and its
human homolog ECA39 is involved in apoptosis (85).

Fig. 9. Deletion of CK2 regulatory subunits uncouples phosphate supply genes (PHO genes)
from their cyclin-Cdk control. S. cerevisiae wild-type and ckb1� ckb2� strains were synchronized
by pheromone treatment and comparatively analyzed for gene transcription at indicated times
postpheromone arrest using oligonucleotide arrays. Relative transcript abundances are given
according to scale (shades of gray) at the bottom. Transcription deviations are considered
significant when greater than two-fold. Note: Ckb1 and Ckb2 transcripts are absent but Cka1 and
Cka2 transcripts are unchanged as expected. CONTROL, cyclin-CDK regulator genes of the PHO
pathway; EXECUTIVE, phosphate supply gene group.
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Various CK2-linked genes relate to the cell division machinery. Most
prominent are genes encoding spindle pole body (SPB) components and
SPB interaction partners, including factors of their control. For instance,
HCM1, encoding a transcription factor involved in regulation of SPB assembly,
is repressed by deficiencies in catalytic CK2 subunits; NUF1, a gene encoding
an SPB component, is repressed by Cka1 deficiency but elevated by Cka2
deficiency; KIP3, encoding a kinesin-related protein, is enhanced by regulatory
subunit deficiency; andCIK1, encoding an SPB-associated protein, is enhanced
by Cka1 deficiency but repressed by regulatory CK2 subunits deficiency.

B. Links to Chromatin Remodeling Genes: A Global
Role for CK2?
Members of gene groups such as the above considered MET or

PHO genes have more or less common transcription regulation features.
The majority of the CK2-affected genes, however, exhibit no common charac-
teristics. Consequently, CK2 perturbation should alter their transcription
via more global mechanisms. Indeed, we find strong hints for such mechan-
isms. The genes requiring CK2 for proper expression at cell-cycle entry
include genes encoding proteins with a striking relation to chromatin remodel-
ing and modification (Table II). Remodeling is of high global significance for
the expression of genes, because the first steps in activating gene expression
is altering the accessibility of chromatin to the transcription machinery.
The expression of these genes, moreover, is not restricted to a certain cell-
cycle phase; their expression peaks are rather distributed over all cycle phases,
indicating roles at defined cell-cycle states. The gene products range from
chromatin assembly proteins (Cac2), proteins involved in silencing and antisi-
lencing of chromatin (Esc4; Asf1), chromatin remodeling transcription factors
and cofactors (Swi1; Sri1), histone acetylase complex factors (Ahc1), histone
deacetylases (Hos3; Hst4), to helicases (Mcm6). Not only does the expression
of respective genes argue for a role of CK2 in chromatin remodeling, a number
of observations with nuclear protein complexes do as well. All CK2 subunits, as
individual proteins or diverse combinations, have been found complexed
to general chromosomal remodeling factors in yeast (5, 6, 86), and CK2-
mediated phosphorylation of nucleosome assembly proteins such as NAP1
and 2 has been shown to occur and affect function (36, 87). Further, CK2
has been reported to phosphorylate and possibly regulate human histone
deacetylase 2 (88).

The involvement of CK2 in nucleosomal remodeling processes would
explain divergent deviation patterns within certain gene groups. For instance,
executive PHO genes have a Pho4 control in common and, consequently, their
repression is paralleled by PHO4 repression in ckb1� ckb2� mutants (see
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Fig. 9). But this is not so in cka1� or cka2� mutants. PHO4 expression is un-
altered in these strains, whereas expression of PHO genes varies transiently
and isoform specifically (84a). To explain this phenomenon, Pho4-mediated
promoter activation is obviously not sufficient, and additional control devices
are required. Targeting the transcription machinery properly to PHO gene
promoters has repeatedly been related to chromatin remodeling (89). This
could, therefore, be the CK2-affected control device.

Collectively, our observations are compatible with the assumption that
CK2 plays a global role in transcription (and transcription-directed signaling)
through a chromatin-remodeling capacity. This could occur both by affecting
expression of genes encoding remodeling and modulating factors and by dir-
ectly interacting (with and without phosphorylation) with remodeling and
modifying proteins. Because of the global character of chromatin remodeling,
such a role for CK2 could have consequences for diverse cellular processes
and help explain many of the puzzling physiological and pathophysiological
observations made in connection with CK2.

TABLE II
Genes of Various Cell-Cycle Phases Involved in Chromatin Remodeling and

Modification Are Affected in Expression by CK2 Perturbation a

Cell-cycle phase Gene Gene product

G1 CAC2 p60 subunit of chromatin assembly factor I

ESC4 Establishes silent chromatin

ASF1 Antisilencing protein

S SWI1 Chromatin remodeling zinc-finger transcription factor

TEL2 Telomere-binding protein

S=G2 HOS3 Histone deacetylase

CSE4 Similar to histone H3 and to centromere protein CENP-A

G2=M SRI1 Swi=SNF and RSC interacting protein 1

AHC1 Component of Ada histone acetyltransferase complex

MCM6 ATP-dependent DNA helicase

M=G1 HST4 Histone deacetylase

aGlobal DNA array-based transcript profiles of S. cerevisiae wild-type and CK2 mutant strains (ckb1�
ckb2�; cka1�; cka2�) were compared at cell-cycle entry and genes deviating in transcription by more than
two-fold were classified as significantly affected. Genes were assigned to cell-cycle phases according to Spellman
et al. (80). For details see text.

genes encoding human protein kinase ck2 267



Acknowledgments

We would like to express our sincere appreciation to all members of our laboratory, past and
present, for their commitment and dedication. In particular, we would like to acknowledge
the impressive activity by Thomas Barz in establishing functional links of CK2 in the yeast model
system, the help of Benedikt Brors in bioinformatics, and the excellent technical assistance of Andrea
Waxmann.Research fromour laboratorywas supported byEU (CT96-0047=GR-767.705=07),DFG
(Py2=2-2), HGF (Strategiefonds III A1=H161; B5=H166), and DKFZ=MOS (Ca77).

References

1. Burnett, G., and Kennedy, E. P. (1954). The enzymatic phosphorylation of proteins. J. Biol.
Chem. 211, 969–980.

2. Tuazon, P. T., and Traugh, J. A. (1991). Casein kinase I and II—multipotential serine protein
kinases: Structure, function, and regulation. Adv. Sec. Mess. Phosphoprot. Res. 23, 123–164.

3. Pinna, L. A. (2002). Protein kinase CK2: A challenge to canons. J. Cell Sci. 115, 3873–3878.
4. Pyerin, W., Ackermann, K., and Lorenz, P. (1996). Casein kinases. In ‘‘Protein Phosphoryl-

ation’’ (F. Marks, Ed.), pp. 117–174. Verlag Chemie, Weinheim.
5. Gavin, A. C., Bosche, M., Krause, R., Grandi, P., Marzioch, M., Bauer, A., Schultz, J., Rick,

J. M., Michon, A. M. et al. (2002). Functional organization of the yeast proteome by
systematic analysis of protein complexes. Nature 415, 141–147.

6. Ho, Y., Gruhler, A., Heilbut, A., Bader, G. D., Moore, L., Adams, S.-L., Millar, A., Taylor, P.,
Bennett, K. et al. (2002). Systematic identification of protein complexes in Saccharomyces
cerevisiae by mass spectrometry. Nature 415, 180–183.

7. Gauthier-Rouvière, C., Basset, M., Blanchard, J.-M., Cavadore, J.-C., Fernandez, A., and
Lamb, N. J. C. (1991). Casein kinase II induces c-fos expression via the serum response
element pathway and p67SRF phosphorylation in living fibroblasts. EMBO J. 10, 2921–2930.

8. Pepperkok, R., Lorenz, P., Ansorge, W., and Pyerin, W. (1994). Casein kinase II is required
for transition of G0=G1, early G1, and G1=S phases of the cell cycle. J. Biol. Chem. 269,
6986–6991.

9. Pepperkok, R., Herr, S., Lorenz, P., Pyerin, W., and Ansorge, W. (1993). System for quantita-
tion of gene expression in single cells by computerized microimaging: Application to c-fos
expression after microinjection of anti-casein kinase II antibody. Exp. Cell Res. 204, 278–285.

10. Chardot, T., Shen, H., and Meunier, J. C. (1995). Dual specificity of casein kinase II from the
yeast Yarrowia lipolytica. C. R. Acad. Sci. III 318, 937–942.

11. Wilson, L. K., Dhillon, N., Thorner, J., and Martin, G. S. (1997). Casein kinase II catalyzes
tyrosine phosphorylation of the yeast nucleolar immunophilin Fpr3. J. Biol. Chem. 272,
12961–12967.

12. Mitchell, C., Plaho, J. A., and Roizman, B. (1994). Casein kinase II specifically nucleotidy-
lylates in vitro the amino acid sequence of the protein encoded by the alpha 22 gene of
herpes simplex virus 1. Proc. Natl. Acad. Sci. USA 91, 11864–11868.

13. Bodenbach, L., Fauss, J., Robitzki, A., Krehan, A., Lorenz, P., Lozeman, F. J., and Pyerin, W.
(1994). Recombinant human casein kinase II. A study with the complete set of subunits
(alpha, alpha0 and beta), site-directed autophosphorylation mutants and a bicistronically
expressed holoenzyme. Eur. J. Biochem. 220, 263–273.

14. Thornburg, W., and Lindell, T. J. (1977). Purification of rat liver nuclear protein kinase NII.
J. Biol. Chem. 252, 6660–6665.

268 pyerin and ackermann



15. Cochet, C., and Chambaz, E. M. (1983). Oligomeric structure and catalytic activity of G type
casein kinase. Isolation of the two subunits and renaturation experiments. J. Biol. Chem. 258,
1403–1406.
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The partitioning of the eukaryotic chromosome regions into heterochro-
matin and euchromatin reflects fundamental differences in the packaging of
DNA. The observation that chromosome rearrangments juxtaposing euchro-
matic sequences with heterochromatic regions usually result in silencing of
nearby euchromatic genes (termed ‘‘position effect silencing’’) led to genetic
screens for position effect modifiers. These screens uncovered key proteins
involved in chromatin assembly, including structural components of hetero-
chromatin and euchromatin, and enzymes that covalently modify histones. In
addition, recent data implicates RNA in the targeting of chromosome regions
for heterochromatin assembly. Here, we review the genetic, cytological, and
biochemical properties of heterochromatin and summarize recent data
suggesting mechanisms for heterochromatin assembly. � 2003, Elsevier (USA).
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I. Introduction

The mechanism by which chromosomes in eukaryotic nuclei are packaged
to accommodate regulated gene expression is a major problem in biology.
Chromosomal organization is reflected in the cytological partitioning of the
interphase nucleus into zones of condensed heterochromatin and dispersed eu-
chromatin. Euchromatin is commonly thought to represent the transcriptionally
active regions of chromosomes, whereas heterochromatin is thought to be tran-
scriptionally inert, but this functional dichotomy is certainly overly simplistic. In
this review, we will use the term ‘‘heterochromatin’’ in its original cytological
definition (1) as the material in the interphase nucleus that remains condensed
and densely staining after telophase in the cell cycle. For types of chromatin that
share with heterochromatin the ability to silence transcription but for which the
cytological definition is not fulfilled, we will use the term ‘‘silencing chromatin.’’
Intensive genetic analysis and recent insights into the molecular composition of
heterochromatin point to a distinctive form of nucleosome, the ‘‘heterochro-
matic nucleosome,’’ discussed below. The composition of the heterochromatic
nucleosome, including modified forms of histones and associations with DNA,
and nonhistone chromosomal proteins defines the architectural foundation on
which cytological and genetic heterochromatin is built.

The primary genetic assay for the dissection of heterochromatin is
position-effect variegation (PEV). Heterochromatic PEV is the variegated
silencing that occurs when a euchromatic gene is misplaced in or near hetero-
chromatin by rearrangement or transposition (Fig. 1). The variegation of
mutant and wild-type tissue observed first in Drosophila PEV was a puzzle
to its earliest students. Mutations giving rise to such phenotypes were called
‘‘eversporting’’—‘‘sport’’ being an early word for mutant—suggesting a muta-
tional basis to the loss of function. Subsequent genetic studies demonstrated
the position-effect nature of the phenotype (2, 3). Although one study using
Southern blot analysis suggested that somatic DNA elimination accompanies
the variegation (4), a subsequent reinvestigation revealed that the missing
DNA remained in the gel after transfer (5), and later studies found no evi-
dence for DNA elimination in diploid tissue (6). Thus, the silencing of PEV
is a purely epigenetic phenomenon, mediated by changes in the chromatin
template that do not affect the DNA sequence.

PEV has been observed in fungi, plants, and animals, but has been
exploited as a genetic assay primarily in yeast and Drosophila. The variegated
nature of heterochromatic silencing in PEV makes it ideal for genetic identifi-
cation and characterization of nuclear factors required for heterochromatin
formation and maintenance. The purpose of this review is to summarize many
of the key genetic strategies and observations that lead to our current
understanding of how the nucleus is organized for transcription.
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Fig. 1. The observation of PEV in multiple eukaryotes. (A) PEV observed in the fruit fly
Drosophila when the white gene, required for red eye pigmentation, becomes juxtaposed to
centric heterochromatin by a chromosomal inversion. In the absence of a rearrangement, the
white gene resides in euchromatin and is expressed to give a red eye phenotype. When juxtaposed
to heterochromatin, the white gene is silenced in a subset of the cells within the eye, giving rise to
a red and white variegated phenotype. (B) PEV observed in the yeast S. cerevisiae when the ADE2
gene is inserted near the telomere. At a euchromatic position, the ADE2 transgene is expressed,
giving rise to a white color yeast colony. At a telomeric position, the ADE2 transgene exhibits
PEV, giving rise to a variegated red and white sectored colony. (C) PEV observed in mouse T cells
when the CD2 gene is integrated near the centric region of a chromosome. At a euchromatic
position, the CD2 transgene is expressed and the receptor can be found on all T cells (indicated by
black). At a centric position, the CD2 transgene is expressed only in a subset of T cells, giving rise
to a mosaic population of T cells expressing the receptor.
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II. Heterochromatin and Gene Silencing

The most familiar and conspicuous examples of naturally occurring gene
inactivation by heterochromatinization are the Barr body X chromosome of
mammalian females (7) and the inactivation of the paternal chromosome in
coccid beetles (8). In both cases, whole chromosomes remain condensed
throughout interphase, and most or all of the resident genes are inactive.
Well-characterized examples of heterochromatin-like silencing in yeast are
the silent mating type cassettes (9, 10); copies of mating type information
are maintained in silent form, and are used as templates for gene conversion
at the active MAT locus, where the information is capable of being expressed.

Experimentally, the potent silencing activity of heterochromatin is also
evidenced by PEV mediated by the pericentric heterochromatin of mammals,
flies, and fission yeast and the telomeric heterochromatin of flies, fission
yeast, and budding yeast (Fig. 1). In Drosophila, PEV silencing is initiated
early in embryonic development, and is mitotically stable in proliferating cells
as evidenced by the persistence of silencing through most of development (11).
In mice, PEV silencing of an X-linked transgene is similarly initiated early in
development and stably maintained (12). In humans, examples of PEV include
females heterozygous for the X-linked disorder anhidrotic ectodermal dyspla-
sia. Such females are mosaics of skin cells carrying the normal allele linked to
the inactive X chromosome giving rise to patches of skin with no sweat glands,
together with regions of cells carrying the normal allele linked to the active X,
giving rise to patches of skin with normal sweat glands (13). PEV in humans
has also been proposed to be the molecular basis for specific diseases (14). It
should be emphasized, though, that examples of PEV are the result of juxta-
position of genes with heterochromatin. There is no evidence to date that
the normal function of either pericentric or telomeric heterochromatin is to
silence genes. These regions may function indirectly in gene regulation as sinks
for silencing factors that could be recruited to specific euchromatic loci during
development and differentiation.

III. Heterochromatin and Gene Activation

Despite the reputation of heterochromatin as a transcriptionally inert zone,
there are examples of genes that function normally within heterochromatin,
notably inDrosophila andArabidopsis [reviewed in (15–17)]. Indeed,Drosoph-
ila genes that reside normally in heterochromatin exhibit a kind of reciprocal
PEV, in that rearrangements displacing such genes away from heterochromatin
result in reduced or variegated expression (18–20). In larvae lacking the hetero-
chromatin-associated protein HP1 (see below), two heterochromatic genes
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were found to have reduced expression—and one of them variegated (21),
suggesting that heterochromatic genes require structural features of hetero-
chromatin to maintain normal expression. Thus, genes in heterochromatin are
not merely escaping the silencing properties of heterochromatin, as if they
reside within blocks of euchromatin intercalated between heterochromatin.
Instead, heterochromatin functions as an ‘‘activator’’ of heterochromatic genes.

The paradox of how heterochromatin can be both a silencer of euchromatic
genes and an activator of heterochromatic genes can be better understood in
light of recent experiments in yeast. Transcriptional activation by an upstream
activating sequence (UAS) in yeast normally occurs over distances of ca. 1 kb
or less upstream of the target promoter. The placement of both a UAS and its
target within a subtelomeric domain of silencing chromatin permits activation
by a downstream UAS located over a distance of 1.4–1.9 kb 30 to its target pro-
moter (22). The same constructs placed elsewhere in the genome showed
no activation. The activating effect of subtelomeric position effect has been
interpreted as facilitated DNA looping by subtelomeric chromatin, which is
believed to interact with the telomeric silencing chromatin though a DNA
looping/foldback mechanism (23). The intrinsic compaction/looping at the tel-
omere could act to bring the downstream UAS and promoter together. By
analogy, the requirement of heterochromatic genes for heterochromatin
packaging can be understood as heterochromatin-facilitated communication
between enhancers and promoters of heterochromatic genes.

Chromosomal position effects thus clearly demonstrate a functional
subdivision of the nucleus into domains with different potential to accommo-
date transcription. This functional subdivision reflects the cytological subdiv-
ision of the nucleus into heterochromatin and euchromatin. The underlying
basis for this organization lies in the distinct molecular composition of hetero-
chromatin and euchromatin. We now turn to the genetic strategies used to
identify the molecular composition of heterochromatin, some of the key genes
identified by these strategies, and current models of how the gene products act
to organize heterochromatin.

IV. Genetic Strategies for Dissection of Heterochromatin

In an attempt to identify the functional components of heterochromatin,
several Drosophila investigators exploited chromosome rearrangements that
cause variegation of a visible marker to screen for mutations that modify the
extent of variegation (24–26 ). Usually, such screens have begun with a re-
arrangement causing variegation of white, an eye color gene (Fig. 1). Muta-
tions that dominantly suppress or enhance white variegation are easily visible
as resulting in adult eyes that are nearly fully pigmented (suppressor of PEV)
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or nearly unpigmented (enhancer of PEV). To verify that such mutations
affect a general property of heterochromatin and not merely the regulation
of the white gene, they must be retested with different rearrangements
involving variegation of different genes (e.g., brown, Stubble, yellow) and
different regions of heterochromatin. Dominant suppressors of PEV are a
priori candidates for genes encoding structural components of hetero-
chromatin or their modifiers, whereas dominant enhancers of PEV are candi-
dates for genes encoding factors promoting gene activation through chromatin
effects.

Analogous strategies to those used in Drosophila have been used in yeast
to identify genes that encode subunits of silencing chromatin. Initially, the
phenotype screened was mating type switching and the ability to sporulate.
All yeast cells carry silenced copies of both a and � mating type genes, but
the mating type of an individual cell is determined by which set of mating type
genes, either a or �, is copied into the MAT locus, where it is expressed. Mu-
tations in haploid cells that cause loss of silencing of the silent mating type
genes result in expression of both a and � genes, effectively making the mutant
cells sterile. Screens for such mutations were initially done using wild-type
cells. However, mating type silencing in yeast is quite robust, with redundant
silencing elements, making this assay fairly insensitive. Subsequent screens
were carried out using cells with genetically weakened mating type cassettes,
making the screens more sensitive to mutations in genes with modest effects
on silencing, yielding additional silencing factors. The subsequent recognition
that yeast telomeres also can impose PEV (telomeric position effect; TPE,
Fig. 1) provided a second assay; a reporter gene inserted in a subtelomeric pos-
ition shows variegated silencing (27), and mutations that either enhance or
suppress this silencing have uncovered components of telomeric silencing
chromatin, as well as genes required for the maintenance of the telomeres
themselves (28).

A particular virtue of using Saccharomyces cerevisiae for chromatin struc-
ture studies is that yeast has only two copies of each of the histone genes, in
contrast to Drosophila, which has ca. 110 copies. Thus, in addition to identify-
ing genes encoding nonhistone components of silencing chromatin, yeast
screens have yielded mutations in histone genes, directly implicating the nu-
cleosome as an active participant in the silencing mechanism. An important
additional strategy available in yeast is the ability to transform variegating cells
with recombinant libraries to identify factors that, when overexpressed, modify
silencing chromatin.

Although genetic screens for modifiers of position-effect silencing cannot
distinguish between direct and indirect effects on silencing, these screens have
generally identified factors that act directly on the silencing chromatin or the
silenced gene. These factors include structural proteins, as well as enzymes
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that modify those proteins. Molecular cloning and characterization of the
mutated genes have given us many of the actors in the silencing mechanism
and clues as to how the mechanism works.

V. cis-Spreading, trans-Inactivation, and
Heterochromatic Associations

Two types of PEV have been described. Recessive PEV is characterized by
cis-inactivation of genes placed adjacent to a block of heterochromatin on the
same chromosome. In these cases, the neighboring heterochromatin behaves
as though it were ‘‘spreading’’ into the flanking or inserted DNA. Indeed, in
the giant polytene chromosomes of Drosophila, it is possible to visualize
the cytological ‘‘heterochromatinization’’ of the variegating euchromatic mater-
ial near the heterochromatin–euchromatin junction (24, 29, 30). Immunostain-
ing such chromosomes with antibodies to the heterochromatin-associated
protein HP1 shows that HP1 protein also appears to spread across the
breakpoint (31).

Some instances of dominant PEV have been described in Drosophila. The
best-characterized example is caused by the brownDominant (bwD) mutation.
This mutation is caused by an insertional transposition of a ca. 1 Mb block of
heterochromatic satellite DNA at the brown locus in Drosophila (32). The
brown locus on the bwDchromosome appears as an unusually dense band,
and HP1 binds at this site on the mutant chromosome. The bwDallele causes
dominant PEV of the wild-type brown allele on the normal homolog. In con-
trast to recessive PEV, however, the inactivated allele of bw does not acquire
the cytological appearance of heterochromatin, nor does it recruit HP1 (33).
The dominant PEV caused by bwDis pairing dependent, suggesting that intim-
ate contact between the mutant and wild-type locus is required. These
results suggest a mechanism by which some structural feature of silencing
spreads, in cis or in trans across paired homologs, from heterochromatin to
euchromatin.

An alternative mechanism for heterochromatic position effects proposes
that euchromatic genes become silenced by being drawn into a region of the
nucleus in which silencing factors are at high concentrations, increasing
the probability that the chromatin of such genes will bind such factors and
thereby be silenced (34). Such a model helps explain genetic data showing that
as chromosomal distance from a block of heterochromatin (or a telomere in
yeast) increases, the probability that a variegating marker will be silenced de-
creases (35, 36). A correlation between a physical association with constitutive
heterochromatin and silencing during interphase has been observed by
immunoFISH analysis in flies (37–39 ). Interestingly, trans-silencing by bwD
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(see above) is correlated with the cytological association of the brown+ allele
with a major block of heterochromatin in interphase nuclei (37). Similarly,
the repression of several B cell genes was correlated with heterochromatin
associations (39). The notion that physical association with a nuclear region
rich in silencing factors is sufficient to impose silencing gains further support
from experiments in yeast showing that artificial tethering of a locus to the
nuclear membrane is sufficient to confer significant silencing (40). Because
heterochromatin is usually located in close proximity with the nuclear
membrane, this region of the nucleus is likely to be enriched in silencing
factors.

Recent observations challenge a model whereby nuclear localization dic-
tates gene expression. First, Sass and Henikoff (41) described a chromosomal
transposition of the brown locus in Drosophila that results in the
displacement of brown to the pericentric heterochromatin. Although cis-
silencing by heterochromatin of the displaced brown locus was evident pheno-
typically, little or no silencing of a wild-type brown allele in trans was observed.
Surprisingly, the brown homolog that escapes silencing nevertheless is found
to be as frequently and intimately associated with the pericentric heterochro-
matin as with other examples where efficient silencing is observed. Second, the
nuclear repositioning of the Rag-1 and TdT genes next to heterochromatin in
MHC-deficient immature thymocytes occurs significantly later than transcrip-
tional silencing of these genes (42), suggesting that heterochromatic associ-
ation does not cause the silencing. Furthermore, silencing of Rag-1 and TdT
in a thymic lymphoma cell line was not accompanied by association with the
pericentric heterochromatin, suggesting a centric position is not required
(42). One way to reconcile these observations is if protein complexes are
shared between certain silenced loci and heterochromatin, causing an aggrega-
tion of the silenced locus with natural aggregates of heterochromatin. In other
words, heterochromatin association may be a result, rather than a cause, of
silencing.

Taking together the studies on the effects of nuclear organization on
gene expression, a hypothesis has emerged that the location of a gene
within the nucleus places it in a ‘‘position of potential’’ (43). In other words,
certain regions of the nucleus favor one transcriptional state over another,
yet the ultimate fate of gene expression relies on variables that are specific
to a particular gene. Supporting this theory, it was shown that the ex-
pression of a Drosophila transgene depended not only upon its position
in the nucleus relative to a centromere, but also the context of the genomic
environment flanking the transgene (44). Whether a gene will be ex-
pressed or not depends ultimately on characteristics of the local chromatin
structure.
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VI. Molecular Composition of Heterochromatin and the
Regulation of Heterochromatin Silencing

The big picture of position-effect silencing that emerges from genetics
and cytological study is that heterochromatic regions of chromosomes
have the ability to propagate silencing effects into neighboring euchromatin
in cis and in trans. To understand the mechanism of silencing, it is first
necessary to understand the molecular properties of heterochromatin that
distinguish it from euchromatin. In the following sections, we will survey
the primary molecular signatures of heterochromatin and the kinds of
interactions that underlie the assembly and maintenance of silencing
chromatin.

A. DNA Structure and Heterochromatin
The DNA sequence composition of constitutive heterochromatin

differs from that of euchromatin primarily insofar as the heterochromatin
is generally rich in repetitious DNA sequence, including satellite DNA
arrays, relative to euchromatin. There is still considerable overlap between
euchromatin and heterochromatin DNA sequences, as many transposable
elements are found in both regions. Of course, for regions that are hetero-
chromatic in some tissues and euchromatic in others, like the mammalian
Barr body X-chromosome, DNA sequence content is unchanged when the
sequences are packaged as heterochromatin or euchromatin. This obser-
vation suggests that DNA sequence content cannot be the sole determinant
for heterochromatin formation. Indeed, genetic studies in Drosophila
show that the repetitious nature of the DNA sequences, not the se-
quences themselves, can be a critical factor. The normally euchromatic
white gene sequences of Drosophila become silenced when three or
more copies of white transgenes are placed in close proximity (45), and this si-
lencing requires certain heterochromatin-associated factors (46). On the other
hand, multicopy arrays of other sequences do not display this property (47),
suggesting that there are certain sequence requirements for heterochromatin
formation.

B. The Heterochromatic Nucleosome
The smallest functional unit of chromatin is the nucleosome (48), and a

clear distinction can be made between the nucleosomal structure of
heterochromatin and euchromatin. Two characteristic aspects of hetero-
chromatin structure are the covalent modifications marking heterochro-
matic nucleosomes and the organization of heterochromatic nucleosomal
arrays.
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Fig. 2. Posttranslational modifications of the core histones and their implications.
(A) Diagram of the four core histones (H2A, H2B, H3, and H4) with the �-helical regions
within the histone fold domain shown as cylinders. Modifications include acetylation (Ac) at
lysines (K), methylation (me) at K and arginine (R) residues, ubiquitination (U) at K residues, and
phosphorylation (P) at serines (S). N and C represent the amino and carboxy terminal ends of each
histone, respectively. (B) Interactions between histone modifications. The modification depicted in
step 1 promotes the modification(s) depicted in step 2. The net outcome is the effect on gene
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C. Histone Modifications That Distinguish Heterochromatin
from Euchromatin
A large catalog of covalent histone modifications has been compiled

(Fig. 2A). Although the physiological function of these modifications is diverse,
several observations point to mechanisms by which specific histone modifica-
tions can promote heterochromatin formation. Specifically, both heterochro-
matin in higher eukaryotes and silencing chromatin in yeast are enriched in
histones that are hypoacetylated (49–52 ). This is not to say that acetylated his-
tones are entirely absent from heterochromatin: for example, histone H4
acetylated at lysine 12 is somewhat enriched in the heterochromatic chromo-
center of Drosophila polytene chromosomes and the silencing chromatin of
the yeast mating type (53, 54). Overall, both the variety and extent of acety-
lated histone isoforms are low in heterochromatin relative to euchromatin.
The reduced acetylation of heterochromatin may be explained in part by the
fact that certain transcription activators appear to recruit histone acetylases
specifically to promoters (55, 56). Thus, the low levels of histone acetylation
in heterochromatin can be explained by the relatively low gene density. Fur-
thermore, histone deacetylases have been found in complexes containing
nonhistone chromosomal proteins that preferentially associate with hetero-
chromatin (57, 58). The hypoacetylation of the histones in heterochromatin,
specifically at lysine 9 of histone H3, permits histone methylation, a second
modification that is associated with heterochromatin (Fig. 2B).

Heterochromatin is enriched in histone H3 that is di- or trimethylated at
lysine 9. Members of a conserved family of histone methyltransferases respon-
sible for generating this epigenetic mark are SUV39H1 and SUV39H2 in
mouse (59), SU(VAR)3-9 in Drosophila (57), and Clr4p in Schizosaccharo-
myces pombe (60). The connection between histone hypoacetylation and
methylation in heterochromatin probably reflects a concerted mechanism, as
SU(VAR)3-9 family methylases in flies and mammals are physically associated
with histone deacetylase enzyme (57, 58).

In female mammals, the Barr body X-chromosome is preferentially
enriched in lysine 9-methylated H3 (61, 62), and chromatin immunoprecipita-
tion experiments show that this methylated histone is associated with the

expression listed at the right. (C) Evidence supporting the histone code hypothesis. The diagram
shows how histone modifications serve as specific recognition motifs for nonhistone chromosomal
proteins. The modifications and their associated proteins correlate with particular types of
chromatin. The GCN5 bromo domain interacts with acetylated lysine 16 of H3, an event that
signifies euchromatin. The chromo domain of POLYCOMB interacts with methylated lysine 27 of
H3 to generate developmentally regulated silencing chromatin at homeotic loci and the chromo
domain of HP1 interacts with methylated lysine 9 of H3, an event that signifies heterochromatin.
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promoters of inactive genes on the Barr body X-chromosome (61). Interest-
ingly, this methylation is unaffected in Suv39h1/Suv39h2 double knockout
mouse cells (62), indicating that methylation of the inactive X is catalyzed by
one or more separate histone methylases. There are more than 20 predicted
protein sequences encoded in the mouse genome that could be histone methy-
lases, at least four of which have been shown to methylate lysine 9 of histone
H3 (61, 63–66 ). Evidence suggests that lysine 9 methylation in histone H3 is
required to maintain silencing in PEV and for proper chromosome segregation
(see below). Similarly, fission yeast silencing chromatin at the silent mating
type cassettes is enriched in H3 methylated at lysine 9 (60). Thus, it appears
that in yeast, flies, and mammals, methylation of lysine 9 of H3 is a defining
feature of silencing chromatin.

What is the function of the histone modifications found in heterochro-
matin? Insight into this question came from the discovery that di- and tri-
methylated lysine 9 of histone H3 serve as specific recognition motifs for
heterochromatin protein 1 (HP1, discussed below, Fig. 2C) (67, 68). The
importance of this discovery is exemplified by the fact that the relationship is
conserved in diverse organisms such as S. pombe, Drosophila, and mammals.
The interaction between the methylated residue and HP1 is direct support for
the ‘‘histone code hypothesis’’ (69). This hypothesis states that modifications of
histone tails serve as specific recognition motifs for nonhistone chromosomal
proteins. A similar mechanism functions in the generation of developmentally
regulated silencing chromatin where the SET domain containing protein EN-
HANCER OF ZESTE methylates lysine 27 of H3, which, in turn, serves as a
recognition motif for the silencing protein POLYCOMB (70) (Fig. 2C). The
histone code is also utilized for generating active chromatin; transcriptional ac-
tivators such as BRAHMA and Taf250 specifically interact with acetylated
histone H4 (71), a histone modification enriched in euchromatin (Fig. 2C).
Thus, the code can be ‘‘translated’’ into a biological outcome such as transcrip-
tional activation or silencing depending on the properties of the specific
protein reading the code.

Clearly, the code is much more complex than a single modification on a
histone tail. Certain modifications are frequently found in association
with each other. For example, phosphorylation of serine 10 on H3 has been
shown to enhance acetylation of lysine 14 on H3 (72, 73) (Fig. 2B). Similarily,
methylation of arginine 3 of H4 assists the acetylation of lysine 8 and lysine
12 of H4 (74), These combinations of modifications are generated by
modifying enzymes that require, or are inhibited by, tail modifications,
other than the one they produce. Revealing further complexity in the code,
it was recently discovered that modifications on one histone can affect
the modification on a different histone, a process termed ‘‘trans-histone’’
regulation. Ubiquitation of lysine 123 of histone H2B regulates the
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methylation of lysine 4 and lysine 79 of histone H3 (75, 76) (Fig. 2B). These
modifications are thought to prevent the formation of silencing chromatin
and therefore have antisilencing capabilities. What is not yet clear is whether
the modifications take place on histones within the same nucleosome, or on
histones within different nucleosomes. It is tempting to speculate that inter-
actions between modifications of histones within different nucleosomes might
be one mechanism used to regulate the folding and unfolding of the chromatin
fiber.

Although it is relatively easy to understand how the histone code can
regulate gene expression on a gene-by-gene basis through local targeting of
specific enzyme complexes, a more global role for histone modifications has
also been proposed. The theory behind this hypothesis is that the modifica-
tions often change the overall charge of the histone tails, thereby generally
influencing interactions with regulatory factors. Evidence for this hypothesis
comes from studies in which transcription elongation was effected by the
overall charge of the histone tail, rather than modification of specific residues
(77). Global acetylation and deacetylation by enzymes that survey large
genomic domains are thought to be responsible for controlling basal levels of
gene expression and resetting the ground state after targeted modifications
have been utilized (78). Thus, it is likely that the histone code attracts modify-
ing enzymes that act at the local level to regulate gene expression, but these
same enzymes might also act at the global level to define domains of similar
transcriptional potential.

D. Nucleosome–DNA Interactions
Early footprinting studies in yeast suggested that a difference in nucleoso-

mal positioning distinguished the chromatin of the S. cerevisiae silenced
mating type cassettes from the same sequences in which silencing was lost in
a Sir mutant background (79, 80). In Drosophila, PEV silencing is also accom-
panied by a more highly positioned, regular nucleosomal array at the silenced
locus, as judged by the more regular cleavage patterns of heterochromatic nu-
cleosomal linker DNA by micrococcal nuclease (81, 82). Higher occupancy of
heterochromatic template DNA by nucleosomes could account for the
dramatic reduction in DNA accessibility to restriction endonucleases in het-
erochromatic sequences, compared to the same sequences in euchromatin
(81, 82). The fact that that GAGA factor, TFIID, and RNA polymerase foot-
prints are reduced or missing at a PEV-silenced transgene (83) suggests that
heterochromatic nucleosome positioning could also occlude the DNA tem-
plate for access by the transcriptional machinery. The mechanisms by which
nucleosomal positions are established and enforced in heterochromatin are
unknown, but probably involve interactions with specific nonhistone proteins
(see below).
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E. Nonhistone Proteins and Heterochromatin
The identification and isolation of genetic modifiers of PEV in yeast and flies

have proven to be the most efficient and productive strategy to identify protein
components of heterochromatin and their modifiers. The list of PEV-modifying
genes is large and growing, and for many such modifiers, their gene products
are either not known or their role in the silencing mechanism is not understood.
For these reasons, we will focus here on a small subset of PEV modifiers whose
characterization has yielded major insights into nuclear organization.

1. Heterochromatin Protein 1

Heterochromatin protein 1 was first described as an antigen recognized by
a monoclonal antibody raised to a protein fraction eluted from Drosophila
embryo nuclei at 1–2 M potassium thiocyanate (84). Its name comes from its
predominant (though not exclusive) association with the heterochromatic
chromocenter and telomeres of Drosophila larval polytene chromosomes
(84, 85). Indeed, in interphase and metaphase chromosomes of all eukaryotic
cells examined, HP1 family proteins are generally found to be associated
with pericentric heterochromatin [exceptions are pchet1 from mealybug (86)
and HP1c in Drosophila (87)]. Subsequent studies have uncovered HP1 family
proteins in fission yeast, nematodes, fish, birds, mammals, and plants
[reviewed in (88, 89)].

Independent genetic screens for dominant suppressors of PEV in Dros-
ophila (25, 90) identified a strong suppressor locus on the second chromosome
called Su(var)2-5, which, upon molecular cloning, was determined to encode
HP1 (91–93 ). A role for HP1 family proteins in PEV silencing has been
demonstrated in fission yeast (94, 95), flies (91–92 ), and mice (96).

The structure of HP1 family proteins consists of two conserved globular
domains connected by a relatively nonconserved flexible linker. The
globular domains have a characteristic fold of three peptide strands forming
a �-sheet, packed against a C-terminal �-helix [reviewed in (97)]. The N-
terminal domain, termed the ‘‘chromo domain,’’ binds specifically to histone
H3 methylated at lysine 9 (67, 68, 98, 99). However, the binding of HP1
family proteins is not obligatorially linked to H3 lysine 9 methylation, as
the entire mammalian Barr body X-chromosome is enriched for this
methylated H3 isoform, yet the binding of all three mammalian HP1
isoforms is restricted to the pericentric heterochromatin of this and all
chromosomes (62). The C-terminal domain of HP1, termed the ‘‘chromo
shadow domain,’’ mediates self-association (100, 101) and has been impli-
cated in a variety of heterologous interactions with nuclear proteins
involved in chromatin structure, DNA replication, and nuclear archi-
tecture [reviewed in (88, 102)]. Most of these interactions have been

288 eissenberg and wallrath



demonstrated by yeast two-hybrid protein assays and/or in vitro pull-
down assays, and will require in vivo interaction tests to determine their
physiological significance.

The two-domain structure of HP1 family proteins suggests a bifunctional
crosslinker. The specificity of the chromo domain for methylated H3
suggests that HP1 family proteins could use the N-terminal chromo domain
to target heterochromatic nucleosomes and anchor heterochromatin protein
complexes to nucleosomes through the C-terminal chromo shadow domain
and/or through additional interactions via the N-terminal chromo domain. An
estimate of HP1 concentration in Drosophila is consistent with a roughly
stoichiometric binding of two molecules of HP1 per nucleosome in het-
erochromatin (21). It remains unclear how HP1 binding to nucleosomes results
in gene silencing; a mechanistic model will require a more complete picture of
how HP1-binding proteins interact with HP1, nucleosomes, and DNA.

2. Suppressor of Variegation 3-9 Protein

Su(var)3-9 was first identified genetically in Drosophila as a dominant sup-
pressor of PEV (103). Molecular cloning and biochemical characterization
revealed a structural homology between the C-terminus of SU(VAR)3-9 protein
and the proteins encoded by the homeotic silencer Enhancer of zeste and the
homeotic gene activator trithorax, a domain called the SET domain. The struc-
tural similarity of the SET domain to the plant Rubisco protein implicated SET
domains in protein methylation, and biochemical assays revealed that
SU(VAR)3-9 family proteins are histone methyltransferases with specificity for
lysine 9 of histone H3 (63, 65). As discussed above, methylated lysine 9 of
histone H3 represents a high-affinity binding site for the HP1 chromo domain.

The interaction between the HP1 chromo domain and methylated lysine 9
of histone H3, together with the colocalization of lysine 9-methylated H3 and
HP1 in yeast and flies (104, 105) suggests that Su(var)3-9 mutations should
be epistatic to mutations in HP1. Indeed, mutation in clr4, the S. pombe homo-
logue of Su(var)3-9, results in loss of binding of Swi6p, the S. pombeHP1 family
protein (60). Surprisingly, however, Su(var)3-9 is not essential in Drosophila,
though HP1 is essential. This suggests either that HP1 may be targeted to chro-
matin by other mechanisms, or that the essential function of HP1 does not
require chomosome binding. Consistent with the former possibility, HP1
remains associated with the fourth chromosome and telomeres and only
partially disappears from the chromocenter in flies lacking SU(VAR)3-9 (105).

3. Silent Information Regulator 2 Protein

SIR2 was first identified in a screen for mutations in S. cerevisiae
that permit a strain with � information at both HML and HMR and defective
a information at the MAT locus to mate as an � strain [signifying loss of
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silencing of the HML and/or HMR cassettes; (106)]. Sir2 family proteins
are highly conserved, with homologs found from bacteria to humans (107).
Molecular cloning and biochemical characterization revealed that
SIR2 encodes a histone deacetylase (108). In yeast, Sir2p is required
for telomeric PEV (109) and in silencing position effects at the rDNA
locus (110).

The role of Sir2p in yeast silencing chromatin is thought to be to
establish and maintain a domain of deacetylated chromatin as a substrate for
silencing factors. At yeast telomeres, Sir2p is recruited by Sir3p–Sir4p
complexes, which in turn bind to subtelomeric nucleosomes through
N-terminal tails of histones H3 and/or H4 (111).

F. RNA as a Component of Heterochromatin
Just as certain DNA sequences and histone modifications are defining char-

acteristics of heterochromatin, recent data suggest that specific RNAs might
also be involved in the generation and/or maintenance of heterochromatin.
Supporting this theory, RNase A (but not RNase H) digestion of mammalian
nuclei destabilizes HP1� binding in pericentric heterochromatin (112),
suggesting a mechanistic role for RNA in heterochromatin-mediated
silencing. RNA transcripts of centric repeats has also been implicated in
silencing in fission yeast, where a connection between RNA interference
(RNAi) and heterochromatin silencing has emerged from genetic studies
(113), pointing to the paradoxical idea that transcription of heterochromatin
regions actively promotes their silencing. RNAi is the targeted degradation
of specific transcripts resulting from the transcription of self-complementary
RNA (114, 115). In heterochromatic regions, self-complementary RNA could
readily arise because of the highly repetitious sequence composition of hetero-
chromatic DNA, together with the tendency of heterochromatic regions to
accumulate transposable elements containing promoter elements. The
mechanistic relationship between the small double-stranded RNAs that direct
sequence-specific mRNA degradation by the RNAi pathway and the pattern of
specific chromatin structures that characterize heterochromatin remains
obscure. However, it is easy to see that if self-complementary RNA is
transcribed from heterochromatin and does not immediately diffuse away
from the site of transcription, its accumulation in heterochromatic regions
of the genome might serve as a way to target silencing factors specifically to
heterochromatic DNA. Precedent for the role of RNA in regulation of gene ex-
pression and modulation of chromatin structure is seen for the Xist RNA
that associates with the silent X-chromosome in female mammals and the
rox RNAs that associate with the hyperactivated X-chromosome in male
Drosophila (116).
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VII. Setting Up Heterochromatin and Euchromatin Domains

Do specific DNA sequences or proteins demarcate the boundaries of het-
erochromatin and euchromatin? The inverted repeats flanking the silent
mating type cassettes in S. pombe appear to demarcate a transition point be-
tween heterochromatin—rich in Swi6p and histone H3 methylated at lysine
9—and adjacent zones of euchromatin enriched in histone H4 methylated at
lysine 4 (102). This type of organization is also observed at the chicken �-
globin locus, where sharp transitions in histone modifications flank the locus
(117). Whereas the �-globin genes are embedded within a large domain of
acetylated chromatin that contains DNase I hypersensitive sites, the upstream
16 kb is packaged with hypoacetylated histones and is relatively inaccessible to
DNase I cleavage. What is responsible for abrupt transitions between different
chromatin states? In the case of the �-globin locus, a zinc finger DNA-binding
protein termed CTCF associates at the transition site and might be
partially responsible for setting up the active domain by recruiting a histone
acetyltransferase (118, 119).

The idea that specific factors are involved in setting up ‘‘barriers’’ that
separate domains of distinctly different chromatin states is supported by several
studies in S. cerevisiae. First, the termination of telomeric silencing chromatin
has been attributed to sequences within subtelomeric X and Y0 elements. These
elements contain barriers termed STARS (subtelomeric antisilencing regions)
that bind the proteins Tbflp and Reb1p (120). These proteins are required to
prevent the spread of telomeric silencing chromatin into the adjacent regions
containing expressed genes. Second, the termination of silencing chromatin
at the telomere-proximal barrier of the silent mating type cassette HMR was
identified as a tRNA gene. Genetic data indicate that Pol III transcription
factors responsible for transcribing this gene, but not the act of transcription
itself, are required for barrier activity (121, 122). Third, the termination of si-
lencing chromatin from the left of the silent mating type cassette HML maps
to DNA sequences containing binding sites for three transcriptional activators.
It is not yet known whether these activators are required for barrier function
(123). Overall, the common theme emerging from studies in mammals and
yeast is that barriers demarcating transitions from active to inactive chromatin
are associated with DNA-binding proteins, many of which play roles in both
transcriptional activation and silencing at other locations in the genome. Sup-
porting this hypothesis, a fragment of DNA containing three Rap1 binding sites
can act as a barrier when placed within the HML silencing region (124).

In Drosophila, barriers capable of constraining heterochromatin spreading
were invoked by Tartof et al. (125) as part of a model for PEV. The
physical reality of such barriers as part of a normal chromosome-organizing
mechanism has not been demonstrated. The observation of interdigitated
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zones of transcriptional activity and silencing does not necessarily imply an
underlying organizing principle. It could simply be that, in some cases, tran-
scriptional activators can compete successfully with heterochromatin to over-
come silencing (126). Such competition has been described for yeast
TPE by the yeast transcription factor Ppr1p (36, 127), and for the yeast activa-
tor Ga14p in Drosophila (128). Competition between silencing and acti-
vation could explain how numerous genes on the human Barr body
X-chromosome escape silencing. The organization of the D. melanogaster
fourth chromosome into regions capable of silencing transgenes, alternating
with regions of stable transgene expression, suggests that there could be
barriers segregating alternating heterochromatic and euchromatic zones
on this chromosome (129).

VIII. Summary and Future Directions

A general model for heterochromatin in higher eukaryotes that would be
applicable to silencing chromatin in yeast implicates distinctive properties
of nucleosomes that are propagated thoughout a large domain. Heterochroma-
tin nucleosomes have defining covalent modifications, generally hypoacety-
lated N-terminal histone tails and (in fission yeast and higher eukaryotes)
methylated lysine 9 of histone H3. The patterns of histone modification are
thought to recruit specific nonhistone protein complexes. Such complexes
could establish and maintain the positioned nucleosome arrays typical of het-
erochromatin. In the case of the silencing telomeric chromatin of yeast, and
perhaps in heterochromatin in higher eukaryotes, nucleoprotein complexes
might promote a distinct folded structure. Nucleosome positioning and chro-
matin folding can serve to exclude one or more DNA-binding factors necessary
for transcription of some genes, but it may also facilitate enhancer–promoter
communication for other genes—particularly genes that normally reside and
function in heterochromatin.

In the future, the histone code will continue to be translated into newmean-
ings. Connections between the code and other nuclear processes such as DNA
methylation have recently been reported (130, 131). An important goal is to be
able to predict and regulate the expression pattern of a gene using the tools iden-
tified by the genetic, cytological, and molecular dissection of heterochromatin.
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