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I Tensor categories

1. Categories

We collect in this section some basic notation about categories.

A category C consists of the following data:

(1) A class (set) Ob(C) of objects.

(2) A set Mor(C, D) associated to each ordered pair (C, D) of objects C, D in
C. The elements of Mor(C, D) are called morphisms of the category from
C to D. A morphism from C' to D is denoted f: C' — D and called arrow
of the category. We call C' the source and D the range of f. A morphism
determines its sourse and range, i. e. Mor(C, D) N Mor(E, F) # () implies
C=Fand D=F.

(3) A morphism id(C) = id¢ = 1¢ € Mor(C, C) for each object C, called
identity of C. The identity of C' is also denoted just by C or by 1.

(4) A map

Mor(B,C) x Mor(A, B) — Mor(A,C), (g,f)—gof=gf

for each ordered tripel (A, B,C) of objects, called composition of mor-
phisms.
These data are subject to the following axioms:

(5) The composition is associative, i. e. for morphisms f: A — B, g: B — C

and h: C'— D we have always (hg)f = h(gf).

(6) For each morphism f: A — B we have f = foid(A) =id(B) o f.
Instead of Mor(C, D) we also write Morc(C, D) or C(C, D). Also the notation
Hom(C, D) or Home(C, D) is used. A category is called small if its objects form
a set.

Typical examples of categories are the category SET (objects) and maps (mor-
phisms) or the category ABEL of abelian groups (objects) and homomorphisms
(morphisms). We refer to these categories as the category of sets and the category
of abelian groups.

A morphism f: C' — D is called isomorphism, if there exists a morphism
g: D — C such that go f =id(C) and f o g = id(D). A morphism ¢ with this
property is uniquely determined by f and will be denoted f~!. If there exists
an isomorphism f: C' — D, then the objects C' and D are called isomorphic. A
morphism f: C — C' is called endomorphism of C'. An isomorphism f: C' — C
is called automorphism of C.

Occasionally it is useful to consider morphism sets with additional structure.
Let R be a commutative ring. A category is called K-category, if all morphism sets
Hom(C, D) are left R-modules and if the composition Hom(C, D) xHom(B, C') —
Hom(B, D), (f,g) — fg is always &-bilinear. An example is the category K-Mod
of left K-modules and K-linear maps.

We mention some methods to construct new categories from given ones.
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(1.1) Let C be a category. The dual category C° is obtained from C by reversing
the arrows. This means: Both categories have the same objects. But we have
C°(C,D) = C(D,C). The identities remain the same. Composition * in C° is
defined by reversing the order: f x g is defined if and only if g o f is defined, and
is the arrow which belongs to g o f in C°. v

(1.2) Let C and D be categories. The product category C x D has as objects
the pairs (C, D) of objects C' in C and D in D. The morphisms (Cy, D;) —
(Cy, Dy) are pairs of morphisms f: C; — Cy, g: D; — D,. Composition is
defined componentwise by the composition in the original categories. @

(1.3) Let C be a category. The category PC of arrows in C has as objects the
morphisms of C. A morphism from f: Cy — C5 to g: D; — D, is a pair of
morphisms ¢;: C; — D; which satisfy gy = o f. @

(1.4) The objects of the category of endomorphisms END(C) are the endomor-
phisms f: ¢ — C' in C. A morphism from f to g: D — D is a morphism
p: C' = D which satisfies gp = f. @

(1.5) Let B be an object in C. A morphism f: E — B is called object over
B. The category Cp of objects over B has as objects the objects over B. A
morphism from f: £ — B to g: FF — B is a morphism ¢: E — F such that
g = f. Similarly for objects f: B — E under B. @

In general, one can define in a similar manner categories from diagrams of a
fixed shape.

2. Functors

Let C and D be categories. A functor F: C — D from C to D is an assignment

which associates to each object C' of C an object F/(C') of D and to each morphism
f: C — D in C a morphism F(f): F(C) — F(D) of D. These data are subject
to the following axioms:

(2.1) F@Id(C)) =id(F(C)),  Flgof)=F(g) o F(f).

A contravariant functor U: C — D is an assignment which associates to each
object C' in C an object U(C) in D and to each morphism f: C' — D in C a
morphism U(f): U(D) — U(C) D such that:

(2.2) U(id(C)) =id(U(C)),  Ulgo f) =U(f)oU(g).

Functors are also called covariant functors.

An immediate consequence of (2.1) and (2.2) is:
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(2.3) Proposition. A (contravariant) functor maps isomorphisms to iso-
morphism. O

A contravariant functor F: C — D is essentially the same thing as a functor
C — D° into the dual categor or as a functor C° — D. A functor F:C x D — &
from a product category is called a functor in two variables.

Each category produces functors from its morphism sets. Let D be an object
of the category C. The contravariant Hom-functor

Hom(—, D) = Hom(?, D): C — SET

associates to the object C' the morphism set Hom(C, D) and to the morphism
p: C7 — C5 the map

Hom(p, D): Hom(Cy, D) — Hom(Cy, D), f+ fo.

On easily checks the axioms of a functor. Similarly, for each object C' we have
the covariant Hom-functor Hom(C, —): C — SET. Taken together, the Hom-
functor is a functor

Hom(—,—): C° x C — SET

in two variables.
Let F: A — B and G: B — C be functors. Their composition GG o F' is the
functor A — C defined as

(2.4) (GoF)(C)=G(F(C),  (GoF)(f)=G(F(f))

on objects C' and morphisms f. We have the identity functor Id¢e: C — C which is
the identity on objects and morphisms. Composition of functors is assoviative. If
A and B are small categories, then the functors from A to B form a set. Therefore
small categories together with the functors between them form a category CAT.

The composition of two contravariant functors is defined similarly and yields
a covariant functor. We can also compose co- and contravariant functors.

Since CAT is a category, we have the notion of an isomorphsm of (small)
categories. It turns out that this notion for the comparison of categories is too
rigid. We define instead the notion of equivalence of categories.

Let F,G: C — D be functors. A natural transformation ®: F — G from F
to G consists of a family ®¢: F(C') — G(C) of morphisms in D, indexed by the
objects C of C, such that for each morphism f: C' — D in C the equality

G(f)oPc=Ppo F(f): F(C)— G(D)

holds. We call the & the components of the natural transformation. We often
specify natural transformations by just writing their components. If all & are
isomorphisms in D, we call ® a natural isomorphism and use the notation ®: F' ~
G. A natural transformation and a natural isomorphism between contravariant
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functors is defined similarly. The inverse morphisms @51 of a natural isomorphism
form a natural isomorphism.

A functor F: C — D is called equivalence of these categories, if there exists a
functor G: D — C and natural isomorphisms GF ~ Id; and F'G ~ Idp. Then
also GG is an equivalence of categories. Categories C and D are called equivalent,
if there exists an equivalence between them. Suppose F: C — D and G: D — &£
are equivalences of categories, then G o F' is an equivalence.

A functor F: C — D is called essentially surjective, if for each object W of
D there exists an object V' of C and an isomorphism F (V) =2 W. A functor
F is called faithful (fully faithful), if for any two objects U,V of C the map
Hom(U,V) — Hom(F(U), F(V)), f — F(f) is injective (bijective).

(2.5) Theorem. A functor is an equivalence of categories if and only if it is
fully faithful and essentially surjective.

PROOF. Let ®: GF ~ Id¢ and ¥: F'G ~ Idp be natural equivalences. Suppose
Y € Ob(D) is given and let X = G(Y"). Then ¥ yields an isomorphism F(X) =
FG(Y) =Y. Hence F is essentially surjective.

Let f,g € Hom(U,V) be morphisms with the same image under F. Then
we have @y o GF (V) = f o &y and similarly for ¢g. Since GF(f) = GF(g), we
conclude f = g. Hence F' (and also G) is injective on Hom-sets.

Suppose ¢g: F(U) — F(V) is given. W define f: U — V by

f=®y0G(g) o ®,".

There is a similar equality with G/(g) replaced by GF(f). Since G is injective on
Hom-sets, the equality GF(f) = G(g) implies the equality F/(f) = ¢g. Hence F
is surjective on Hom-sets and therefore fully faithful.

Conversely, assume that F' is fully faithful and essentially surjective. For
each object W of D we choose an object G(W) in C and an isomorphism
Uy FG(W) — W. This is possible, since F' is essentially surjective. Since
F' is fully faithful, there exists for each morphism ¢g: W — W' in D a unique
morphism G(g): G(W) — G(W’) such that

FG(g) = Uy ogo Uy .

One verifies that these choices define a functor G: D — C. The Uy, yield a
natural isomorphism U: F'G ~ Idp. We still have to define a natural isomorphism
®: GF ~Idc. Let ®y: GF(V) — V be the uniquely determined morphism such
that F'®y = Wp(y). One verifies that these data give a natural isomorphism. O

If ®: FF — G and V: G — H are natural transformations between functors
C — D, then

(2.6) (To®)e=Tpgodc
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defines a natural transformation ¥ o ®: F' — H. This composition of natural
transformations is associative. We always have the identical natural transforma-
tion Idp: ' — F.

Let C and D be small categories. The functor category [C, D] has as objects the
functors C — D, and the morphisms from F' to G are the natural transformations
®: F' — G. Composition is defined by (2.6).

(2.7) Equivalent subcategories. A subcategory of a category C consists of a
subset of objects and morphisms such that they form a category with the given
composition. A subcategory is called full, if for any two objects its Hom-set is
the same as in the larger category. A full subcategory D of C is equivalent to C if
each object of the large category is isomorphic to an object in the subcategory.Q

Let D and E be objects of a category and let f: D — E be a morphism.
Composition with f yields a natural transformation f,: Hom(?, D) — Hom(?, E)
between Hom-functors by setting

fic: Hom(C, D) — Hom(C, E), g~ fog
and a natural transformation f*: Hom(FE,?) — Hom(D,?) by setting
fé& Hom(E,C) — Hom(D,C), h+~ ho f.

The functors Hom(—, D) and Hom(—, E) are naturally isomorphic if and only if
D and E are isomorphic.

(2.8) Yoneda-Lemma. Let C be a category. A natural transformation of the
Hom-functor Hom(—, C') into a contravariant functor G: C — SET is determined
by its value on id(C) € G(C') and this value can be prescribed arbitrarily. @

Suppose F' is fully faithful and F(f) an isomorphism. Then f is an isomor-
phism.

3. Adjoint functors

From now on we don’t use calligraphic letters for categories. Let F: C' — D
and G: D — C be functors. An adjunction (¢,n): F - G is a pair of natural
transformations

o FG—>1dD, n: 1dc—>GF,

such that for all V"€ Ob(V) and W € Ob(D) the two morphisms

(3.1) covy e oy CEm) G
(3.2) rovy O papy EE0 pevy

are the identity.
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A natural transformation 7: idg — GF yields a natural transformation be-
tween Hom-functors in two variables

®,: D(F(V),W) = C(V,G(W))

as follows: Let f: F(V) — W be given. We consider ®,(f) = G(f)ony. A natural
transformation e: F'G — idp yields a natural transformation

U.: C(V,G(W)) = D(F(V),W),

if we assign to g: V' — G(W) the morphism ¥ (g) = ey o F(g). If, conversely,
®: D(F(V),W) — C(V,G(W)) is given, let n&: V — GF(V) be the image
®(idp(v)); and if ¥ is given, let ef: FG(W) — W be the image ®(idg(w)). One
verifies naturality.

(3.3) Proposition. The assignments n — ®, and ® — n® are inverse bi-
jections between the natural transformations idp — GF and C(F(?),7?) —
D(?,G(7?)). The assignments ¢ — W, and ¥ — &% are inverse bijections be-
tween the natural transformations FG — ide and C(?,G(?7)) — D(F(?),?7).

The proof is a simple verification. For instance, 77{{;” is the image of idg(yy bei
®,, hence equal to G(idp(y)) o nv = nyv and therefore n® = 1.

(3.4) Theorem. Suppose given a natural transformation n: idp — GF. Then
®,, is a natural isomorphism if and only if there exists an adjunction (e,n): F
G. In this case € is uniquely determined by n. Suppose ¢: FG — id¢ is given.
Then V. s a natural isomorphism if and only if there exists an adjunction

(e,m): FHG.

PROOF. Suppose there exists an adjunction (£,7): F 4 G. We have the corre-
sponding natural transformations ®, and W.. From the properties of an adjunc-
tion we verify that ®, and W, are inverse to each other. The image of f: F(V) —
W under W.®, is ey o FG(f) o F(ny), and this equals f oepnyo F(ny) = f by
naturality of € and the properties of an adjunction. Similarly for ®,¥,. Since W,
is inverse to ®,, we see that, by (3.1), ¢ is uniquely determined by n.
Conversely, assume that @, is a natural isomorphism. To the inverse isomor-
phism belongs a £ and one verifies as above that (£,7) is an adjunction. O

If there exists an adjunction (g,n): F' 4 G, we call F left adjoint to G and G
right adjoint to F.

Let (g,n): F 4 G and (¢',n): F 4 G’ be adjunctions. We form the following
comparison morphisms

a=G'(ey)o n'G(W): GW)—=G'(W), o =Gey)onewy: G'(W)— GW).

Then we have the following uniqueness theorem for adjunctions. We denote by
aF': GF — GF the natural transformation with components ap@) and by
Fa: FG — FG the one with components Fayy.
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(3.5) Theorem. The morphisms o and &' are inverse natural isomorphisms.
We have (a«F)on=n" and &' o (Fa) = ¢. O

4. Tensor categories

(4.1) Definition. A tensor category (C,®,1I,a,r,l) consists of a category C,
an object I of C, a functor ®: C' x C' — C' and a natural isomorphism (notation
for objects)

a=apyw @ UQV)W ->UQ (VW)
r=ry : VI-=>V
=1, : IV =W

The data are subject to the following axioms:
(4.2) given four objects U, V, W, X, the diagram

(UaV)eW)eX —2v UV)o(WeX) —2v Ul (Ve (WeX))

a®id d®a

Ue(VeW)eX U (VeW)®X)

is commutative.

(4.3) Given two objects U, V', the diagram

UV a U (IeV)

r® id id® !

UeV — UV

is commutative.
We call ® the tensor product, a the associator, r the right unit and [ the left unit
of the tensor category. V)

Tensor categories are also called monoidal categories. We explain the axioms.
The functor ® is a functor in two variables. The natural transformation a is one
between functors

R(® x id), ®(1d x ®): C x C x C — C,

hence involves three variables. Finally, » and [ are natural transformations be-
tween functors C' — C'. The object I is a neutral element for the tensor product.
The isomorphisms a;vy express the associativity of the tensor product. Axiom
(4.1) is called the pentagon for U, V, W, X.

A tensor category is called strict, if a, r, and [ are always identities.
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In order to simplify notation we write the tensor product sometimes as juxta-
position of objects and morphisms, hence AB=A® B and fg = f ® g. In this
case, in order to avoid ambiguity, one has to use a symbol for the composition
of morphisms.

A variant of definition (4.1) concerns the R-tensor categories. Let R be a
commutative ring and C' an R-category, i. e. the Hom-sets of C' are R-modules
and composition is R-bilinear. A tensor category as in (4.1) is called tensor R-
category, if the tensor product functor is an R-bilinear map

Hom(A, B) x Hom(C, D) - Hom(A® C,B® D), (f,9)— f®g

on morphism sets.

Each tensor category has a reversed category C™" = (C,1,&',d',r' I'). Its
data are given as follows:

A®'B = B®A

For the latter we note (A®' B) ® C =C ® (B® A).
(4.4) Note. The reversed category is again a tensor category. O

The basic example of a tensor category, from which the name is derived, is
the category R-Mod of left modules over the commutative ring R with the usual
tensor product of R-modules.

(4.5) Example. Let A be a category and C' = [A, A] the category of func-
tors A — A (objects) and natural transformations between them (morphisms).
Composition of functors defines a tensor product on the objects of C. Let
a: FF— F'" and f: G — G’ be natural transformations. The natural trans-
formation a« ® 5: F @ G — F' ® G’ is defined, for each object X of A, by the
diagram
Fax) —EO) L penx

QG(x) a®f QG (X)

Fox) —E0x) | e,

The diagram is commutative, since « is natural. One verifies the functoriality
of the tensor product. The identical functor is the neutral element. This tensor
category is strict. @
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5. The neutral object

We derive some consequences of the axioms of a tensor category. It is advisable
to draw diagrams for the chains of equalities in the following proofs.

(5.1) Theorem. The following diagrams are commutative:

IV -2 IeUeV) (UeV)el -2 U (VeI

[ ®id l r d®r

UeV — UV UeV — U V.

PrOOF. Consider the next diagram.

I((1U)V)
/ \
vy L anwv) - (anuy ““e quoyv

lu \r(ll) l(rl)l l(un

== a

vy —— I(UV) «—  (U)V — IU)V

On top we have the pentagon for I,I,U,V. The squares are commutative, by
naturality of a and axiom (4.2). We obtain, with ™! = q,

I(I(

(%) aoll=(1l)lowaola: I(I(UV))— (IU)V.
This yields the following chain of equalities between morphisms I(I(UV)) — UV
[Toaol naturality [
= [lolola naturality [
= lol(ll) ol naturality o
= loao(ll)loaola (x)
= loaoaoll naturality [
= [ol
Since [ is invertible, the claim about the left diagram follows. We obtain the right
one by passing to the reversed category. O

(5.2) Proposition. For each object V' we have
ligy = 1d; ® ly, rver = Ty ® id;.
Proor. Naturality of [ yields the following commutative diagram
vy v gy

s

v
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Since [y is an isomorphism, we obtain the first equality. Similarly for the second
one. 0

(5.3) Proposition. The morphisms r: IQI — T andl: I ® I — I are equal.

PROOF. We have the following chain of morphisms (I1)I — I:

lorl axiom (4.2)
= [olloa naturalityl
= loloa theorem (5.1)
= loll.

This gives r1 = [1. This and twice the naturality of r implies
ror=rorl=roll=lor:(II)] — 1.

Invertibility of r gives the desired result. O
(5.4) Theorem. For any two morphisms f,g: I — I we have fog = go f and
feg=g@f=rito(fog)orr
PrROOF. We have f®g=(f®1)0o(1® g), since ® is a functor. Naturality of r
and [ and (5.3) yields

feid=rtofor;, ideg=r;togors.

This implies f®g =r""o(fog)or. With f®g= (1®¢g)o(f®1) we obtain in a
similar manner f ® g = 'o(go f)or. The remaining assertions follow easily.O

6. Tensor functors

(6.1) Definition. A tensor functor between tensor categories C' and D consists
of a functor T: C' — D and natural isomorphisms ¢ = pap: TAQ®TB —
T(A® B) and i: T(I¢) — Ip such that the following diagrams commute.

(TA® TB)®@ TC LATBIC. T4 (TB®TC)

1 1®¢
T(A® B)®@TC TART(B®C)
® ®

T(A®B)®C) L4480, 1(4gBeC)

Ti.oTv ~2L L eTV veTl, ~24 Tver,
” z 0 r
Teov) U, v TWwel) LUy
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The tensor functor is called strict if © and p4 g are always identities. A similar
definition works for contravariant functors; we have to reverse the bottom arrow
in the first diagram. By the way, we have not yet used that the ¢ are invertible.
We talk about a weak tensor functor if we do not assume invertibility. @

(6.2) Definition. A natural tensor transformation V: F — G between (weak)

tensor functors (F, ", i), (G, ¢%,i%): C — D is a natural transformation

U: F' — G such that the following diagrams commute:

" v
FA® FB F(A® B) F(I) L. G
U,y®@Vp Vasn le lz‘G
o =
GA® GB G(A® B) I — I

A natural tensor isomorphism is a natural tensor transformation which is a natu-
ral isomorphism. A tensor equivalence between tensor categories C', D is a tensor
functor F: C' — D such that there exists a tensor functor F': D — C' and natural
tensor isomorphisms F'F ~ id¢s and FF' ~ idp. Q

Let (T: C — D, T, iT) and (U: D — E, ¢Y,i”) be tensor functors. We define
their composition (U o T, oV°T iV°T) with the data

urT WUA U(WZ; )
©aB: UT(A) @ UT(B) TATB U(TA®TB) B UT(A® B)

T U
7 ur(ie) LU () — e 1

One verifies that this yields a tensor functor. Composition of tensor functors is
associative.

7. Braided categories

Let C = (C,®,1,a,l,r) be a tensor category.

(7.1) Definition. A screw in C is a natural transformation in two variables
cyw=c VW ->WxV.

A screw is called coherent, if the following four diagrams are commutative (no-
tation again VIV =V @ W).

vow <L wovyw —%e uw)
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oy —L oy L wov)

Uvr —° . 1o I —S . Ur
U —- U U —— U

In a strict category the first two diagrams can be expressed be the identities

covw = (legw) o (cuvl), coviw = (cuwl) o (leyw).

A braiding for C' is a coherent screw which is at the same time a natural isomor-
phism. In case of a braiding one can replace the second diagram by the first with
¢! in place of c. A tensor category together with a braiding is called a braided
category. A screw is called symmetry if always cwy o ey = idyw holds. In this
case the braided category is called symmetric. In the last two diagrams ¢ = ¢=1.Q

(7.2) Proposition. If ¢ is a braiding, then also ¢™. O

(7.3) Proposition. For a braiding the commutativity of the last two diagrams
15 a consequence of the other axioms.

PRrOOF. We consider the following diagram.

(MI)N —2%—~ M(IN)

//\

amyy e oy o ovmw U avym
\ / ‘l /
lc

I(MN) —5+ I(NM)

We enumerate the areas of the diagram clockwise, beginning with (1). (6), (2),
and (4) are commutative in any tensor category. (1) is the naturality of c. (3) is
the naturality of /. The outer hexagon commutes because of coherence. Altogether
we obtain from the triangle (5) the equality c o (I1) o (¢c1) = ¢ o (rl). Since
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c is invertible, (5) is commutative. This implies that the following diagram is
commutative (apply (5) in case N = I).

-1
3 VAT S VoY S N V) S Vi

S L

MI I (MDI o T wm

The top row is, by naturality of r, equal to [; the bottom row is equal to r.

This shows commutativity of the third diagram in the definition of coherence;
similarly for the fourth one.

O

Let C' and D be tensor categories with braiding ¢ and d. A tensor functor
T:C — D is called a braid functor, if the diagram

T(V @ W) Tlevw)

TWeV)
© ©
TV TW _drvaw | TW TV

always commutes.

8. The Yang-Baxter relation. Twist

(8.1) Theorem. For a coherent screw the following diagram is always commu-
tative.
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a

(MN)P M(NP)
cl lc
(NM)P M(PN)
N(MP) (MPN
(8.2) lc cl
N(PM) (PM)N
(NP)M P(MN)
cl lc

(PNYM ——~ P(NM)
In a strict category the commutativity can be written

(CNpl) o] (1CMP) ©) (CMNl) = (1CMN) @) (CMpl) o] (1CNP)-
This latter identity s called the hexagon property.

PrOOF. We insert the arrows ¢: M(NP) — (NP)P and ¢: M(PN) — (PN)M.
Then two coherence diagrams appear and a rhomb; the latter commutes by
naturality of c¢. One could also insert the rhomb consisting of the morphisms
¢: M(NP) — (NP)M and ¢: M(PN) — (PN)M. O

If we consider the diagram (8.2) in the case M = N = P, then a morphism
c: MM — MM which makes the diagram commutative is called a Yang-Baxter
morphism for M. By (8.1), such morphisms are obtainable from a coherent screw.
The relation for ¢ which corresponds to the diagram (8.2) is called the Yang-
Bazter relation.

(8.3) Theorem. The identity of C together with a coherent screw is a tensor
functor of C into the reversed category C™. A braiding is a tensor equivalence.

PROOF. The commutativity of the first diagram in section 6 comes from the
diagram (8.2). The other diagrams are a consequence of the coherence. O

Let ¢ and d be braidings of C'. We consider them, together with the identity,
as tensor functors c,d: C' — C"®. A natural tensor transformation 0: ¢ — d
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consists of a natural transformation fx: X — X such that

XY Y X
Ox ® Oy Oy ex
XY Y X

T. tom Dieck

is always commutative and such that 6; = id. A natural tensor isomorphism

0: c=' — cis called twist for (C,c). In this case

(8.4) Oxsy = cy,x(fy ® Ox)exy.

By naturality of the twist, we obtain the following identities

Oxay = cyxexy(fx ® Oy)

= (Ox ®@0y)cy,xexy.

The term braiding is justified by the fact that a braiding immediately gives
representations of the Artin braid groups. See chapter IV for this topic.

9. Universal braid categories

We extend a tensor category C' = (C,®,I,a,r,l) in a universal manner into a

braid category Z(C').

(9.1) Objects of Z(C).

Objects are pairs (V, ¢y) consisting of an object V' of C' and a natural isomor-

phism (natural in the variable X)
vx VX 5 XaV,

such that the coherence diagram

a

xv)y <Xl pyy 0L yxy)

a

X(vy) Loy, a

commutes for all X, Y. If the horizontal a are replaced by a~

XYV) 22— (XY)V

, we again obtain

a commutative diagram, i. e. we can obtain cy xy from cy x and cyy. In a strict

category we have cy xy = (leyy) o (cvx1).

(9.2) Morphisms of Z(C).

Q©

A morphism f: (V,cy) — (W, ew) is a morphism f: V' — W in C such that the
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diagram

vx X, xy

i K

WX WX xw

commutes for all X. The identity of (V, ¢y ) is given by id(V). Composition in
Z(C) is defined by the composition in C. Thus f is an isomorphism in Z(C) if
and only if f is an isomorphism in C. v

(9.3) Neutral element of Z(C).

The neutral element is (I, c;), where c; is defined as 7='l: IX — X — XI. This
yields an object in Z(C'). The naturality (9.2) of ¢; follows from the naturality
of [ and r. The coherence diagram (9.1) takes in this case the following form:

I(XY) L oxy (XY)I

a ‘: a
4

axy —.o xy X(YT)
Cr X]-/ \ ]-CI,Y
(XI)Y X(IY)
Commutativityt follows from the axioms about r and [ and from (5.1). Q©

(9.4) Tensor product in Z(C).
We define (V,ey) @ (W, ew) := (V@ W, cygw). This uses cygw which is defined
by the following diagram:

Cvw,x

(VW)X X(VW)

a a

-1

vorx) 2wx pxwy 4. wvxyw XL xvyw

In a strict category therefore cyw, x = (cv,x1) o (lew,x). One has to show that
these data give an object f in Z(C). By construction, ¢y is a natural isomor-
phism. It remains the coherence diagram; its structure is given (without associa-
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tivities) in the following diagram.

o 1 ]-CW,Y o Cv,x 11 .
lewx1 %Y cyxyl leyyl
Ae VW XY oB
()
]-CW,X]- CVW,X]- ]-CVW,Y ]_Cv,y]_
o Cy,x 11 o 1 ]-CW,Y .

The bullets stand for permutations of tensor products of V, W, X, Y with certain
of the five possible bracketings. In the top and bottom row we have the same
permutations in the corners. The commutativity of (7) has to be shown. The
other triangles are obtained by inserting the definitions (9.1) and (9.2). It has
to be shown that the outer paths from A to B are the same morphisms. By
naturality of @ one can assume that we have the bracketing ()() in the corners.
But then the horizontal top (bottom) arrows commute. In a strict category the
diagram as such commutes. @

(9.5) The data a, r, [ in Z(C).
They are defined by the corresponding morphisms in C. One has to show that
this yields morphisms in Z(C).

In order to verify I: (I,¢;) ® (V,cy) — (V, ¢y) as morphism, we have to show
that for each X the outer paths in the following diagram are equal.

(V)X = 1(vx) 29X pxvy=ax)yy LD vy e xv)

A !

VX=VXx X, Xy =xV XV =XV

This uses only known properties of r and [. Similarly for r.
In order to see that a is a morphism, i. e. to see that

(UVW)x —SUIWX X (UV)W)
al lla
(U)X —LUNX X (V)

commutes, we insert definition (9.4) in the top and bottom row and obtain in
each case

(CU,X]-]-) (0] (16‘/',)(]_) (0] (]_]_CW7)(),



T. tom Dieck 10. Pairings and copairings 21

but with different bracketings between permutations of U, V, W, X. Naturality of
a is used to show equality of the morphisms. @

(9.6) Proposition. The data defined above make Z(C) into a tensor category.

PROOF. Since a, r, and [ in Z(C') dare defined by the corresponding morphisms
in C the defining diagrams (4.2) and (4.3) of a tensor category are again com-
mutative. One has to show further that a, r, and [ in Z(C') are natural transfor-
mations. This follows from the corresponding statements in C'. O

(9.7) Screw in Z(C).
We associate to objects (V,cy) and (W, ew) in Z(C) the morphism ¢y in C.
We show that

Cyw: (V, Cv) X (W, Cw) — (W, Cw) X (V, Cv)

is a morphism in Z(C). This means, according to (9.2): For each object X we
have

Leyvw o cvw,x = cwv,x © cywl.
If we insert the definition (9.4), we are lead to a diagram of type (8.2), in which

we have to show that one of the rhombs is commutative. This is done by inserting
the other rhomb with (9.1). Q

(9.8) Note. The morphisms cyw yield a braiding in Z(C).

PROOF. We have to show that the screw is coherent and consists of isomor-
phisms. The coherence means that certain diagrams in Z(C') commute. But the
corresponding diagrams in C' commute by (9.1) and (9.4). Since ¢y is an iso-
morphism in C| so it is in Z(C). O

(9.9) Remark. We have a forgetful functor II: Z(C) — C, (V,ey) — V. It is
a strict tensor functor. v

10. Pairings and copairings

Let C = (C,I,®,a,r, 1) be a tensor category. A pairing between objects (B, A)
of C'is a morphism ¢: B® A — I and a copairing is a morphism n: I — A ® B.
A pairing ¢ gives raise to a natural transformation in the variable Y

P*:BR(AQRY)=2 (BRA)®Y rmpfe®@1I®Y rpflY.
A copairing 7 yields a natural transformation

! nl ~
Uy Iy (AB)Y = A(BY).
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A natural transformation ®y: B(AY) — Y is called unital if the following dia-

gram commutes a

(B(AD)Y B((AD)Y)
q)] 1Y l 1Cl,
IY Pry B(A(IY)).
A natural transformation Uy: Y — A(BY) is called unital if the following dia-
gram commutes N
Iy Y, A(B(IY))
\Iflly la
a

(ABI)Y —%+ A(BIY).

(10.1) Proposition. The natural transformation ®° associated to a pairing €
s unital. The natural transformation V" associated to a copairing n is unital.

PrROOF. We treat the case of a paring and display the relevant diagram for ®°.

BAny <~ (any = gy .oy

laoa l l l:
BA(IY)) —— Bay1y) = rayy e gy

The first square commutes by the pentagon axiom, the second by the naturality
of a, and the third by an axiom about [. O

A natural transformation ®: B(AY) — Y yields a pairing

-1
co: BA—T . pan) —2 .1

and a natural transformation U: Y — A(BY') yields a copairing
ne: T —1— A(BT) — . 4B,

(10.2) Proposition. The assignments ¢ +— ®° and & — e¢ are inverse
bijections between parings e: BA — [ and unital natural transformations
®: B(AY) — Y. The assignments n — ¥ and U — ny are inverse bijections
between copairings n: I — AB and natural transformations V: Y — A(BY).

PROOF. Let e: BA — I be given. The following diagram shows (<) = €.
1rt el

BA B(AI) = (BA) —— II
l: 1r r lr,:l
BA —— BA = BA —= . 7
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Let ®: B(AY) — Y be a unital transformation. The following diagram shows

dle) = .
BAY) ——  (Bay 2L v
(1r=1)1 =
(B(AI))Y ®l gy
(la)oa =
B(A(IY)) v, gy
111 [
B(AY) &y
The square in the middle uses that ® is unital. O

A pairing &2 BA — Y yields a natural transformation C(X,AY) —
C(BX,Y). It maps f: X — AY to

Bx — Y. puyy=may L. v L.y

Given such a natural transformation, the pairing is the image of 14 under
C(A,A) =2 C(A TA) — C(BA,I).

A copairing yields a natural transformation C'(BX,Y) — C(X, AY). It maps
F:BX Y to

-1
x Uy L uByx =amx) Y oay

The copairing is the image of 15 under C(B, B) = C(BI,B) — C(I, AB).
A pairing e: BA — I and a copairing n: I — AB are called a left duality for
A if the following two morphisms are the identity

Axr4 —M o (AB)A= ABA) . 14

(10.3) . .
B~pBr —1. BAB)=(BA)B —. [B=B.

We use the symbol
(e,m): B4 A

for such a left duality and call B a dual object of A.
We have defined in section 3 the notion of an adjunction (®, ¥): B®? 4 A®?.

(10.4) Proposition. Suppose € (n) is a pairing (copairing) of (B, A). Then
O W is an adjunction BR? — AQ? if and only if (£,n) is a left duality A - B.
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PROOF. An adjunction is characterized by the fact that the top row in the
following diagram is the identity

Uy 195

al lel

AY A(B(AY)) AY

[ a la 11
1(4y) AY. (4By(ay) A(BAY) L Ay
(TA)Y —L+ (AB)A)Y —L~ A(BA)Y —+ (ADY).

(1) and (2) define the morphisms in the top row. (3) is a pentagon. The first map
(call it @) in (10.3), tensored with Y, is the boundary path down-right-up in the
diagram. Thus the top row is always the identity if an only if a1y is always the
identity.

Similarly for the second map in (10.3) and the second condition for an
adjunction. O

(10.5) Theorem. Let (¢,n): B — A and (¢',n): B" — A’ be dualities. Let
f: A— A" and g: B' — B be morphisms. The following equalities among mor-
phisms are mutually equivalent:

(1) ¢: B~ BT % B'(AB) 25 B/(A'B) ~ (B’ A)B 25 IB~ B
2) frA2TA TS (AB)A S (AB)A = A'(BA) 25 A'T= A
(3) €olf=c0gl: BA—1T
(4) 1gon' = flon: I — A'B.

If f is the identity, then also g.

PROOF. (3) = (1). We consider the following diagram.

B — p1 —Y. pup) =~ mas L (pap
g \(gl)l

B — BI —L. BAB) =~ (BA)B

el

VL 5 g

The right hand square uses (3). The bottom row is the identity, since (¢,n) is a
duality.
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(1) = (3). For simplicity we consider a strict category. Then (1) is the commu-
tative diagram

B . pap

L

!
B -1 puap

We tensor it with A and augment it.

A M, papa _Me. o piy

b

€ papa . pu

N

The top row is the identity, since (g, ) is a duality. The outer part of the diagram
is (3).

(2) < (4) is proved similarly.

(1) < (2). Again we work in a strict category. Suppose (1) holds. We tensor with
A’ from the left and with A from the right. This leads to the next diagram

/
A M gy M ypaBa
191 lllfll
!
A 2 g AL wpapa

Now we use the properties of a duality for (,7) and (¢/,7') and conclude that
the outer path from A to A" is f. O

The assignment f — g of the previous theorem yields a bijection

(10.6) af: C(A,A") = C(B',B).

We use this notation, since g is obtained from f by using &' and 7. The inverse
bijection uses € and 7.

(10 7) Proposition. The assignment (10. 6) is contravariant functorial: If
(e",n"): B" 4 A" is a further duality, then o "(fao f1) = ay "(fi) o oy (fa).
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PrROOF. We apply (10.5.3) to the following diagram.

B”A 921
1fi
B//A/ 921
1/

8"

BIIAII

The uniqueness statement of (10.5.3) says that g; g2 belongs to fsfi.

BA 9. py

T. tom Dieck

O

A dual object of A is determined up to unique isomorphism. This is a conse-

quence of the next proposition.

(10.8) Proposition. Let (¢,n): B 4 A and (¢',n'): B' 4 A be dualities. Then
there exists a unique isomorphism g : B — B’ such that e'ogl = ¢ and 1gon =1n'.

PROOF. The conditions are just (3) and (4) of (10.5) applied to the identity of

A. We have g = a;,(10.4).

|

We call g in (10.8) a comparison morphism. If two objects have a dual object,
then their tensor product has a dual object. More precisely:

(10.9) Proposition. Let (¢,n): B — A and (¢',n'): B' — A’ be dualities. Then
the following pair of morphisms is a duality BB' 4 A’ A:

(BB')(A'A) = B((B'A)A)

7"

PrRoOOF. We obtain from (,7n) and (¢',7) the following natural isomorphism

C(X, (A'A)Y)

C((BB")X,Y)

!
AB = A(1B) 1L,

>~

~

1€'1

B(IA)~ BA <

((A'B)B) = (AA")(B'B).

C(X, A'(AY))

C(B'X, AY)

C(B(B'X),Y).

One verifies that the pairing of the proposition belongs to this isomorphism.
Similarly for the inverse isomorphisms and the copairing.

|
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Tensor functor preserve dualities. We leave the verification of the following
claim to the reader.

(10.10) Proposition. Let (T,p,i) be a tensor functor and (¢,nm): B 4 A a
duality. The morphisms (,7): TB 4TA
ATB@TA—2 - T(BeA) L. 1) — 1,

1 -1
i Ty —— T(1e) L. 740 B) Y- TA®TB

are a duality. O

There is a parallel theory of right duality. It suffices to consider the reversed
category.

In the next section we study the situation where each object has a given
duality.

11. Duality

Let C' be a tensor category. A left duality in C' assigns to each object V' another
object V* and a left duality

b I VRV, dpeV'eV I

A right duality in C assigns to each object V in C' another object V# and a right
duality

av: I - V#QYV, v VeV T,
From a left duality we obtain a contravariant functor x: C' — C. It maps the
object V' to V* and assigns to f: V' — W the morphism f*: W* — V* which is
uniquely determined by the commutative diagram

ey L ey

llf \dv
wew
We also call this functor a duality. Similarly, a right duality yields a contravariant
duality functor #: C' — C.

We discuss the compatibility of duality and tensor products. In a strict cate-
gory we define morphisms

Avw: WV = (VW) puwww: (VW) W V"
by the commutative diagrams
Wy Eﬂﬂlwvmwmwwy
)‘V,W 1dvl1

(wa<ﬁﬂ— WW (VW)*
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vwy 2 ey
Hv,w 11by 1
weve DLl ey

In the general case we can say that Ayyy is the morphism which makes the
following diagram commutative

WV (VIV) =2 W*(V*(VIV)) = W*((V*V)IV)

Avawl 1dy
(VIW)* (VW) WH*(IW)
dyvw 11
I dw W*V.

We have already seen in the previous section that:
(1) Two pairings induce a pairing for the tensor product.
(2) Two dualities are related by a uniquely determined comparison morphism.

(11.1) Theorem. The morphisms Avw and py.ay are inverse to each other.
They constitute a natural transformation.

PRrROOF. The uniqueness of the comparison morphism shows that the A and
it are inverse to each other. The naturality follows from the naturality of the
comparison morphisms. O

We next show that the Ay are part of a contravariant tensor functor.

(11.2) Lemma. The morphismsr =1: [I — T and r~' = 17" T — II are a
duality. O

As a consequence, we have a comparison morphism i: I* — I between the
duality of the lemma and the given duality. The commutative diagram

I b, IT* l I

-
—1

J N _l, I

shows that i equals lb;: I — II* — I*. Similarly, the morphism d;r—t: I* —
I*I — I is inverse to 1.
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(11.3) Proposition. The diagrams

Tad (ISR, Fe¥. rve L gy
\ ALy \ r l Av.r l [
(IV)* ~— V VI)* ~— V
are commutative |

(11.4) Proposition. The diagram

)\val 1)\V,W
(VU)W Us(Wvy*
)\VU,W )\U,WV

*

W) —L— (WV)U)*

18 commutative. |

Propositions (11.3) and (11.4) express the fact that (%, A, 7) is a contravariant
tensor functor. The uniqueness and the naturality of the comparison morphisms
show that a left duality is unique up to natural isomorphism. The natural iso-
morphism is a tensor isomorphism.

The construction of Proposition (10.10) shows: Suppose (F: C' — D, ¢, 1) is
a tensor functor and C' has a left duality. Then D has an induced left dual-
ity by (10.10). If D has a given left duality there exist comparison morphisms
dy: F(V)* — F(V*) which constitute a natural isomorphism

0: xoF — F o x.

In this sense, a tensor functor is compatible with dualities.

The double dual of V' is in general not the original object V. The inverse of
a left dual is rather given by a right dual. We explain this and use the following
data.

left dual right dual
% Vit
b: I > VV* | a: Il > V#V
d:VV 5T VV# ST




30 I. Tensor categories T. tom Dieck

With these data we define several morphisms (written in a strict category)

ot v VVHY# Ve
gt v 10 yeeye v

pts v yeyey 14y
oty vy Ly

(11.5) Theorem. The pairs ©5* %" and pif, o# are inverse pairs. The
functors #x and *# are tensor functors with the structural data which result
from the composition of the functors x and #. The morphisms @, 1, p,o yields
tensor isomorphisms between these functors and the identity functor.

PRrROOF. The following diagram is used to show ¢#*p#* = id.

vy o e sy ol

Ve
\mv 111ay lay
vy Wl ey @A ppeypy

\1\ 1ldy#1 dy#1

viry o ed oy

The left-bottom composition V' — V' is the identity by definition of right duality.
|

(11.6) Remark. Since #x and x# are tensor functors there exists a canonical
isomorphism between (x#)* and x(x#). Make this explicit. Similarly for (#x*)x*
and *(#x). Q

12. Duality and braiding

Let C be a tensor category with a given left duality (x, b, d). Suppose C'is braided
with braiding morphisms zy: V@W — W @ V.

(12.1) Theorem. The morphisms

bV Z_1

1%

ay: 1 Vv

z

dy

ey VUV V'V I

form a right duality for C'. We obtain another right duality if we replace the

braiding z by the braiding z*.
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PrROOF. We have the following commutative diagram, written in a strict cate-
gory.

A &» AAA* (ZAA*I) © (122"1/]) AA*A ﬂ»

l = l ZA,AA* \ ZA*AA l =

4 Al aaeg = AA A Ha g

The first and third square commute by naturality of z. The square in the middle
commutes by the Yang-Baxter relation; in order to see this, replace 24 44~ and
Za+a,4 by the coherence diagrams. O

The next result shows that we can construct from a braiding and a duality
the inverse braiding.

(12.2) Theorem. The morphism zy, defined by the next diagram, is an in-
verse of zyy.

v vy A ooy = oo
11d
Uv=UV)I —— (UV)(U'U)=2UWVU*U
PRrROOF. Consider the following diagram

vo M woyve L pveer AL gy

AT

v L voro L1d VU

(1) and (2) are coherence diagrams. (3) and (4) are commutative by naturality
of z. The bottom row is the identity. Similarly for the other composition. a

(12.3) Corollary. A coherent screw in a category with left duality is a braid-
mng. O

(12.4) Theorem. The following identity holds

zrey = (dv ® Lyp-) o (Ly= @ 25y, ® 1p-) o (Ly-v @ by).
PROOF. This is proved by using a diagram as in the proof of (12.2). O
(12.5) Theorem. The following two morphisms are equal

—1
Vo) vy = (g — U o=
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VIUV) = (VU)W —Ae vy 2oy e v

PROOF. Insert (12.4) into the second morphism. O

(12.6) Theorem. The following diagram commutes

MN b1l NN*MN 10111 NMM*N*MN
z 11211
NM ﬁ NNN*N 111dl NMN*M*MN.

13. Ribbon categories

We have already defined the notion of a twist ¢ for tensor category C, see section
8. If we have a tensor category with duality we require in addition the compati-
bility

(13.1) Sy = 6%

A ribbon category is defined to be a tensor category with braiding, left duality
and twist.

(13.2) Theorem. In a ribbon category the following morphisms define a right
duality
ay: Iy 2 ey 1V ey

ev: Ve Ly v ey dy

I.

PROOF. From the previous section we have the right duality of Theorem (12.1);
call its morphisms now a and ¢. We show that the following diagrams commute

I ——— I I ——— T
vy Oy vye 20y

The fact that a, ¢ is a right duality then implies that a,c is a right duality. For
the first diagram we compute

o _ -1 _ -1
(5V* X 6V)ZV,V*bV = ZV*,V(SV@V*bV = ZV*,va(S[ = ZV*J/bV-
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For the second diagram we consider the following diagram which uses (13.1)

pye L e vy

RV,V* RV,V* RV, v

vy 0y VL gy

Y

dV dV

Y

1 1

The top squares commute by naturality. O

The fact that a, c is a right duality gives the following result:

(13.3) Theorem. For each object V' of a ribbon category

5‘;2 = (dVZV,V* & 1)(1 & ZV,V*bV)-
ProOOF. We compute

id = (CV (024 1)(1 (024 av)
= (dyvazvy-(0y ®1) @ 1)(1 ® (1 @ dv)2v;v+by)
= dy(dvazvy- ® 1)(1 ® zyv-by)dy.

The first two equalities are definitions. The third one holds by naturality of the
tensor product. O

By naturality of z, the result of the previous Theorem gives the identity
0y = (dv @ 1)(1v- ® zy1) (2vv-by @ 1y).

We can use the right duality a,c in order to associate to f: V. — W a dual
morphism f#: W# — V#,

(13.4) Theorem. The left dual f* and the right dual f# coincide.

PROOF. The morphism f# is characterized by (f#1) o ay = (1f) o ay. The
morphism f* by a similar equality with the b-morphisms. If we apply (§1) o z
and (10) o z to this characterization of f* we obtain (f*1oay = 1f o ay. We
conclude f# = f*. O

(13.5) Theorem. The morphisms

vy I e v g

[ ey U ey
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coincide for each endomorphism f:V — V.

PROOF. We insert the definition of ay and ¢y and use the naturality of z and
0. O

We call the morphism of the previous Theorem
Tr(f) :==cyo(f®1)oby € End(])

the trace (or quantum trace) of the endomorphism f.

(13.6) Theorem. The quantum trace has the following properties:
(1) Tr(fg) =Tr(gf)
2) Tr(f) = Tr(f*)
(3) Tr(f ®g) = Tr(f)Tr(g).

14. Tensor module categories

Let A = (A, ®,1,a,r,1) be a tensor category. In this notation, ® is the tensor
product functor, I the neutral object, a: (X @ Y)® Z — X ® (Y ® Z) the
associativity isomorphism, [: I ® X — X the left unit and r: X ® I — X the
right unit isomorphism. For the axioms of a tensor category (pentagon, triangle)
see section 4. Let B be another category.

We use functors *: B x 2 — B in two variables and denote them by (Y, X) —
Y+ X and (f,g) — f*g on objects and morphisms. We shall also use the ®-sign
instead of * and call the functor * a tensor product.

(14.1) Definition. A right action (x,a, p) of 2 on B consists of a functor
% B x A — B,
a natural isomorphism in three variables
a=apyw: (UxV)«W = Ux(VeW), U e Ob(B),V,W € Ob(),
and a natural isomorphism
p=px: XxI =X, X € Ob('B),

such that the following axioms hold (pentagon (14.2), triangle (14.3)):
(14.2) Given four objects U € Ob(B),V, W, X € Ob(2), the diagram

(UsV)sW)x X —Zv (UxV)x(WRX) —2u Ux(Ve(WeX))

a® id id®a

(Ux(VeWw)) X Ux (VW) X)
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is commutative.

(14.3) Given two objects U € Ob(B), V' € Ob(2(), the diagram
UxD*xV —L~ Ux(I®V)
v *id id Iy

UxV —_— UxV

is commutative.
The action is called strict, if 2 is a strict tensor category and a and p are the
identity.

A category B together with a right action of 2 on B is called a right tensor
module category over A, or right A-module for short. The tensor module is called
strict, if the action is strict. @

There is, of course, an analogous definition of a left action. But note that
in this case a changes brackets from right to left. Either one uses the same
convention for a or one has to work with @ !. This remark is relevant for the
next example.

(14.4) Example. Let A" = (2, I,®',d',r’,1") denote the reversed tensor cat-
egory of 2, see (4.3). If (x, a, p) is a right action of 2 on B, the assignments

U X = XxU

Quvx = OxVU
Ny = px
yield a left action (+, o/, \') of A" on B. Q©

(14.5) Example. A tensor category acts on itself by x = ®, @ = a, and p = r.Q

(14.6) Example. Suppose C and D are (small) categories. Let 2 = [D, D] and
B = [D, C] denote the functor categories. Composition of functors defines a map

«: Ob[D, €] x Ob[D, D] — Ob[D, C].

Let p: F — F’ and ¢: G — G’ be morphisms in B and %, respectively. Then
px1: FxG — F' %G is the natural transformation

rax) Eex) poxy Yo peor iy,

The case C = D of this construction makes 2 into a strict tensor category and
then * defines a strict right action of 2 on ‘B. v

Let 2 and 2" be tensor categories and T' = (T, p,i): > — A" a tensor functor,
consisting of a functor T: 2 — 2, a natural isomorphism ¢4 p: TA® TB —
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T(A ® B), and an isomorphism i: T'(Ic) — Tp, see section 6. Let B be a right
2A-module and B’ a right A’-module.

(14.7) Definition. A T-tensor module functor (U,w): B — B’ consists of a
functor U: B — B and a natural isomorphism w: U(X) * T(A) — U(X x A)
such that the diagrams

(UA+TB)«TC 2UXTBIC 174+ (TB®TC)

w®1 1®ep
U(AxB)*«TC UAxT(B®C)
w w

U(asB) <o) YOanc) iy (Be o)

Uy« Tl ~2!

UV)xIp
w P

vt T
are commutative. Q

(14.8) Example. If 2 and 2" act on itself as in (14.5), then (T, ¢) is also a
T-tensor module functor for these actions. Q

15. Categories with cylinder braiding
We work with the following data:

(15.1) Definition. An action pair (B, 2() consists of
(1) (A, 2) is a braided tensor category. The braiding z consists of natural
isomorphisms zxy: X @Y — YV ® X.
(2) (B, x, a, p) is a right A-module.
(3) 2 is a subcategory of B with Ob2l = ObB.
(4) *,a, p restrict to ®,a,r on A x A. v

A B-endomorphism t of 2 is a family of morphisms ¢y € Morgg (X, X) such
that for f € Morg((X,Y’) the naturality ¢y f = ftx holds.

(15.2) Definition. A cylinder twist for the action pair (8,2) consists of a
B-automorphism t of 2 such that for each pair X,Y of objects the following
relations hold:
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(15.3) zyx(ty @ 1x)zxy(tx @ 1y) = (tx @ 1y)zy,x(ty @ 1x)zx,y

(15.4) (tX X ly)ZY’X(tY X lx)nyy = tX®Y-

The first equation is called the four braid relation for X,Y. An action pair to-
gether with a cylinder twist ¢ is called a tensor pair with cylinder braiding. QO

Recall the notion of a left duality (b, d) in a tensor category 2, see section 11.

(15.5) Definition. Suppose that 2 is provided with a left duality (b,d). A
cylinder twist is compatible with the left duality if the following holds:

(15-6) dX(th« X 1)ZX,X* (tX X 1)ZX*,X = dX
(15-7) ZX*’X(tx* ® 1)ZX,X* (tX ® 1)bX - bX

Note that these relations involve terms which appear in (15.2). Thus, by (15.2),
we could require instead

(15.8) dy tx-ox = dx, txox- by = bx.

Similarly, compatibility with a right duality (a, c) is defined by the relations
(15.9) cx txex# = Cx, Ix#px 0x = ax.

Compatibility of t with the neutral object is the relation:

(15.10) t = id.

(15.11) Note. Ift is compatible with the neutral object, then also with duality.

PROOF. Since bx: I — X ® X* is a morphism in 2 and ¢ a B-automorphism,
we have txgx<bx = bxt; = bx, i. e. (15.9) holds. Similarly for (15.8), (15.10),
(15.11). O

(15.12) Proposition. The relation (tx ® 1)zy x(ty ® 1x)zx,y = txgy implies
the four braid relation.

PROOF. Since zxgy is a morphism of 2 we have the naturality of ¢

lyoxzx,y = Z2x,ylxov-

We compose both sides of the hypothesis (15.14) from the left with zy, and
from the right with z)}}y, use the naturality of ¢, and obtain

tyex = 2xy(tx ® 1)zyx(ty ® 1).

We interchange X and Y in this relation and compare it with the hypothesis.
The four braid relation drops out. O
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16. Rooted structures

Let (8,2() be an action pair.

(16.1) Definition. A left duality for (B,2() consists of
(1) A left duality (b, d) for 2.
(2) A pair of morphisms in B

BX:I%X*, ox: X — 1

for each object X in 2.
These data are assumed to satisfy the following axioms:

(16.2) dx(Bx ® 1x) =dx

(16.3) (6x ® 1y<)bx = fBx

(16.4) Bxey = (Bx ® 1y)By

(16.5) dxey = 0y (0x ® ly).

We call dx a rooting and Sx a corooting of X. v

There are similar axioms for a right duality (a,c,a: I — X, ~v: X* — I).

(16.6) Definition. A left duality for (B, %) is compatible with a cylinder braid-
ing if the following axioms hold:

(16.7) oxtx = 0x
(16.8) txBx = Px
(16.9) zyx(ty ® 1)zxy(Bx ® 1) = (Bx @ D)ty
(16.10) (0x @ Dzy,xty @ 1)zxy =ty (0x @ 1).

We apply tx ® 1 to the left hand side of (16.9) and obtain with (16.8) and the
axiom about a cylinder braiding the relation

(16.11) txoy(Bx ®1) = (Bx @ 1)ty.

In the presence of the other axioms, this is equivalent to (16.9).
Similarly if we apply tx ® 1 to the right hand side of (16.10), we obtain

(16.12) ty(0x @ 1) = (0x®)txey

as an equivalent for (16.10).
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If (a,c) is a right duality, we replace the axioms (16.2) and (16.3) by

(16.13) cx(ax ® Lx+) = x

(16.14) (7x ® 1x)ax = ax.

If the category has a left duality and a twist, we can take in this case the asso-
ciated right duality (see section 13).



II Hopf Algebras

1. Hopf algebras

We fix a commutative ring & and work in the category K-Mod of left K-modules.
The tensor product of K-modules M and N is denoted by M ® N. The associa-
tivity

(1.1) aa(MN)QP—>M®(N®P), (m@n)@p—m®a (n®p)

and the natural isomorphisms (left and right unit object)

LRAOM = M, k®m— km

(1.2) rM®R&— M, mek— km

will be treated as an identity. The natural isomorphism
(1.3) T"MQAN—->NRM, m@n—n®m

expresses the commutativity of the tensor product. These data make K-Mod into
a tensor category.

An algebra (A,m,e) in R-Mod consists of a K-module A and linear maps
m: A® A — A (multiplication), e: 8 — A (unit) such that the following axioms
hold: m(m® 1) = m(1 ®m) (associativity), and m(e®1) =1, m(1®e) = r. The
algebra is called commutative if m7 = m. Usually we write m(a®b) = a-b = ab.

A coalgebra (C,u,e) in K-Mod consists of a S-module C' and linear maps
p: C — C ® C (comultiplication), e: C' — K (counit) such that the following
axiom hold: (£ ®1)pu = (1® p)p (coassociativity), and (e @ )p =171, (1@e)u =
r~1. The coalgebra is called cocommutative if 7y = p.

We use the following symbolic notation for the comultiplication (p-convention,
Sweedler convention): u(z) =Y, 1 @ z2. (The Y -sign or its index may also be
omitted.) The counit axiom then reads > e(z1)ze = = Y x16(22). Repeated
application of p leads to notations like (g ® 1u(z) = (1)1 @ (71)2 @ 25 =
> 21 ® Ty ® x3. Another example is the relation Y e(ay)e(as)as = a.

A homomorphism of algebras ¢: (A,m,e) — (A’;m',€') is a linear map
p: A — A’such that pm = m(p®¢) and ' = pe. A homomorphism of coalgebras
p: (Cyp,e) — (C') 1, ¢") is a linear map ¢: C' — C' such that (¢ @ Y)u = p'v
and 'y = ¢.

The tensor product of algebras (A;, m;,e;) is the algebra (A, m,e) with A =
Ai@Ayandm=(m@my)(1®@7®1)ande =€ Rex: R KRR = A ® As.
The multiplication m is determined by (a; ® ay) (b1 ® be) = a1b; ® azby without
categorical notation. The tensor product of coalgebras (C;, u1;, £;) is the coalgebra
(Cypu,e) withC=C1®Csand p= (107 1) (1 @ ) and £ = g169: C; @ Cy —
RARRER
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A bialgebra (H, m, e, j1,¢) is an algebra (H, m, e) and a coalgebra (H, 1, ) such
that 1 and £ are homomorphisms of algebras. (Here H ® H carries the tensor
product structure which was defined in the preceding paragraph.) The equality
pm = (me@m)(1®7®1)(u® u) expresses the fact that u is compatible with
multiplication. The same equality says that m is compatible with comultiplica-
tion. This and a similar interpretation of the identities id = ce, pe = (e ® e)u,
m(e ® e) = em is used to show that a bialgebra can, equivalently, be defined by
requiring that m and e are homomorphisms of coalgebras. A homomorphism of
bialgebras is a K-linear map which is at the same time a homomorphism of the
underlying coalgebras. Similarly for the tensor product of bialgebras.

Let (C,u,e) be a coalgebra. Let C* = Hom(C, &) denote the dual module.
The data .

m: C* @ C* = (CeC)y —L— ¢
and e: R 2 8 —=—+ C* define the dual algebra (C*,m, e) of the coalgebra. (The
definition of m uses C* @ C* — (C @ C)*, o @ ¢ > (¢ ® d — ¢(c)1(d)). This
map is an isomorphism if C'is a finitely generated, projective f-module.)

Let (A, m,e) be an algebra with A a finitely generated, projective K-module.
The data

*

m

p: A* (AR A)* =2 A* @ A*
and £: A* —% + & = & define the dual coalgebra (A*, p,€) of the algebra.

(1.4) Proposition. Let C be a coalgebra and A an algebra. Then Hom(C, A)
carries the structure of an algebra with product o x f = m(a ® B)u, for a, B €
Hom(C, A), and unit ec.

PROOF. The map (a,3) — « ® [ is bilinear by construction. The (co-
)associativity of m and p is used to verify that * is associative. The unit and
counit axioms yield

ax(eg) =mla@e)u=m(l@e)(@@1)(1®e)p= o

Hence ec is a right unit. O

The product in (1.4) is called convolution. A simple verification yields the
following naturality properties of the convolution.

(1.5) Proposition. Suppose v: A1 — A is a homomorphism of algebras and
0: C1 — Cy a homomorphism of coalgebras. Then

v.: Hom(C, A1) — Hom(C, A), a— ya

§*: Hom(Cy, A) — Hom(Cy, A), a+— af

are homomorphisms of algebras. O
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(1.6) Example. Let D be a Hopf algebra and A a commutative algebra. The
convolution product induces on the set AHom(D, A) of algebra homomorphisms
D — A the structure of a group. @

An antipode for a bialgebra H is an s € Hom(H, H) such that s is a twosided
inverse of id(H) € Hom(H, H) in the convolution algebra. A bialgebra H is called
Hopf algebra if it has an antipode. The antipode azxiom reads in Sweedler notation

(1.7) > s(x1)ze = ec(x) =) w18(32).

As an exercise in Sweedler notation verify > a; ® s(az)az = a® 1 and Y a; ®
s(ag)agas =Y a; @ as.

(1.8) The Group Algebra. Let G be a group and KG the group algebra.
The K-module KRG is the free K-module on the set G, and the multiplication
KRG ® RG = R(G x G) — KRG is the linear extension of the group multiplication.
This algebra becomes a Hopf algebra, if we define the comultiplication by u(g) =
g ® g for g € G, the counit by £(g) = 1, and the antipode by s(g) = g~

Let G be a finite group and O(G) the K-algebra of all maps G — R with point-
wise addition and multiplication. Identify O(G x G) with O(G) ® O(G). Show
that the group multiplication m induces a comultiplication p = m*: O(G) —
O(G x Q). The data e(f) = f(1) and s(f)(g) = f(g ') complete O(G) to a Hopf
algebra. Evaluation at g € G defines an algebra homomorphism O(G) — K.
Show that G is canonically isomorphic to the group AHom(O(G), R) of (1.6).

An element ¢ in a Hopf algebra H is called group-like if u(g) = g ® ¢g and
£(g) = 1. The set of group like elements in H is a group under multiplication.
The inverse of g is s(g). Q©

(1.9) Proposition. Let H be a Hopf algebra with antipode s. Then s is an
antihomomorphism of algebras and coalgebras, i. e. s(xy) = s(y)s(z), se = e,
es=s, (s @ s)u = ps. If H is commutative or cocommutative, then s* = id.

PROOF. We use the convolution algebra X = Hom(H ® H, H) and consider the
elements & = m, f = m(s ® s)r, v = sm. We want to show 5 = 7. This is
implied by v * o = 1x = a * . (Here 1x is the unit element of the algebra
X.) The definition of the convolution and of the comultiplication in H @ H
yields (v *a)(z®y) = X, , s(x191)T2y2. Since p is a homomorphism of algebras,
we have p(zy) = 3., 7191 ® xays. Hence (v x a)(z @ y) = m(s ® 1)u(zy) =
es(zy) = e(e(z)e(y)) = 1x(z®y). Thus we have shown v*a = 1x. On the other
hand (a * 5)(z @ y) = Yoy 11915(y2)5(22) = Xy w1(e2(y))s(r2) = e(e(x)e(y)) =
1x(x ® y). We have for the unit element 1 = e(1) = ec(1) of H

I=es(l) =m(s®@id)p(l) =m(s®@id)(1®@1) = s(1) - 1 = s(1),

and therefore se = e. A dual proof shows that s is a homomorphism of coalgebras.
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Let H be commutative. Since s is an antihomomorphism, it is a homomor-
phism, and we obtain

sxs?=m(s®s)(1®s)u=sm(l® s)u=ses = ec.
This implies s? = id. A dual proof works in case H is cocommutative. O

(1.10) Proposition. Let H, and Hy be Hopf algebras and a: Hy — Hy a ho-
momorphism of bialgebras. Then o commutes with the antipodes.

PROOF. Let s; be the antipode of H;. Proposition (1.5) yields
l=0,(1) = au(idxs1) =a*xas;, 1=a"(l)=a"(sy*id) = sy * a,

and this implies the equality of as; and s,a, since both elements are x-inverse
to a. O

Let (H,m,e,pu,e) = H be a bialgebra. Then (coopposite) (H,m,e,Tu,c) =
(opposite)’H, (H,mT,e, i) = H°, and (H,mt,e,Tu,c) = °H° are bialgebras.
If s is an invertible antipode of H, then s~!, 57!, s are antipodes of H°, °H, °H°.
An antipode of H is a homomorphism H — °H° of Hopf algebras.

(1.11) Proposition. Let (H,s) be a Hopf algebra. The following assertions are
equivalent:

(1) °H is a Hopf algebra with antipode u.

(2) H° is a Hopf algebra with antipode t.

(3) s is an isomorphism.
If one of these statements holds, then st = ts = id and t = u.

PROOF. (2) = (3). We consider the following diagramm
1®1 5Qs

H®H H®H HoH

m

Iz mT

H __€e | H _5 .

The square on the left commutes, since ¢ is an antipode. By (1.9), the square on
the right is commutative. Thus s % st = ec. Similarly, we see st * s = es, and
hence st = id. We interchange the squares and deduce ts = id.

(3) = (2). Let t be the inverse of s. We want to show m7(1®¢t)u = ec. It suffices
to show sm7(1 ® t)pu = es. We use smt = m(s ® s) and st = id and obtain

smr(1@u=m(s®@s)(1@t)u=m(s® s)u = ec.

In a similar manner one shows (1) = (3). O



44 II. Hopf Algebras T. tom Dieck

Let (A, m,e, u,e) be a Hopf algebra in which A is a finitely generated, projec-
tive R-module. The dual coalgebra and the dual algebra together yield the dual
Hopf algebra (A*, p*,e*, m*, e*). If s is the antipode of A, then s* is the antipode
of A*. Suppose (e; | j € J) is a K-basis of A. Write, with summation convention
sum over an upper-lower index,

m(e; ® ej) = m;;es, p(es) = Mijez' X e,

i

e(l) =clej, elej) =¢j, s(ej) = se

The unit, counit, and antipode axiom then take the following form

6jmfj =0, = mzjsj
61’#? = 52 = uiiai
skl = ete, = st
In the dual Hopf algebra m*(e’ ® /) = p¥e® and p*(e®) = mj;e’ ® €/, in terms
of the dual basis (¢’ | j € J). Write out formulas for the (co-)associativity.

Let (C, p,€) be a coalgebra and I C C' a submodule such that £(/) = 0 and
pu(I) C I®C+CQ®I. Then there is a unique coalgebra structure on C'/I such that
the quotient map p: C' — C/I is a homomorphism of coalgebras. If, moreover,
(Cym,e,p, ) is a bialgebra and also I a twosided ideal of (C,m,e), then C'/I
carries the structure of a bialgebra, and p is a homomorphism of bialgebras. If
s is an antipode and s(I) C I, then s induces an antipode on C/I. A twosided
ideal I with u(I) CI®C+C®1I,e(I)and s(I) C I is called a Hopf ideal.

An element z of a bialgebra H is called primitive, if p(z) =2 ®1+1Q x.
Let P(H) C H be the f-module of the primitive elements of H. The bracket
(z,y) — [z,y] = vy — yx defines the structure of a Lie algebra on P(H). The
inclusion P(H) C H yields, by the universal property of the universal enveloping
algebra, a homomorphism «: U(P(H)) — H. For cocommutative Hopf algebras
over a field of characteristic zero with an additional technical condition, ¢+ is an

isomorphism ([??], p. 110).

(1.12) Note. Let G be a compact Lie group with multiplication h: G x G —
G. Consider homology H,.(—) with rational coefficients. We use the Kiinneth-
formula. The multiplication h yields on H,(G) a multiplication

H.(G)® H,(G) =2 H,(G x G) e | H.(Q).
The diagonal d: G — G x G, g — (g, g) yields a comultiplication

A H(G)

H,(G x G) = H,(G) ® H.(G).

This situation was studied by Heinz Hopf [??]. The letter A for the comultipli-
cation (and even the term “diagonal”) has its origin in this topological context.

In this text, Latin-Greek duality is the preferred notation. For background on
Hopf algebras see [?7], [?7], [?7], [?7]. Q©
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(1.13) Example. Let K be a field of characteristic p > 0. Let A = K[z]/(zP).
The following data define a Hopf algebra structure on A: pu(z) =2z 1+ 1® x,
e(z) =0, s(z) = —x. Q©

(1.14) Example. A coalgebra structure on the algebra of formal powers series
K[[z]] is, by definition, a (continuous) homomorphism u: R[[z]] — RK[[z1, 23]
with (1 ® D)p = (1 ® p)p and e(x) = 0. Here R[[x1,x5]] is interpreted as a
completed tensor product &[[z,]|®&][zs]]. Then p is given by the power series
p(z) = F(xq,x9) with the properties

F(z,0)=0=F(0,z), F(F(x,y),2)=F(z,F(y,z2)).
Such power series F' are called formal groups laws. See [??], Ch. VIIL. v

(1.15) Example. Consider the coalgebra C' = K[z] with pu(z) =z® 1+ 1®z.
Assume that R is a field of characteristic zero. The dual algebra C* can be
identitied with the algebra of formal power series k[[y]]. The element z" is dual
to rly". @

(1.16) Example. Let A be an algebra and C' a coalgebra. Suppose A and C
are finitely generated, projective R-modules. Dually to (1.4) one can define on
Hom(A, C) the structure of a coalgebra with counit ¢ — epe. v

(1.17) Example. Let H be a bialgebra and s: H — H an antihomomorphism
of algebras. Then the set of x for which the antipode axiom (1.7) holds is a
subalgebra. @

2. Modules and Comodules

Let (A, m,e) be an algebra in K-Mod. An A-module (M, m,) consists of a &-
module M and a RKR-linear map my;: A ® M — M, the action of A on M,
such that my(m ® 1) = mpy (1 @ my) and my(e ® 1) = [. We usually write
may(a ® m) = a-m = am. Then the axioms read (ajaz)m = a;(agm) and
1-m=m.

Let (C,u,e) be a coalgebra. A C-comodule (M, uys) consists of a &-module
M and a linear map up: M — C ® M, the coaction of C' on M, such that
(0@ Vppr = (1@ par)par and (2 @ 1)upr = 171 For comodules we use the
Sweedler convention with upper indices py(z) = 3 2! ® 2?. The axioms then
read Y (z')1 @ (z')e @ 22 = Y 2! @ 2 @ 2?2 and (Y e(2!) @ 2?) = =.

The objects defined above should be called left modules (comodules). It should
be clear, how right modules (comodules) are defined.

If M and N are A-modules, then a K-linear map f: M — N is called A-linear
if f(a-m)=a-f(m) holds for a € A and m € M. If M and N are C-comodules,
then a K-linear map f: M — N is called C-colinear provided (1 & u)uy = punf-
In this way, we obtain the category A-Mod of left A-modules and C-Com of
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left C-comodules. We write Mod-A and Com-C for the categories of right (co-)
modules.

(2.1) Example. Let C = K[z;; | 1 <i,j < n]. This becomes a bialgebra with
comultiplication p(x;;) = Yp Tix ® v; and counit £(z;;) = J;;. The K-module
V' with basis vq,...,v, is a C-comodule with structure map py: V — C ® V,
v = YTk ® vg. Let M,(R) be the algebra of (n,n)-matrices over & and let
M* be the dual f-module. Let z;; € M* be the function which maps a matrix
to its (4, j)-entry. Then the dual p of the matrix multiplication satisfies p(x;;) =
>k Tik @ ;. Dualize the standard M, (K)-module K". v

(2.2) Example. Let G be a group and H = KRG the group algebra. Suppose
V = @®yeq Vy is a G-graded R-module. Set puy: V. — HQV, v, = g ® v, for
vy € V,. Then V becomes an H-comodule. Any H-comodule arises this way:

Let p1y: — RG ® V' be a comodule structure. Set py (v) = 3, g ® pg(v). The
comodule axioms yield pypy, = dgnpy and 3, py = idy. Hence V = @, V,, with
V, the image of py, and py: Vy, = g @V, vy = g ® v,.

The tensor product M ® @ N = M @ N of A-modules M and N is in general
not an A-module in a natural way. However, if (A, m, e, u1,€) is a bialgebra, then
an A-module structure myen on M &N is defined by a-(z®y) = Y. a;x®ayy for
a €A r®y € M® N. The counit e: A — K makes K into an A-module. Under
this tensor product, the natural maps (1.1) and (1.2) are A-linear. Dually, given
a bialgebra A, we can define the tensor product of A-comodules by pyen =
(mMe11)(1®7®1)(uy ® uy). In this case, (1.1) and (1.2) are A-colinear.
These structures make A-Mod and A-Com into a tensor category. Each structure
of a tensor category on A-Mod with underlying data (1.1) — (1.3) arises from a
bialgebra structure on the algebra A; the A-module structure on A ® A yields a
linear map : A > A Aby a-(1®1) = p(a).

One can define formally algebras and coalgebras in tensor categories. In our
case, this leads to the following definitions.

Suppose H is a bialgebra. An algebra in H-Mod or an (H-module)-algebra
is an algebra (A, m,e) such that the structure maps m and e are morphisms in
H-mod, i. e. are H-linear. (This assumes the H-module structures on A® A and
R defined above.) In terms of element this means: For x € H and a,b € A

(2.3) z-(ab) = (z1-a)(za-b), z-e(k)=-e(E(2)k).

Here ¢ is the counit of H.

A coalgebra in H-Mod or an (H-module)-coalgebra is a coalgebra (C, pu, )
where the structure maps p and € are morphisms in H-Mod. In terms of elements
this means: For x € H, c € C

(2.4) pre) = 1 a1 ®@x2- 02, e(x-a)=2E(x)z(a).
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In a similar manner one defines algebras and coalgebras in H-Com. Finally,
combining these notions, one defines bialgebras in H-Mod and H-Com.

(2.5) Example. Let K be a field and L|K a Galois extension with finite Galois
group G. Then L is a KG-module and a K-algebra. These data make L into a
(K G-module)-algebra. Q©

(2.6) Example. Let K[D] be the polynomial ring with comultiplication
(D) = D®1+1® D. The algebra K[z] becomes a K[D]-module, if D* acts

as the formal differential operator (%)Z. The Leibniz rule says that K[z] is a
(K [D]-module)-algebra. Q

(2.7) Example. Let B be a bialgebra in H-Mod. Let s be an antipode. Then
s is H-linear. Hence B is a Hopf algebra in H-Mod. @

(2.8) Example. Let H be a bialgebra, A an algebra, and pus: A - H® A an
H-comodule structure. Then (A, u4) is an (H-comodule)-algebra if and only if
i4 is a homomorphism of algebras. @

(2.9) Example. Let H be a bialgebra, A an algebra and an H-module. If (2.3)
holds for x = y, z, then also for x = yz. Hence it suffices to verify (2.3) for algebra
generators of H. @

(2.10) Example. Let C' be a coalgebra and py: M — C ® M a comodule
structure. Let p: C* @ C' — K denote the evaluation (¢, ¢) — ¢(c). The map

C*®MMC*®C®ML®1»§®M:M, PRm—p-m

satisfies Yo - m = ¢ - (¢ - m) and defines the structure of a right C*-module
structure on M.
The comultiplication p: C' — C'®C makes C' into a left and right C'-comodule.
By
pdc= Z 80(02)01, ckop= 290(01)02-

we obtain corresponding left and right actions of C* on C. @

(2.11) Example. A group acts on itself by conjugation (g,h) — ghg ' A
generalization for Hopf algebras H is the left and right adjoint action of H on
itself:

h-k (adih)(k) = X hiks(hs)

k- h (ad.h)(k) = Y s(hy)khs.
Verify ab - k = a - (b - k) and similarly for -,.

There are dual notions which make H into a comodule over itself, the left and

right adjoint coaction p; and p,:

pr: H—}H@H, hHZhlS(h3)®h2
Pr: H-)H@H, h— Zhg@é’(hl)hg.
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Verify that p; is a left comodule structure. @

(2.12) Example. Let B be a coalgebra which is free as a f-module with basis
(bj | 7 € J).Let upr: M — M® B be aright comodule structure and set iy (z) =
>=; pj(z) ® b;. This yields linear maps p;: M — M. Write pu(by) = 3, ¢ 11370y ® by
for the comultiplication. The p; have the following properties:

(1) For each x € M only a finite number of p;(x) # 0.

(2) pipj = Xk 11 D-

(3) 5 (by)p; = id(M).
Conversely, given linear operators with these properties, then they define a co-
module structure on M. @

3. Dual modules

Let A be a R-algebra. The opposite algebra A° has multiplication a; ® ay — asa;.
Let M be a left A-module and M* = Hom (M, R) the dual module. The map

AP M* = M*, (a,9) = a-p, (a-9)(z) = p(az)

is a left A%-module structure. Let s: A — A° be a homomorphism (= antihomo-
morphism A — A), then M* becomes a left A-module via (a- p)(z) = ¢(s(a)x).
Denote this module for the moment by Dy(M). An A-linear map ¢: M — N
induces an A-linear map Ds(¢) = ¢*: Ds(N) — Dy(M). We obtain a contravari-
ant functor D;: A-Mod — A-Mod which is the ordinary duality functor on the
underlying R-modules.

Let k: M — M*™, m — (¢ — ¢(m)) be the canonical map into the bidual.
The morphism k: M — D?(M) is in general not A-linear. Denote left multipli-
cation by a € A just by a again. Then the diagram

M —"— DX(M)

(3.1) \82(61) \a

Mo D2(M)

is commutative. Thus, if s is an involution, then x is A-linear. Suppose u € A is
a unit such that

(3.2) s’(a) = uau™", a € A.

Then ko u: M — D?*(M) is A-linear, and we obtain a natural transformation
id — D2

(3.3) Proposition. Let A be a bialgebra, s: A — A an antihomomorphism, and
M an A-module which has a finite R-basis. The evaluation epr: Ds(M) @ M — R
is A-linear, if one half of the antipode aziom holds: es(a) = s(a1)as.
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ProOOF. We compute

mla-(p®@x)) =3 enlar- o ®ax) = (a1 9)(axw) = (3 s(a1)azw)
and
a-en(p®x) =a-p(x) =ce(a)p(r) = p(e(a)z).
Both value are equal for all ¢, z if and only if es(a) = 3 s(a1)as. O

For the other part of the antipode axiom, see example (3.8). The last propo-
sition shows that tensor products and duality with suitable properties require a
Hopf algebra. We therefore develop duality theory from this point of view for a
Hopf algebra A = (A, m, e, u,¢) with antipode s.

Let M and N be A-modules. Then Homg(M, N) is an A ® A’-module via

((a@b) - ¢)(x) = ap(br).

If ¢ is already A-linear, then (ab® ¢) - ¢ = (a ® bc) - . The homomorphism of
algebras (1®s)u: A — A® A° makes Hom(M, N) into an A-module. We denote
it by (M, N). The A-action then reads

T) = Zaﬂp(s(% x

By the counit axiom, this specializes to (M, R) = Ds(M) = M*. The assign-
ment (M, N) — $H(M,N) is a functor A-Mod x A-Mod — A-Mod, called for-
mal Hom-functor. It differs from Hom 4 (M, N), but in our case Homy (M, N) C
$H(M, N). This subspace can be characterized as an eigenspace of the character
£:

(3.4) Proposition. The map ¢ € Hom(M, N) is A-linear if and only if a-p =
e(a)p for all a € A.

PROOF. Let ¢ be A-linear. Then

(a-¢)(zx) =oarp(s = ars(as)p(z) = e(a)p(x).

Conversely, if this equality holds, then

ng e(ay)asx) Zs o(asx) Zalgo s(ag)asx).

We use Y a; ® s(az)az = a® 1, and see that the right most sum equals ap(z).0

As an example, consider the group algebra A = RKG. Then (g - ¢)(z) =
gp(g'z), and Homg(M,N) is the G-fixed point set of this G-action on
Hom(M, N).

(3.5) Theorem. The following canonical morphisms are A-linear:
(1) The evaluation eyrn: H(M,N) @ M — N, o @z — ¢(z).
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(2) ©:N®M* = H(M,N), Q¢ — p(?)x.

(3) The composition of morphisms o: (N, P) @ H(M,N) — H(M, P).
(4) The adjunction morphism A: H(M & N, P) — $H(M, $H(N, P)).
(5)

T: M*®@N*—= (NQM)*, p@1¢— (y@z — o()h(y)).

4
3

PROOF. (1) is based on the computation

ern(a- (p@1) =enun(d (a1-¢) ®ax) = arp(s(az)azr).

We use Y- a; ® s(az)az = a ® 1 to see that this equals ap(x) = aepr n(¢ @ ).
(2) We use the definitions

Oa- (z®p)) Zaﬂ@@ ©) Zg@(s(ag)?)alx

a-0x®p) =a-p(?)z=> arp(s(

Both expressions are equal, since multiplication by a; is K-linear.
(3) We compute

(g® f) = Zth g®ay- f = Zalg 7) ®@asf(s(as)?).

Under composition, this yields 3 aig(s(az)asf(s(as)?)). We use the identity
Y a1 ®s(az)az®@aqs =Y a1 @1 ®as and see that the sum equals - a1 g(f(saz)?) =
a-gf.

(4) We use that s is an antihomomorphism of coalgebras, i. e. the relation
ps = 7(s ® s)u. To begin with, A is an isomorphism of A ® A° ® A%-modules
with actions

(e@b®c) - p)z®y) = aplbr®@cy) left
(@a®@b®c) ¥)(x)(y) = a(P(br)(cy)) right.

The A-module structure on the left side uses (1 ® ps)u, on the right side
(1s)ue)1es)u=0107)1®s®s) (e 1)

Coassociativity of p and antihomomorphy of s yield the equality.
(5) The definitions give

T(a (p@¥)(y®z) = @(s(ar1)z)P(s(az)y).
We use pus = 7(s ® s)u and see that this equals (a - T(p ® ¥))(y ® x). 0

Let V be a free left A-module with finite basis (e;) and dual basis (e') for V*.
Then the map

b R VRV, 1> ¢

is A-linear. Denote the evaluation by dy: V* @V, ¢ ® v — ¢(v). Then we have:
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(3.6) Proposition. The by,dy are a left duality on the category of finitely
generated free A-modules. a
If the antipode s has an inverse t = s !, we define another dual module
V# = Homg(M, &) with action a - ¢)(m) = ¢(t(a) - m). In this case we define
cv: VRV# — & v®p— ¢(v) and in the finitely generated free case ay: & —
V#RV,1— 3, e ® e;. One verifies that the maps ay and ¢y are A-linear.

(3.7) Proposition. The ay,cy are a right duality on the category of finitely
generated free A-modules. O

We have, on general grounds, a canonical isomorphism gp?,&*: V — V#* see
[.11. In our case this is the canonical map « into the double dual D;D,V .

(3.8) Example. Assume the hypothesis of (3.3). Let (e;) be a basis of M and
(¢') be the dual basis of M*. Then & — M ® Dy(M), 1 — Y e; ® €' is A-linear
if and only if es(a) = 3 ays(as). Q©

(3.9) Example. The canonical map M — (K, M), m — (k — km) is A-
linear. Q@

(3.10) Example. Let A be cocommutative. Then the dualization (M, N) —
H(N*, M*), ¢ — * is A-linear. @

(3.11) Example. Let A be cocommutative. Then the tautological map
H(My, Ni) © H(My, Na) = H(My @ My, Ny @ Ny), 0@y —= @9

is A-linear. Q

4. The finite dual

Let A be a Hopf algebra over a field K. We use finite dimensional A-modules to
construct the finite dual of A. The algebra A acts on the left and right on the
dual vector space A* by (a- f)(x) = f(zxa) and (f - a)(z) = f(ax). These actions
commute.

(4.1) Proposition. The following assertions about f € A* are equivalent:
1) f wanishes on a right ideal of finite codimension.

) f vanishes on a left ideal of finite codimension.

) f vanishes on a twosided ideal of finite codimension.

) [f-A={f a|ac A} is finite dimensional.
5) A- f is finite dimensional.

) A-f-Ais finite dimensional.

) m*(f) € A*® A*.
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PROOF. (1) < (4). Let I C A be a right ideal with dim A/I < oo and f(I) =
If a=bmod I, say a = b+ c with ¢ € I, then (f - a)(x) = f(ax) = f(bx + cx) =
f(bx) = (f-b)(z). Hence f-Ais finite dimensional. Let f- A be finite dimensional.
Then I ={a € A| f-a =0} is a right ideal of finite codimension and f(I) =
(2) & (5) and (3) < (6) similarly. (3) = (1), (2) is clear.

(2) = (3). Let L C A be a left ideal of finite codimension with f(L) = 0. Then
A/L is a left A-module. We have the homomorphism of algebras

A= Endg(A/L), awls lo(z) =az

with kernel a twosided ideal I of finite codimension and contained in L.

(1) < (3) similarly.

(5) & (7). Let ¢1,...,g, be a basis of A- f. We expand a - f in this basis, say
a-f =3 hi(a)g;. The h; are then elements of A*. By definition of m*, we have
fora,b e A

m*(f)(b®a) = f(ba) = =2 hi(a)gi(b) = 3_g: @ hi) (b ® a),

and therefore m*(f) = ¥ g; ® h; € A* ® A*. Conversely, if m*(f) =X ¢; ® h; €
A*® A* then a- f =3 h;(a)g;, and A - f is therefore contained in the subspace
generated by g, ..., gn. 0

Let At = {f € A* | m*(f) € A* ® A*}. This is the pre-image of A* ® A* C
(A® A)* under m* and therefore a subspace.

(4.2) Proposition. We have m*(Afin) ¢ Afin @ Afin - Therefore (AR m* e¥)
18 a coalgebra.

PrROOF. Write m*(f) = 3 ¢;®h; with (g;) a basis of A- f. We claim: ¢;, h; € Afin,
Since g; € A- f we have A-¢g; C A- f and ¢; € Af™ by (4.1). Choose a; € A with
gi(a;) = 0;;. Then f-a; = gi(a;)h; = hj. Hence h; € f- A and h; € Afin by
(4.1). O

(4.3) Proposition. Let A = (A,m,e,pu,e) be a bialgebra. Then the data
(Aﬁn,u*,e*,m*,e*) define a bialgebra. If s is an antipode for A, then s* is an
antipode for Afin,

PrROOF. We have the algebra (A* p*,e*) and by (4.2) the coalgebra
(AR e*). We show that AfR is a subalgebra of A*. Let f,g € A Then
A- fand A - g are finite dimensional. We have

(a-f9)(x) = fg(ra) =3 f((xa))g((za)s)
= 2lar - f)(w1)(az - f)(22)
= X a1+ flaz- f))(x).

The relation a - fg = Y(a; - f)(as - f) shows that a - fg is contained in the
subspace generated by (A - f)(A - ¢) which is finite dimensional. Also ¢ € Afin,
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since ¢ vanishes on an ideal of codimension one. The axioms of a bialgebra are
checked by dualizing those of A.

Let s be an antipode. We show s*(AfiM) ¢ A" We compute (a - s*(f)) =
s(f)lwa) = f(s(za)) = f(s(a)s(z)) = (f - s(a))(s(x)) = s°(f - s(a))(z). This
shows A-s*(f) C s*(f-A). By (4.1), s*(f) € A™. The antipode axiom for s* is
checked by dualizing the one for s. O

The coalgebras (bialgebras) constructed in (4.2) and (4.3) are called finite
duals. The displayed formula in the last proof shows that Afin s an A-module
algebra.

(4.4) Proposition. Let V be a finite dimensional A-module with basis (v;).
Write a - v; = 3, zij(a)vj. Then x;; € A*. Elements of A* which are linear com-
binations of functions x;; arising from various finite dimensional modules are
called representative functions of A. The algebra Afin s the subspace of repre-
sentative functions of A*.

5. Pairings

Let A and B denote Hopf algebras over K. A pairing between A, B is a bilinear
map (—, — ): Ax B — & with the following properties: For z,y € A and u,v € B

) = (2®y, pu))
<$,uvi = (p(r),u®wv)
)

The bilinear form ( —, — ) on A x B induces a bilinear form on A® A x B® B by
(r®y, u®v) = (x,u){y,v). Thisis used in (1) and (2). With the p-convention
axiom (1) reads (zy,u) = Y (x,us ){y,us). A pairing is called a duality between
A, B, if (z,u) = 0 for all w € B implies x = 0, and (z,u) = 0 for all z € A
implies u = 0.

Let p: A® B — R be the linear map which corresponds to the bilinear map
(—,—): Ax B — K. The axioms (1) and (3) of a pairing amount to the following
commutative diagrams

AoAeB 2181 4o igBoB
m®1 1®7T®1
A® B A®B®A®B
p PP
R — R
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1®e

A® B AR A
e® 1 o~
A®B P A

Similarly for (2) and (4).

(5.1) Remark. Let (—,—): A x B — £ be a pairing. The coalgebra B has
a dual algebra B*. Axiom (1) of a pairing is equivalent to the statement that
a: A — B*, x — (x,—) is compatible with multiplications, and axiom (3) to
the statement that « is compatible with units. Axiom (2) is equivalent to the
commutativity of the following diagram

A K A® A

a a®a

*

B+

(B® B ~——— B*® B".

Hence axioms (2) and (4) say that « is a homomorphism of the algebra A into the
finite dual of B. We call the pairing a strict duality if this map and the analogous
homomorphism of B into the finite dual of A are isomorphisms. @

(5.2) Example. Let A be a finite dimensional Hopf algebra over the field K
and A* the dual Hopf algebra. Then evaluation A* x A — &, (p,a) — ¢(a) is a
pairing and a strict duality between Hopf algebras. @

(5.3) Example. Let £]z] be the polynomial algebra with pu(z) =r®1+ 1@z,
g(x) = 0. There exists a unique pairing ( —, —): K[z] x K[z] — K such that
(z,xz) =1. Show (2™, 2™) = O nnl. Q©

(5.4) Proposition. Let (—,—) be a pairing between Hopf algebras A, B with
antipodes sa, sp. Then (saz,u) = (x,spu).

PrROOF. This is a consequence of the fact that a homomorphism of bialge-
bras is compatible with antipodes. Another proof follows from the following
computation. O

(5.5) Proposition. The elements po(s®1) and po(1®s) are both convolution
inverse to p in (A ® B)*. O

(5.6) Proposition. Let A, B be Hopf algebras and (—,—): Ax B — K a
bilinear form such that (zy,u) = (x @ y,u(u)) for all z,y € A and u € B. If
(z,uv) = (p(r),u @ v) holds for x = a and x = b and all u,v, then also for
x =ab and all u,v. If (x,1) = e(x) holds for x = a, x = b, then also for x = ab.
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ProOOF. We compute

(abyuv) = (a®b, p(uv))
= D (a®b, u1v; ® ugvy )
= Z(a, w01 ){ b, ugvsy )
- Z(alaul><a2aU1><blaU2><b2,U2>-

The first equality uses hypothesis (1), the second the homomorphism of algebras
i, the third the definition of ( —, — ) on tensor products, the fourth the hypothesis
about @ and b. On the other hand,

(uab),u@v) =73 (aibi,u)(azbs,v) =D (ar, ui ){bi,uz ){az,vi)(az v2).

The first equality uses p(ab) = Y- a1b; ® asby and the definition of ( — — ), the
second the hypothesis (1).
Finally, we have (ab,1) = (a®b, (1)) = (a,1){b, 1) = £(a)e(b) = e(ab). O

(5.7) Corollary. If the bilinear form ( —,—): Ax B — R satisfies (1) and (3),
then it suffices to verify (2) and (4) for algebra generators of A. O

Let (—,—): A X B — R be a pairing. The left radical J, is the kernel of the
adjoint mapping a: A — B*, v — (x,— ), hence a two-sided ideal. Similarly, for
the right radical Jg C B. Let o/: A® A — (B® B)* denote the adjoint mapping
of the pairing A® A x B® B — R induced by ( —, —). We have a factorisation

o«

o AR A B*® B*

(B® B)*

with the map T @1 — (b®c — p(b)1(c)). If R is a field, then T is injective, and
therefore the kernel of o/ is J4 @ A+ A® Js. For x € J4 we have (u(z),u®uv) =
(x,uv) forall u,v € B. We see that p(z) is contained in the kernel of o/. Together
with exercise 4 we see that J4 is a Hopf ideal. Thus, if R is a field, we have an
induced duality pairing (—, —): A/Ja X B/Jg — K. The ideals J,, Jg are Hopf
ideals, if A, B are Hopf algebras.

(5.8) Proposition. Forxz € A, y € B, and t the inverse of s we have

(w2, 5() ) = e(@)e(y), D (w1 10 ) (22, t(1)) = £(2)e(y).

ProOOF. We compute

Y ) (@2 s(y2)) = D (@), 1@ s)uy))
= (z,m(1®s)u(y))

I
—~
8

™
—~
<
~—
~

I

™
—~

8
~

™M
—~
<
~

A similar computation yields the second equality; it uses that ¢ is the antipode
for the coopposite algebra. O
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It is useful to have a notion which is dual to that of a pairing. Let r: 8 — BRQA
be a linear map. This map is determined by the element

rl)=R=)_bh®a € B A.

We define associated elements

R, = Yb®1®ad € BB®A
Ry = Zl®bi®ai€B®B®A
R = Yh1®ad€cBRAR®A
Ry = Yh®a'®1€B®RAR® A.

The map r: R = B ® A is called a copairing between Hopf algebras B, A, if it
has the following properties:

(1) (h®1)R = RpRy
(2) 1®uR = RiRi
3)  (®LR = 1
(4) (1®e)R = 1L

Write these equations in diagram form. Then (1) and (3) are given by diagrams
which are dual to the diagrams for (1) and (3) of a pairing. (Dual: reversal of
arrows, interchange m and p, e and ¢.)

(5.9) Proposition. Let p: A® B — R be a pairing. It induces four covariant
functors from comodules to modules, and interchanges A, B and left, right. These
functors are defined on objects in the following way:

(1) If M € Com-B, then M € A-Mod with structure (a,m) + > (a,m?)m".
(2) If M € B-Com, then M € Mod-A with structure (m,a) — >{a,m!' )m?.
(3) If M € A-Com, then M € Mod-B with structure (m,b) — S>(m!' b)m?.
(4) If M € Com-A, then M € B-Mod with structure (b,m) — > {m? b)m".

The functors are tensor functors.

PROOF. It suffices to consider case (1). Let a,b € A. Then

ab-m =

Suppose M, N € Com-B. Let MV, NV be the corresponding A-modules. We want
to show (M @ N)¥ = MY ® NV; on the left we have to use the tnesor product
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of comodules and on the right the tensor product of modules. The a-action on
r®y € (M ® N)V is defined by 3{(a, (z ® y)*)(z ® y)'. By definition of the
tensor product of comodules Y (z®y)!' ® (z®@y)? = ¥ z' @ y' ® 2?y?. Hence the
definig sum equals

(a2 ) @yt = D (a2 ) (az,y? )zt @y
= a1'1‘®a/2'y
= a (zQ®y),

the latter in MV @ NV. O

(5.10) Proposition. Letr: 8 = BRA, 1 — Y b;®a’ be a copairing. It induces
four covariant functors from modules to comodules and interchanges A, B and
left, right. These functors are defined on objects in the following way:

(1) If M € Mod-A, then M € B-Com with structure m — ¥ b; @ ma’.

(2) If M € A-Mod, then M € Com-B with structure m — 3 a'm ® b;.

(3) If M € Mod-B, then M € A-Com with structure m — ¥ a* @ mb;.

(4) If M € B-Mod, then M € Com-A with structure m — ¥ b;m ® a'.
The functors are tensor functors.

As an exercise, the reader may treat (5.9 and (5.10) in categorical form with
commutative diagrams.

(5.11) Example. Let R € B® A be the element of a copairing. The antipode
axiom yields the chain (1®@m)(1®1@1)(1®u)R = (1Qes)R = (1Qe)(1®<)R =
1 ® 1. On the other hand (1® p)R = RiaRi3 = X, ;bib; ® a' ® a’ yields for the
same element 3 b;b; ® a’s(a’) = R - (1 ® s)R. Similarly (s® )R- R =1® 1.
Hence R is invertible in B ® A with inverse 7' = (s ® 1)R = (1 ® s)R. This
example is the dual to (5.5). Q©

(5.12) Example. Let A and B denote f-modules. Linear maps = 8 - B® A
and p: A® B — R are called dual maps, provided

4 197 Aepga P2L 4
B 9L peagp 122 p

are identities. Suppose A and B have finite bases (a’ | i € I) and (b; | i € I) with
p(a’ ® bj) = 8. Then r with r(1) = X b; ® o’ is dual to p, and p is a pairing if
and only if r is a copairing. Suppose that p and r are dual in this strong sense.
Then the functors in (5.9) are equivalences, with inverse functor the appropriate
one of (5.10). Q©

(5.13) Example. Let A be a Hopf algebra and R € A® A an invertible element.
Define Rio, Ri3,Ro3 € A ® A ® A by inserting a 1 at the place of the missing
index. Set v(z) = R - u(z) - R~". Then v is coassociative, provided
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This equality is satisfied, if
(L@ 1)R= Ri3Ry3, (1®@p)R= Ri3Riy, RiaRi3Ry3 = RosRizRio

hold. Suppose, in addition, that (s®1)R=R ' = (1®s ')Rand z = m(s*®1)R
is invertible. Then (A, m,e,v, e,z 'sz) is a Hopf algebra. Q@

(5.14) Example. Let G be a group. The pairings ( —, — ): R(G) x R(G) — K
correspond via (g, h) = a(g, h) to bi-characters a: G x G — &, i. e. a(g,uv) =
a(g,u)a(g,v), and similarly for the other variable.

Let G be finite abelian. Is the Hopf algebra G always (or in certain cases)
isomorphic to its dual? v

6. The quantum double

Let A and B be Hopf algebras with invertible antipode s. We set t = s~ We
denote by °A = (A, m,e, Ty, e, t) the Hopf algebra with the coopposite antipode
4 = 7. We assume given a pairing ( —, —): A x B — A. The Hopf algebra D
in the next theorem is the quantum double of Drinfeld.

(6.1) Theorem. There exists a unique structure of a Hopf algebra on °A®@ B =
D with the following properties:
(1) The coalgebra structure on °A ® B is the tensor product of the coalgebras
°4 and B.

(2) The multiplication ¢ is given by the following formula
(a X b) & (C (24 d) = Z( C3, b1 >< C1, t(b3) >CLCQ X bgd

b,c
The formulation of the theorem uses the p-convention for the Hopf algebras A
and B, i.e. (@ 1)u(d) =Xb @b ®@bs and (p® 1)u(c) =3 1 ® ¢ ® c3. We
verify that °4 = %4 ® 1 and B = 1 ® B are subalgebras: (a ® 1) o (b ® 1) =
(e, 1) (e, 1)aca®1 =Y e(cr)e(ez)acy ® 1 = ac ® 1, and similarly for B. Also
(a®1)o(1®d) =a®d.
We can also express the ordinary product in terms of the o-product.

(6.2) Proposition. Force A andb € B
Z<Cl’ bg ><C3,t(b1) >(1 X bz) < (02 X 1) =c®b.

b,c

PROOF. Insert the definition of the o-product, apply (5.8), and use the counit
axiom. O

Proof of (6.1). We verify that the product is associative. The definition of the
product yields for ((a ® b) ¢ (¢ ® d)) ¢ (e ® f) the sum®

b ;d (esbi )(e1,t(bs) ) (es, (bad)r ) (€1, t((bad)3) Yacaea @ (bad)2 f.

'In the following computation, the letter e has nothing to do with the unit map.
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We have (bad); = byjd;. We use the p-convention to replace by, bay, bag, bog, bs
by bl, b2, bg, b4, b5 and €11, €12, €2, €31, €32 by €1, €2, €3, €4, €C5. The definition of the
product yields for the bracketing (a ® b) ¢ ((c® d) ¢ (e ® f)) the sum

Z <63, d1 >< €1, t(dg) >< (062)3, b1 >< (062)1, t(bg) >CL(C€2)2 X b2d2f.

b,c,e2,d,e

Here we use the following replacements: ey, o1, €99, €93, €3 by €1, €s, €3, €4, €5 and
b11, b12, ba, b31, b3a by by, ba, b, by, bs. Having done this, we see that both sums are
equal.

A verification with the counit axiom shows that 1 ® 1 is a unit element. It is
a little tedious to verify that the comultiplication in °4 ® B is a homomorphism
of algebras. Recall that °4 has a comultiplication °u. The p-convention, the
definition of the product in D ® D, and the definition of ¢ yields for p(a ® b) ©
u(b ® c) the expression

> ({ea3, b11 )21, t(br3) Yaocas @ brady) @ ({c13, bar ) (c11, t(bas) Yarcia @ baadsa) .

We replace by, bia, bi3, ba1, bao, bag by by to bg, and similarly for ¢. Then we obtain

Z <CG, b1 >< Cyq, t(bg) >< C3, b4 >< 1, t(bﬁ) >CLQC5 X b2d1 X a1Co X b5d2.

a,b,c,d

We apply the identity (5.8) to the part (cs, by )(cq, t(b3) ). Reindexing, according
to the p-convention, yields the sum

Z 8(()3)6(03)( Cs, bl >< Cy, t(b5) >Cl204 X bgdl (%9 a1Co X b4d2.

a,b,c,d

We apply the counit axiom to £(bs3)by and £(c3)cq, and arrive at the sum

Z <C4, b1 >< C1, t(b4) >CLQC3 X b2d1 X a1Cy X bng.

a,b,c,d

If we expand p((a®b) o (c®d)) according to the definitions, we obtain the same
sum without any rewriting.

We leave to the reader the verification that ¢ ® £ is a homomorphism of
algebras.

If D has an antipode S, then S coincides with the given antipodes on the Hopf
subalgebras %4 and B (1.10). Since S is an antihomomorphism, we must have
S((a®1)¢(1®0b)) = (1®s(b)) o (t(a) ® 1). We show that this formula defines
an antihomomorphism; hence, by (1.17), S is an antipode. The definitions yield

S(c®d)oS(a®b) =(1®s(d)) o (t(c) ®s(b)) o (t(a) ®1)
and

S((a@b)o(c@d)) =D (3, b1 )(c1,(bs) ) (1®s(d))o(1@5(ba)) o (t(c2) @1 )0 (t(a) @1).
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We use (6.2) in the sum for ¢(c), s(b) in place of ¢,b and use (5.8) in order to see
that both values are equal. The antipode S is invertible. The inverse T is given

by T(a®b) = (1 ®t(b)) o (s(a) ®1). 0

Suppose B is a finite dimensional Hopf algebra over the field & and A = B*
the dual Hopf algebra. Then (5.1) and the evaluation pairing (5.2) yields the
quantum double of B. In general, we call D = D(A, B) the quantum double of
A, B with respect to the given pairing. In the case A = B*, the o-product can
be written

(6.3) (LT@b)o(f@l)=2 f(t(bs)?h) ® by.

Here f(u?v): x — f(uzv) for f € B*.

7. Yetter-Drinfeld modules

Let M carry a left B-module and a right B-comodule structure. Suppose the
compatibility condition

(7.1) > bim' ®@ bam® =Y (bom)' ® (bam)*by

holds for b € B and m € M. Then B is called a Yetter-Drinfeld module of type
gYD?® (upper index: comodule; lower index: module). The pairing induces a left
A-module structure on M, see (3.4).

(7.2) Proposition. Let M be a Yetter-Drinfeld module of type pYDPB with
induced left A-module structure. Then the map

ARBOM - M, a®b®m+— (a®b)-m:=a-(b-m)
makes M into a left module over the quantum double.
Proor. We have to show
(1®b)o(a®1))-m=>b-(a-m).

The right hand side is, by definition, equal to {a,m?)bm' (we skip the 3 sign).
We apply the definitions to the left hand side and obtain

(as, by )(az, t(bs) )( az, (bym)? ) (bym)'.

By the pairing axioms, this equals (a,t(b3)(bam)?b; )(bym)!. We rewrite the u-
convention 1,2,3 — 11,12,2 and apply (7.1). We obtain

{a,t(by)b1om? )byym' = (a,e(by)m?Ybym' = (a,m? )bm',

the value of the right hand side. O
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In the case when the pairing is a strict duality, we can use (5.9) and (5.10) to
switch between modules and comodules. Therefore, in this case, the left D(A, B)-
modules correspond bijectively to 3YD?-modules (equivalence of categories).

(7.3) Example. The set of b € B such that (7.1) holds for all m € M is a
subalgebra of B. @

(7.4) Example. Let G be a group and B = RG. By (2.77), a right B-comodule
is a G-graded R-module V' = @,c¢V,. Suppose V' is also a B-module. Then (7.1)
means the following: The action of h € G maps Vj into Vj,-1. v

8. Braiding

A bialgebra A gives raise to a tensor product of A-modules (section 2). But the
twist map (1.3) 71 M @ N — N ® M is in general not A-linear. A braiding
will be a remedy of this defect. A subcategory 9t of A-Mod is called a tensor
category, if it is closed under tensor products and contains K. A braiding for a
tensor category 9N is a natural isomorphism

CM,N:M®N—)N®M
(natural in M, N € 9) such that

cuvew = (1 ® cuw)(cuy ® 1)

8.1
(8-1) cvgvw = (cwy @ 1) (1 ® cyw)

for all objects U, V, W € 9. An invertible element R =Y, a, ® b, € A® A with
the property

(8.2) R-pla) =Tp(a) - R

for all @ € R is called a screw for A. A verification from the definitions shows
that a screw defines an A-linear isomorphism

(8.3) cuni MAN >NRM, zRy— Y by®azr=1R-(2®y)),
natural in the two variables M, N. We use the elements of A @ A® A

RlZZZar®br®1a RISZZGJT‘@l@br; R23221®ar®br-

A screw is called coherent, provided
(8.4) (ll, (24 I)R = R13R23, (1 X /L)R = R13R12.
We verify from the definitions:

(8.5) Proposition. A screw R yields a braiding for A-Mod if and only if it is
coherent. We call it the R-braiding. O
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The natural isomorphisms (1.2) should be compatible with the braiding, i. e.
we ask for the relations loc, @ =7, rocg, =l These relations hold for an
R-braiding, provided

(8.6) l(e®1)R=1=r(1®¢)R,
and this can be written in the form Y e(a,)b, =1 =3 a,.c(b,).

(8.7) Proposition. Suppose R is invertible and satisfies (8.5). Then (8.6)
holds.

PROOF. We use the counit axiom and (g ® 1)R = Ri3Ry3 in the following
computation:

R = (l(e®)p®1)R

= ((®)(e®1 ) (e )R
((®1)(e®1®1)Ri3Ra3

= Y e(a)a; @ bb;

= Z a; ® (D e(ai)bi)b;

i

~ (1®I(e®1)R)-R.

Since R is invertible, we obtain the first equality of (8.6). Similarly for the second
one. -

(8.8) Proposition. Let A be a Hopf algebra with antipode s. Suppose R € AQ A
satisfies (u @ 1)R = Ri3Re3 and l(e ® 1)R = 1. Then (s @ 1)R is an inverse of
R.

PRrROOF. The antipode axiom and (¢ ® 1)R =1 yield
MmMe)(se1e)(p®1)R=(ec®1)R=1R 1.
We insert (1 ® 1)R = Ry3Ry3 and obtain

1®1= (m &® ].)(S RIR 1)R13R23 = Zs(ai)aj X bzb] = (S X ].)R - R.
1]
If we start with (m ® 1)(1® s® 1)(#t ® 1)R = 1 ® 1, we obtain by a similar
computation R- (s® 1) R=1® 1. O

A coherent screw R € A ® A is called a universal R-matriz for A. A Hopf
algebra A with invertible antipode together with a universal R-matrix is called
a braid algebra or a quasi-triangular Hopf algebra (Drinfeld [?77]).

The identity
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(8.9) RiaR13Re3 = Roz i3 R2
is called Yang-Bazter relation® for R € A ® A.

(8.10) Proposition. The relations R-p = TR and Ri3Res = (® 1) R imply
the Yang-Bazter relation for R.

PRrROOF. This is shown by the following computation:
RisR13Rs3 = Rig- (u®@1)R = (Tp®1)R-R12 = (T®1)(u®1)R- Ria = RogRi3Ry2.

Let R=Ya,®b € A® A, and define cyyn: M @ N - N ® M as in (8.3).
Then R satisfies the Yang-Baxter equation (8.9) if and only if the diagrams

NOMeP -8B . NoPoM

C12 C12
(8.11) M®N®DP PIN®M
Co3 Ca3

MePoN —2. P MeN

are always commutative. (The index indicates the factors which are switched.)
An important special case is M = N = P. Denote cy;n by X: MQM — MQM.
Then (8.11) gives the identity

(8.12) Xe)(leX)(Xel) =10 X)(Xe1)(1e X).

An endomorphism X of M ® M which satisfies (8.12) is called a Yang-Baxter
operator.

(8.13) Example. A Yang-Baxter operator defines a representation of the Artin
braid group B(n) on the n-fold tensor power M®". The Artin braid group Z(n)
on n strings has generators ¢i, ..., g,_1 and relations

9i9; = 9i9i for [i —j| > 2
9i9i9: = 9i9i9; for i —j|=1.
If X: M®M — M ® M satisfies (8.10), we set X;: M®" — M®" with X acting

on factors (i,7+1), and id(M) on the remaining factors. The assignment g; — X;
defines a representation of Z(n) on M®". Q©

(8.14) Example. Let H be a bialgebraand R =3 a,®b, € M ® M. Consider
the linear maps

X H*— H, a — Yala)b,

NeH* - H, a — Y a«ab).

2Tf we use notations like R' = Rs3, then this relation reads R'R?R®> = R*R?*R*.




64 II. Hopf Algebras T. tom Dieck

If R satisfies (8.5) and (8.6), then A is a homomorphism and A" an antihomomor-
phism of algebras. Suppose H is a finitely generated, projective R-module. Then
A" is a homomorphism and A an antihomomorphism of coalgebras. @

(8.15) Example. If Ris an invertible screw, then also (7R)~! = 7(R™!). More-
over, TR is an invertible screw for the coopposite algebra with antipode 7. If R
yields a braiding ¢, then 7R™! yields the inverse braiding. v

9. Quantum double and R-matrix

The notion of an R-matrix has many applications in topology, physics and other
fields. The construction of the quantum double will now be motivated by its
relation to R-matrices.

We assume given Hopf algebras A and B and a pairing ( —, —): AX B — R as
in section 6. In order to avoid technicalities, we assume that A and B are finitely
generated free modules with dual basis (a’) of A and (b;) of B with respect to
the pairing, i. e. (a’,b; ) = d;. We think of

R=1®hQ0d®1ceDD=AQ B AR B.

We form Ris, Ra3, Ro3 in D® D ® D. The missing index indicates the position of
1®1€ D=A® B. We assume given a Hopf algebra structure on °A ® B = D
with the following properties:

(1) "A=9%4®1 and 1 ® B = B are Hopf subalgebras.

(2) The comultiplication A in D is the canonical one of the tensor product

94 ® B.

(3) The product ¢ in D satisfies (e ® 1) ¢ (1®b) = a ® b.
These data suffice to rewrite the properties of the associated copairing (see 77)
in the following form (note that we use the comultiplication % in °A):

(9.1) Proposition. The element R has the following properties:

(1) (A ® 1)R - R13R23
(2) (1 X A)R = R13R12
(3) @R = 191
(4) (1®e)R = 11
(5) (s® )R = R~
6  (1®sHR = R

(9.2) Theorem. Let D carry the structure of a Hopf algebra with properties
(1) — (3) above. Then the following are equivalent:

(1) R-A(x)=7A(z)-R.

(2) R satisfies the Yang-Bazter equation RiaR13Re3 = RozRi3Ryo.

(3) The product o is the one of (6.1).
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PROOF. We use the summation convention: Summation over an upper-lower
index. The Yang-Baxter equation Ri3R13R3 = Ro3R13R15 in D ® D ® D then
reads

1®bbi®d*@b;®dd@1=10bb,® (1) (a*®1)®aa @ 1.

We skip the right and left most 1’s in the notation. We apply s ! ® 1 to the
equality (s®1)R- R = s(b;)by ®a/a* = 1®1 and obtain s (b)b; ®a’a® = 1®1.
We use this in the Yang-Baxter equation and obtain

sTHbp)bshi @ a* @b @ a'alaF = by, @ (1@b;) ¢ (a* ®1) ®a.

This is equivalent to the Yang-Baxter equation, since an analogous computation
will give it back. We fix b, and a’ and compute the o-product by comparing
coefficients. We set in terms of a basis

k

i jok ik o —1 o
a'a’a® = pay, bbby = my;be, 5T (bg) = oLby.

The Yang-Baxter equation is seen to be equivalent to
(1@b)o (@ ®1) = opmiu a® @ b;.

We have to verify that this is the multiplication rule of (6.1). This follows from
the definitions, if we use

(@ Dp(a") = mia' @ a* @a’,  (u® p(b) = p*bi ® b @ by

But these equations only express the rule { (u®1)u(x), y1 QY2 ®ys ) = {(, y1y2y3 )
in terms of a basis. This finishes the equivalence of (2) and (3). In ordern to show
the equivalence of (1) and (2), it suffices to verify (1) for basis elements x. The
relation

R-A1l®e)=1A(l®¢) R

holds for all ¢ if and only both sides are equal when tensored with ® (e’ ® 1) and
summed over ¢. But this summation leads exactly to the Yang-Baxter equation.
Similarly for r = ¢! ® 1. O

10. Duality and braiding

We now discuss the relation between braiding and duality and explain what the
general considerations of chapter one mean in the case of modules.

We start with the left duality by, dy- given by evaluation an coevaluation, see
section three. From the braiding zy;n: M® N — N ® M we obtain a right duality
ay =z Wy A= V'@V and ey =dyz: VRV - R Let u =3 s(b,)a, and
i =Y d.s(c,) with R™! =3 ¢, ® d,. Then one computes

@) =pu-v), ay(l)=> € ie.
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In the latter case we use a finitely generated module V' with basis (e;) and dual
basis (e’) of V*. The fact that ay, ¢y is a right duality means that u@ and @u act
on V as identity. If one uses instead the braiding z~! in order to define ay, ¢y,
then one has to use the elements Y- s(c,)d, for ¢y and Y- a,s(b,) for ay.

If we use the dualities above, then the canonical isomorphism gp‘?%*: V = V#*is
the map v — k(uv), if k denotes the canonical isomorphism into the double dual.
If we use k as an identification, then V#* becomes V with actions of a € A as
multiplication by s*(a). We now verify certain identities in the universal example
A itself; this is then independent of the use of finitely generated free modules.

(10.1) Theorem. Suppose R =3 a, ® b, € A® A is an element with inverse
> ¢ @ d, which satisfies R-p = Tp-r. Set w =Y s(b.)a,. Then u is invertible
and vt =Y s7Y(d,)c,. Moreover s*(a) = uau™! for all a € A.

PROOF. We prove the equality uz = s*(x)u for x € A. This does not use invert-
ibility of s and R. We set as usual (1 ® 1)u(zr) = Y 21 ® 12 ® x3. Then

(R® 1)(2551 ® Ty @ 13) = (Zfﬁ Rz @ 23)(R®1).

We apply 1 ® s ® s2 to this equation, interchange the first and third factor, and
multiply. This gives

> s%(w3)s(biwa)arr =Y s (w3)s(21)b;) w0,

This can also be written in the following form
> s(wes(w3) - s(biazrr =Y 8% (w3) - s(b;) + s(21) 220,
The antipode axiom and the counit axiom yield
Z s(r1)re @3 =1Q 2.

We apply 1 ® s% to this equation and use in the identiy above; then the right
hand side becomes s*(z)u. In a similar manner we use Y. z; ® x3s(z3) and see
that the left hand side is uz.

We set = Y s7!(d,)a,. We know already us™'(d;) = s(d;)u. This implies

w=uY_s (dj)e; = s(dj)uc; = s(brd;)axc;.

By definition Y axc;®brd; = 1®1; we apply m(1®s)7 and obtain 3 s(bxd;)arc; =
1. We use this and see uv = 1 and then s*(v)u = uv = 1. Hence u has a right
and left inverse. O

Consider the following elements

ur = ¥ s(bi)ai, vi =YX s (dj)e
uz = Y s(¢;)dy, vy =Y 5 Ya;)b;
uy = 3 bis™ (), vs = ¥ djs(c;)

Uy = ZCjS_l(dj) Uy = Zals(bz)
(10.2) Theorem. The elements displayed above have the following properties:
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1)

2) s2(z) = wiwu; .

3) s(uy)™" = ug, s(uz)™" = uy.
4)

u; 1S 1nverse to v;.

N N /N /N

The elements u; commute with each other and uiu;1 18 containded in the

center of A.
If (s®s)R = R, then uy = us, upy = uy. If TR = R™L, then uy; = us.

PROOF. We know already that u, is inverse to v;. Moreover s%(z) = u;zuy". In
particular s?(u;) = u;. By construction

s(vp)uy, s(vy) =ug, s(ug) =wv3, s(uz) =vy.
From (1) we thus obtain (3). Hence ug, vy are invertible and
ugvy = 5(v1)s ™ (uy) = s(v1)s(uy) = s(ujvy) = 1.
We calculate
upruy ' = s(v))ws(vy ) = s(vy tsH(@)vy) = s(ups tuy) = s34 ().

We set x = u; and see ujus = uoiq, and ulxufl = u2xu2_1 shows that ulugl is
contained in the center.

We now consider the oppposite algebra with antipode s—!. This yields similar
assertions about ug, v3, u4, v4. The remaining assertion follow easily. O

11. Cobraiding

Braidings on the category of comodules can be defined by suitable linear forms
p: A® A — K. The multiplication by R is replaced by a multiplication with p.
For comodules U and V' this is defined to be

PF=pe1e)1ere (@ uy): Vel = Vael.

In terms of elements this reads
(11.1) av: UV Vel zoy—) py'ez)y’ e’

If p is invertible, i. e. if there exists p/ with px p' = p' x p = £, then cf,,v is an
isomorphism.

Let C' be a coalgebra, A an algebra, M a C-comodule, and N an A-module.
Then Hom(M, N) becomes a module over the convolution algebra via

Hom(C, A)®@ Hom(M, N) - Hom(C® M,AQ N) — Hom(M,N), p®h > gx*h.

The first map is the tautological map, the second is composition with pp;: M —
C®M and my: AQ N — N. In particular, if N is a 8-module, then Hom (M, N)
is a module over the dual algebra C*. In terms of elements we have

(p+h)(m) =3 p(m')h(m?).
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In this way Hom(A ® A, A) is a left (and similarly a right) module over the
convolution algebra (A ® A)*. The relation in Hom(A ® A, A)

(11.2) p*Mm =mT%p

has the following explicit meaning:

(11.3) Zp(vl ® uq)Vally = Z p(ve @ ug)uyv;.

One verifies from the definitions:

(11.4) Proposition. Suppose p satisfies (9.2). Then cyn is a morphism of
comodules. O

Let €;: A A® A — A® A be the map which maps the factor of the missing
index by ¢ and the other factors identically. Set p;; = p o ;5. The identities in
(AR A® A)*

(11.5) p(m @ 1) = pi3 * pa3, p(l @ m) = pi3* pia

are in terms of elements

(11.6)
play®@2) = Ypla' @2 )e(y)e(@®)p(y” ® 2%) = L p(z @ 2')p(y ® 2%)
plr®yz) = Tpa' ®2')e(y)e(2?)pa? @ y®) = Lpla' ® 2)p(z> @ y).

(11.7) Proposition. The equalities (8.1) hold for the morphisms cyrn in (9.1)
provided p satisfies (9.5). O

We call p € (A® A)* a braid form for A if p is invertible and satisfies (9.2)
and (9.5). A cobraided bialgebra is a pair (A, p) consisting of a bialgebra A and a
braid form p for A. For a cobraided algebra the morphisms (9.2) define a braiding
on A-Com.

12. The FRT-construction

The construction of Faddeev, Reshetikhin, and Takhtadjian (FRT-constuction)
associates a cobraided algebra A = A(V,X),p to each Yang-Baxter operator
X:V®V =V ®YV on a finitely generated free R-module V. We describe this
construction.

Suppose V has a basis vy, ..., v,. Let A be the free algebra on Hom(V, V). We
use the model
P Hom (Ve Vo) = A.

n=0
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~

The multiplication in A is given by the tautological identification Ej ® B
By, f® g — f®g, with Ey = Hom(V®* V%) The canonical basis T?: vy —
d; xv; of E; induces the basis

T/ =T!'® - T}

of Ej, with multi-index notation i = (iy,...,i), 7 = (J1,...,Jk). For £ = 0
we identify Ey = K and TQ? = 1. The following data make A into a bialgebra:
The comultiplication in A is given by u(T/) = ¥, TF ® T/ and the counit by
e(T]) = 4.

Let now X: V®V — VRV be a Yang-Baxter operator. This operator induces
a tensor functor from the braid category ZA into K-Mod, as explained in ?7. In
particular we have for k£, € IN; morphisms

Xk,l: V®k ® V®l SN V®l ® V®k

which satisfy the braiding relations
(12.1) Xy = (Xpm @ A @ Xin),  Xipim = (1@ Xipgm) (Xppn ® 1).

The X}, are the identities for £k = 0 or [ = 0. Suppose X = X} ; has the matrix
expression
X (v; ® vj) Z Xz-ajbva QR vy

in multi-index notation v; =v;, ® -+ - @ v;,, if i = (41,..., k).
We define a linear form

AR T/ — F.
(12.2) Proposition. The linear form p satisfies (9.5).

PrOOF. This is a restatement of (9.8). O

The S-module V is a canonical A via

(12.3) VoAV, vue Y T/ @v;.

J

Similarly, V¥ is an A-module by the same formula in multi-index notation.
The morphism X: V@V — V®V is not in general a morphism of A-modules,
e. (9.3) is not yet satisfied. The equality (9.3) means that the elements

(12.4) cH=% X;';ﬂTjg -3 T;;ﬁX{;g
o, af

are zero. Let I C A denote the twosided ideal generated by the C}l. One verifies

u(Cly = ZC{‘]‘-‘* ®TH + ZT“ﬁ ®CH,  =(CF =o.
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This implies u(I) € I ® A4+ A® I and £(I) = 0. Hence we can form the factor

bialgebra A = A/I.

(12.5) Proposition. The form p factors over A® A and induces a braid form
prARA— R

PROOF. O

13. Cylinder braiding

In this section we describe the formalism of categories with cylinder braiding for
modules and comodules. For the categorical background see 1.14.

Let (A, pu,e) be a bialgebra over the commutative ring & with universal R-
matrix R =Y ,a, ® b, € A® A, comultiplication x and counit . Let 2 denote
the category of left A-modules and A-linear maps and B the category of left
A-modules and K-linear maps. The tensor product over K induces functors

®: A x A — A x: B X A — B.

The R-matrix induces in the usual way a braiding z @ y — >, b,y ® a,z on 2,
as explained in section 8. With the unit object I = K we obtain an action pair
B, 2l in the sense of 1(14.77).

(13.1) Theorem. The cylinder twists for B, correspond bijectively to the
invertible elements v € A such that

(13.2) pv)=(vel)-7R-(1®wv)-R.
PRrROOF. Let v be given. We define for an A-module X a K-linear map by
tx: X - X 2z~ vx.

We verify that these maps yield a cylinder twist.

Conversely, suppose a cylinder twist is given. Set v = t4(1). We claim that v
satisfies I(?7). We consider A and A ® A as left A-modules in a canonical way.
Since p is a homomorphism of algebras, p is in particular A-linear; therefore we
have tqqapt = put4. Since right multiplication by a € A is a homomorphism of
left A-modules, we have t4(a) = va. Now we compute

p(v) = pta(l)
= tapa(1®1)
= (ta®1)zaa(ta®1)z44(1®1)
= Z vbsa, ® asvb,

7,8

= v®l)-TR-(1®v)-R.



T. tom Dieck 14. Cylinder forms 71

In order to see that v is invertible 77 O

We call an invertible element v € A which satisfies (10.77) a universal cylinder
twist for the braided algebra (A, R).

If a ribbon algebra is defined as in [?7, p. 361], then the element #~' loc. cit.
is a cylinder twist in the sense above. 77

Suppose in addition that A is a Hopf algebra with antipode s. Recall that we
have the dual module M* = Hom g (M, R) with A-action (a - ¢)(z) = ¢(s(a)z)
and duality map the evaluation

dy: M* @M — R, p®x+— ¢().

For a free, finitely generated module M with basis (e;) and dual basis (e') we
have the coevaluation

bMﬁ—>M®M*, 1’—)262(861

These data yield a left duality on the category of finitely generated free A-
modules. For this category we have:

(13.3) Proposition. Suppose £(v) = 1. Then the cylinder twist is compatible
with dualities.

PRrOOF. This is a consequence of (77). We can also make the following compu-
tations. We obtain from the definitions dytrran (@ ® ) = dy (X vz ® vap) =
o(X s(vr)vax) = e(x)p(x); the last equality by the antipode axiom. Another
computation shows tyreabar(1) = e(v)bas(1). O

We now turn to the dual situation of cobraided algebras and comodules.

14. Cylinder forms

Let A = (A, m,e, u,e) be a bialgebra over the commutative ring £ with multipli-
cation m, unit e, comultiplication u, and counit €. Let r: A® A — K be a linear
form. We associate to A-comodules M, N a fK-linear map

v MON - NQM, z@y— Y ry @z )y’ ®a?

where we have used the Sweedler notation z — 3 2! ® 22 for a left A-comodule
structure pp: M — A® M on M. We call r a braid form on A, if the 2y n
yield a braiding on the tensor category A-Com of left A-comodules. We refer to
section 9 for the properties of » which make it into a braid form.

Let (C, i, €) be a coalgebra. We use the Sweedler notation like p(a) = 3 a1 ®ay
and (@ Dp(a) = pa(a) =X a1 ® az @ az3 = 3 a1 @ aja ® ay for the comultipli-
cation. The multiplication in the dual algebra C* is denoted as convolution: If
f,g € C* are K-linear forms on C, then the convolution f * ¢ is the form defined
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by a +— 3 f(a1)g(az). The unit element of the algebra C* is . Therefore ¢ is a
(convolution) inverse of f, if f x g = g* f = . We apply this formalism to the
coalgebras A and A ® A. If f and ¢ are linear forms on A, we denote by f ® g
the linear form on A ® A defined by a ® b — f(a)g(b). The twist on A ® A is
T(a®b) =b® a.

Here is the main definition of this paper. Let (A, r) be a bialgebra with braid
form r. A linear form f: A — R is called a cylinder form for (A,r), if it is
convolution invertible and satisfies

(14.1) fom=(fQe)*xrm*x (R f)xr=rrx(eQ f)xr=*(f ®¢).
In terms of elements and Sweedler notation (11.1) assumes the following form:
(14.2) For any two elements a,b € A the identities

f(ab) = Z f(al)r(bl & a2)f(b2)r(a3 &® bg) = Z?”(bl &® Cbl)f(bg)T(GQ & b3)f(a3)
hold.

A cylinder form (in fact any linear form) yields for each A-comodule M a
K-linear endomorphism

ta: M — M, x> f(z')a®

If o: M — N is a morphism of comodules, then ¢ o ty; = tx 0 . Since tj; is
in general not a morphism of comodules we express this fact by saying: The ¢,
constitute a weak endomorphism of the identity functor of A-Com. We call t,,
the cylinder twist on M. The axiom (11.1) for a cylinder form has the following
consequence.

(14.3) Proposition. The linear map ty; is invertible. For any two comodules
M, N the identities

tmwen = 2t @ L) zmn (v @ 1n) = (b @ In)zn v (En © 1)z

hold.

PROOF. Let g be a convolution inverse of f. Set sy;: M — M, x +— Y g(x')2?.

Then
sutu(z) =) fah)g(a*)a® = e(ah)2® = x,

by the definition of the convolution inverse and the counit axiom. Hence s, is
inverse to tj,.

In order to verify the second equality, we insert the definitions and see that
the second map is

TR T Zf(l,l)r(yl ® $21)f(y21)7“(y221 ® 1‘221)y222 ® 1,222
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and the third map
Ty Zr(yl ® 1) F(y?)r(y? © 222) F(22)y?2 © o222,
The coassociativity of the comodule structure yields a rewriting of the form
Yyeyt eyt ey =3 (1) 1) y'): ey

and similarly for z. We now apply (11.2) in the case (a,b) = (z',y").

By definition of the comodule structure of M ® N, the map ty;on has the
form z @ y — ¥ f(zly')2? @ ¥y Again we use (11.2) for (a,b) = (z!,4') and
obtain the first equality of (11.3). O

15. Tensor representations of braid groups

The braid group ZB,, associated to the Coxeter graph B,

4

with n vertices has generators t, gy, ..., g,_1 and relations:

tgitgr = gitgit

15.1 A
( ) 9i9; = 9;9i i —j] >2
9i9i9 = 9i9ig; i —j]=1.

We recall: The group ZB,, is the group of braids with n strings in the cylinder
(C\0)x[0,1] from {1,...,n}x0to {1,...,n}x 1. This topological interpretation
is the reason for using the cylinder terminology. For the relation between the root
system B, and ZB, see [?7].

Let V be a R8-module. Suppose X: V@V - V®V and F: V — V are R-linear
automorphisms with the following properties:

(1) X is a Yang-Baxter operator, i. e. satisfies the equation

X)(1eX)(Xel)=1X)(Xe1)(1®X)

onVeVeV.
(2) WithY = F ® 1y, the four braid relation Y XY X = XY XY is satisfied.

If (1) and (2) hold, we call (X, F) a four braid pair. For the construction
of four braid pairs associated to standard R-matrices see [??]. For a geometric
interpretation of (2) in terms of symmetric braids with 4 strings see [?7].

Given a four braid pair (X, F'), we obtain a tensor representation of ZB, on
the n-fold tensor power V" of V' by setting:
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t = FRl1e---®1

(15°2) g — Xi:1®"'®X®"'®1-

The X in X; acts on the factors i and 7 + 1.
These representations give raise to further operators, if we apply them to
special elements in the braid groups. We set

t(1)=t, t() =gj-19j-2 Gtgiga---gj-1, to=t(1)E(2)---t(n)

9(7) = 9igj+1- " Gjtn—1,  Tmm = g(m)g(m —1)---g(1).
The elements ¢(j) pairwise commute. We denote by T,: V& — V& and
Xinn: VI @ VO — VO @ VO™ the operators induced by ¢, and x,,, re-
spectively.

(15.3) Proposition. The following identities hold
Ton = Xom (T @ 1) X (Trn ® 1) = (T, @ 1) Xy i (T, @ 1) Xy -

Proof. We use some fact about Coxeter groups [?7, CH. IV, §1]. If we adjoin
the relations ¢ = 1 and gjz- =1 to (2.1) we obtain the Coxeter group C'B,,. The
element ¢, is given as a product of n? generators ¢, g;. The uniquely determined
element of CB, has length n? and is equal to t,. The element T mbnTmptm Of
C By has length (m + n)? and therefore equals t,,,, in CB,,,,. By a funda-
mental fact about braid groups [??, CH. IV, §1.5, Prop. 5], the corresponding
elements in the braid group are equal. We now apply the tensor representation
and obtain the first equality in (2.3). O

For later use we record:

(15.4) Proposition. The element t,, is contained in the center of ZB,. O

16. Cylinder forms from four braid pairs

Let V be a free R-module with basis vy,...,v,. Associated to a Yang-Baxter
operator X: V®V — V ®V is a bialgebra A = A(V, X) with braid form r,
obtained via the FRT-construction (see section 9 for the construction of A and
r). We show that a four braid pair (X, F') induces a canonical cylinder form on
(A, r).

Recall that A is a quotient of a free algebra A. We use the model

P Hom (Ve Vo) = A.
n=0

>~

The multiplication in A is given by the canonical identification Ej, ® E;
B, f® g — f®g, with Ey = Hom(V®* V®*) The canonical basis T7: vy —
d; xv; of Ey induces the basis

T/ =T!'® - T}
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of Ey, with multi-index notation i = (iy,...,%), J = (J1,.--,Jr)- The comulti-
plication in A is given by u(T/) = ¥, TF @ T] and the counit by £(T}) = ¢/.

In section 2 we defined an operator T}, € Fj from a given four braid pair
(X, F). We express T} in terms of our basis

= ZF;]'UW
J

again using multi-index notation v; = v; ® -+ - ®v;,, if i = (i1,...,1). We define
a linear form

AR T/ — F.

(16.1) Theorem. The linear form f factors over the quotient map A — A and
induces a cylinder form f for (A,r).

PROOF. Suppose the operator X = Xpp: VO @ VO — VO @ VO™ hag the
form X (v; ® vj) = ZabX vy ® vp. We define a form 7 A®@ A — & by

FE,®E =& TPRT)— X1

The form 7 factors over the quotient A ® A and induces r.

Claim: The forms 7 and f satisfy (11.1) and (11.2). Proof of the claim. In the
proof we use the summation convention: summation over an upper-lower index.
Then we can write us(Tf) = T} @ T¢ @ Tf and pp(Tf) = T} @ TP @ Ty The
equality (11.2) amounts to

ch FkX]l;;FbXng XlkaXach

These equations are also a translation of (2.3) into matrix form. This finishes the
proof of the claim.

We have to show that f maps the kernel I of the projection A — A to zero.
But this is a consequence of (11.2), applied in the case b = 1, since one of the
terms aq, as, az is contained in I and 7 is the zero map on I ® A and A ® I.

It remains to show that f is convolution invertible. The pair (X', F~!) is a
four braid pair. Let 7 and f be the induced operators on A. Then f*f =¢c= f*f
on A, and (11.2) holds for (f, 7) in place of (f, 7). The Yang-Baxter operator X '
defines the same quotient A of A as X. Hence the kernel ideal obtained from X !

equals I, and therefore f(I) = 0. a

We have the comodule V. — A®V, v; — 3, TV ® v;, and similarly for V¥ in
multi-index notation. By construction we have:

(16.2) Proposition. The cylinder form f induces on V®F the cylinder twist
tV®k = Tk. (|
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17. The four braid relation and R-matrices

We state in this section our main results about R-matrices.

Let W be a module over the integral domain K. We study automorphisms X
and Y of W which satisfy the four braid relation

(17.1) XYXY =YXYX.

We are particularly interested in the following case:

(1) The automorphism X is an R-matrix, also called Yang-Baxter operator; this
means: W =V ® V for a R-module V' and X satisfies the Yang-Baxter equation

(17.2) X1)(1X)(X®1)=1X)(Xe1)(1e X)

onVeVeV.
(2) The automorphism Y has the form F' ® 1 for an automorphism F' of V.
If (1) and (2) hold, we call (X, F) a four braid pair.

The interest in this case comes from the representation theory of braid groups.
Recall that the braid group Z By associated to the Coxeter graph By

4

......... ° Bk
t g1 g2 Ok—1

with k£ vertices has generators ¢, g1, ..., gr—1 and relations:

tgitgr = gitgit

17.3 o
( ) 9i9; = 9;9i i —j]>2
9i9i9; = 9;9i9; i —j| =1.

Given automorphisms F' and X as above, we obtain a tensor representation of
Z By, on the k-fold tensor power V& of V by setting:

t = Fele---®1

17.4
( ) g — Xp=1®  -9X® -1

The X in X(; acts on the factors 7 and i + 1.

After this preparation we state the main results about R-matrices. Let V/
denote a free S-module with basis vy, ..., v,. We write v;; = v; ® v; and use the
lexicographical ordering of this basis when we display matrices.

Let ¢ € K be a unit. The standard R-matrix X,(¢) = X,, associated to the
root system A, _; is the linear map
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quij 1=
(17.5) Xnvij = Vjj 1> ]
Vjj + 6vi]- 1< j,

where 1 < 4,7 < nand §d = q— ¢! (See e. g. [?7, p. 171] for an elementary
verification of (1.2).)
Let F: V — V be an automorphism of the following form

5vn+1—j if 2] <n+1
(17.6) F(vj) = ¢ avj if 2j=n+1
wvj + ['pg1-j if 25>n+1.

The a-term does not appear for even n. We set z = 53'.

(17.7) Theorem. Suppose F has the form (1.6) and X is given as in (1.5).
Then (X, F) is a four braid pair in the case n = 2k. If n = 2k — 1, then (X, F)
is a four braid pair if and only if a* = aw + 2.

Next we consider the standard R-matrices related to the root systems B,, and
Ch,. See [?7?] and [?7] for the use of these matrices in knot and tangle theory.

The matrix X,, = X,,(B) describes an automorphism of V' ® V' with dimV =
2n+1 = m in the lexicographical basis v;;, 1 <¢,7 <2n+1=m. Ifi+j #m+1,
then X, coincides with a matrix of A-type, as specified in (1.5). The subspace
of V. ® V generated by the v;; for i +j = m + 1 is invariant under X,,. The
corresponding matrix block will be denoted by Z,,. We describe Z,, inductively.
Again we use § = ¢ — ¢ ! and set p = ¢/2. We let Z, denote the unit matrix
of size 1. The matrix 7, is a symmetric matrix with central matrix 7, i, i. e.
we adjoin to Z, ; new rows and columns in the positions 1 and 2n + 1. The
(2n + 1)st row is (¢7',0,...,0). The first row is

_5(q—(2n—1) - 17 q—(Zn—2), R q—n,p—(Zn—l), q—n-i-l, s 7q_17 1) + (07 R 07 Q)
Let now F, denote a (2n+1,2n+1)-matrix as in (1.6) with w = p~' —p, a = —p,
B=p =1landset Y, =F,®1.

(17.8) Theorem. The matrices X,(B) and Y, are a four braid pair.

We now consider the R-matrices X,(C) = X] which act on V ® V' with
dim V' = 2n = m. Again, the v;; for i+j # 2n+1 are mapped as for X,,(B). The
subspace of V' ® V' generated by the v;; with i+ j = 2n+1 is invariant under X,
and the corresponding matrix block Z) is defined inductively, beginning with

, S(1+q¢2) ¢!
le< (q_? ) ‘ >

The matrix Z) is a symmetric matrix with central matrix Z! . Its 2n-th row is
(¢7",0,...,0). The first row is

6(1 + q_2n7 q_2n+17 s 7q_n_17 _q_n+17 HRI) _q_la _]-) + (07 HRI) 07 q)
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Let now F} be a (2n,2n)-matrix as in (1.6) with § = 3’ and set Y] = F) ® 1.
(17.9) Theorem. The matrices X, (C) and Y, are a four braid pair.

The fundamental four braid pairs of the theorems above induce, by general
formalism of quantum groups and braided tensor categories, further such pairs
on integrable modules over the quantum groups related to A, B, and C (see [?7]).

18. R-matrices of type A,

This section contains the proof of Theorem (1.7).
We begin with a prototype computation which is used later on several occa-
sions. We think of X and Y as given by (2,2)-block-matrices of the following

type:

(18.1) X:(%q?), Y:(éﬁ).

Here ¢ € K" (the units of ) and I is a unit matrix. The matrices Z, A (and
qI, D) are square matrices of the same size, respectively. A computation of the
four braid relation in block form yields:

(18.2) Proposition. The four braid relation (1.1) holds for the matrices (2.1)
if and only if the following equalities hold:

(I)  ZAZA+qZBC = AZAZ + qBCZ

(I) Z(AZB +¢BD) = q(AZB + ¢BD)

() (CZA+qDC)Z = q(CZA + qDC). 0

Equation (IT) means that the columns of AZB+¢BD are eigenvectors of Z for
the eigenvalue ¢ (if they are nonzero). Equation (IIT) has a similar interpretation
for the row vectors of CZA + ¢DC' (or consider the transpose).

We now turn our attention to R-matrices. We begin with the simplest non-
trivial R-matrix X = Xy(q) of type (1.5)

(18.3) X = é §=q—q ' #0
q

and look for matrices

such that (X, F') is a four braid pair.

(18.4) Proposition. Suppose F is not a multiple of the identity. Then (X, F)
s a four braid pair if and only if a = 0.
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PROOF. We reorder the basis vys, va1, v11, v22. Then X has the form (2.1) with

§ 1
7=(1a)
and Y has the form (2.1) with

a 0 0 b
4o (3 0). moco(4).

We check the conditions (2.2). Equation (I) holds if and only if a?d = add. Hence
either a = 0 or a = d. We compute AZB + ¢BD to be

ac abd + qbd

qac bd '
Since (g, 1) is the eigenvector for the eigenvalue ¢ of Z, we must have, by (II),

that ac = 0 and ab = 0. In case a # 0, we arrive at a multiple of the identity. If
a =0, then (II), and dually (III), are satisfied. O

Proof of Theorem (1.7). For the proof we need a bit of organization. We take
advantage of the fact that X and F have many zeros and repetitions. We have
two involutions o and 7 on the set of indices J = {(i,7) | 1 <i,j < n}, namely
o(i,j) = (n+1—14,7) and 7(i,j) = (j,4). Since oToT = ToTO, they formally
generate the dihedral group Dg of order 8. We decompose J into the orbits under
this Dg-action. We have to consider 4 orbit types. Set n + 1 —i =7'.

Let n = 2k. Then we have orbits of type (i,14), (¢, %), (i,4), (', ') of length 4.
This is the orbit of (i, ) if i = j or i = j'. If i # j, j', then the orbit of (i, j) has
length 8.

Let n = 2k—1. Then we have the fixed point (k, k). There is another orbit type
of length 4, namely (k, j), (4,k), (j', k), (k,j) for j # m. The subspace spanned
by an orbit is invariant under X and Y. Therefore it suffices to verify the four
braid relation on these subspaces. The matrices involved depend only on the
isomorphism type of the orbit. Hence we need only consider the cases n = 3 and
n =4.

We present some details of the computation.

Let n = 3. We consider the subspace generated by v, V91, Vo3, v32. The corre-
sponding matrices have the following form:

5100 000 3
1000 0 a0 0
X=loos1]° Y= ]oo0a o0
0010 300 w

We compute the product XY and its square
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0 a 0 65 0 0 dap’ af’
00 0 g 0 0  af 0
B0 ad w |’ daf af 6%*a®+aw 6z + daw
0 0 a O a0 da? aw

If we transpose the latter matrix and interchange 3’ and 3 we obtain (Y X)2.
On the other hand, we obtain by this procedure the same matrix if and only if
a satisfies a® = aw + 2.

Let n = 4. We use the subspace generated by via, Va1, V13, V31, V24, V42, U4, V43.
Then X has the block diagonal matrix

H
H 6 1
A= H , H= ( 10 >
H
and Y the matrix
0 0 0o p
0 g 0 0
0 0 0 0 0o g
v — 0 p 0 w 0 0
- 0 0 0 0 g0
g 0 0 w 0 0
0 0 g 0 w 0
g 0 00 0 w
Empty places contain, as always, a zero. These data yield the product:
0o p 0 63
0 0 0o g
0 p 0 w 0 64
B 0 0 0 0 0o g
XV = B0 0 w 53" 0
0 0 0 0 g0
g 0 o8 0 wd  w
0 0 5 0 w 0
and its square
0 0 0 B'B'H
0 0 BB H BwH
(XY)? =
0 BB'H 20H f'w(0H + I)

BBH pPwH pw(6H+T) z6H +w*(6H + 1)
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This matrix does not change if we transpose it and interchange 5’ and . This
finishes the case n = 4. O

(18.5) Remarks. The matrix Y satisfies the equation Y? = wY + z. A similar
result as (1.7) holds for the slightly more general R-matrices in [??, p. 71]. Sup-
pose g+¢ ! is invertible in &. Then the eigenspace S%(V) of X for the eigenvalue
q has the basis v;; + ¢ 'vj; for i < j and vy; and the eigenspace A?(V') for the
eigenvalue —¢~" has the basis v;; — quj;, ¢ < j. v

19. R-matrices of type B, and (),

This section contains the proof of Theorems (1.8) and (1.9).

We need information about the eigenspaces of Z,,. We set €¢; = v;nm41-; and
m = 2n+1. The eigenvectors in (3.1) are linearly independent. They form a basis
if we assume that (¢+¢~")(g— ¢ ™) (¢~" +¢~™"") is invertible in K. There are
analogous assumptions in (3.2).

(19.1) Proposition. The matriz Z,, has eigenvalues q, —q~", ¢~™!.

(1) The g-eigenspace has the basis
zj = qej+q ' emiioj — €11 — €mi1(j+1)s 1<7<n-1
Zn = ({€p — (p +p71)6n+1 + q71€n+2-
(2) The (—q~")-eigenspace has the basis
yi = (€ —em1-j) — (¢ €41 — @emi1—(+1)), 1<j<n-1
Yn = €p+ (p - p_1)€n+1 — €n42.
(3) An eigenvector for ¢~ is
1 ,2n—1 _n 2n71).

(]‘7q7"'7qn77p JqJ"'7q

PROOF. We prove (1) by induction on n. The case n = 1 is a simple verification.
For the induction step it remains to check:

(1) z is an eigenvector of Z,.

(2) The scalar product of the first row of Z,, with zs,..., z, is zero.
For (1), we compute the scalar product of z; with the first row to be

(S(]_ o q—2n+1)q + 5q—2n+2 + 6q—1 _|_q—1q—1 — q2,
and with the second row to be

_6q—2n+2q o 5(1 o q—2n+3) o q—l = —q.
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These values are correct. The scalar product with rows 3 to m gives trivially the
correct result. For (2), we compute the scalar product of the first row of Z,, with

29 to be
_6q72n+2q 4 5q72n+3 4 6(]72 _ 6(]72 =0

and similarly for zs, ..., 2,_1. For 2z, we have
_5q7nq 4 6(p_|_p71)p72n+1 _ 5qfn+1q71 =0.

The verification for the other eigenspaces is similar. O

Proof of Theorem (1.8). As before, we decompose X,(B) and Y, into suitable
blocks. The subspace W of V ® V' generated by the v;;, vjpmi1—; for 1 <7 <m
is invariant under X and Y. The remaining basis elements generate a subspace
where the four braid relation is satisfied by the results of section 2. We order the
basis of W as follows:

Vi,ms UV2m—15---5Um,1, V115 - - -, Umm-

We assume that v,4q,41 occurs among the vj,,;1—;. In that case, we are
in the formal situation of (2.2) with Z = Z, and diagonal matrices A =
Dia(0,...,0,—p,w,...,w), D = Dia(0,...,0,w,...,w) with w appearing n
times in A and D. Moreover B = C' and

0] 1
B=|olo |, s=| -
J|0 1
i. e. J is the co-unit matrix. We write Z in block form
a b c
Z=1d 10
f 00
with diagonal block a, 1,0 of size n,1,n. Then we compute
0 quwJ
AZB+qBD =] 0 —pdJ
0 wfJ

From the structure of d and f one easily verifies the following: Let Sy,...,S, be
the first n columns of AZB + ¢BD from right to left. Then the column vectors
are related to the eigenvectors of the g-eigenspace of Z as follows:

WZj :Sj—q5j+1, for 1 <j<n-—1, Wzp = Sp.

Hence the S; are eigenvectors. This implies (2.2, II), and (2.2, III) follows by
transposition.

A similar computation with the block matrices shows that AZA + ¢BC' is ¢
times the unit matrix. This implies (2.2, I). O

We also need the eigenspace structure of Z,,.



T. tom Dieck 19. R-matrices of type B, and Cp, 83

19.2) Proposition. 7’ has eigenvalues g, —q ', —q ™ 1.
n

(1) The g-eigenspace has the basis

z g€+ q temi1—j — €1 — Em+1—(j+1) 1<j<n-1

KL~

= qe, + q_lenH.

3~

z

(2) The (—q')-eigenspace has the basis

y; = (ej = emy1—j) — (¢ ejr1 — qemr1—(j+1)), 1<7<n—-1
(3) An eigenvector for the eigenvalue —q~ ™! is
(L,q,....,¢" ", =", ..., —¢™™).
PROOF. The proof of (3.2) is by induction on n as for (3.1). O

Proof of Theorem (1.9). We use the same method as for Theorem (1.8). We have
A = D = Dia(0,...,0,w, ..., w) with w appearing n times and B = C = (J.
We write Z' in block form
;[ o b
7=(00)

with blocks of size n and compute

) _ 0 qJ
AZB+qBD—Bw<0 R

One verifies that the non-zero columns S7,...,S) of AZ'B + ¢BD from right
to left have the form S7 — q_ISJ’-Jr1 = pwz; for 1 < j <n—1and S = Bwz,.
Therefore (2.2, IT and III) hold.

The matrix AZA + ¢BC is again ¢ times the unit matrix. Therefore (2.2, I)
holds. O



84 ITI. The Quantum Group SLs T. tom Dieck

III The Quantum Group SL,

1. The Hopf algebra U

We define the basic example of a quantum group. We fix an invertible parameter
v € R and an integer ¢t > 1. The algebra U (t;v) is the associative algebra with 1
over £ with generators K, K~!, E, F and relations

(1.1) Relations of the algebra U(t;v).
KK '=K'K=1

KE =v"EK, KF =v"FK
Kt _ Kft
’Ut _ ,U—t '

[E,F]:= EF — FE =

It is assumed that v' — v™" € & is a unit, in particular v* # 1. We write
U = U(1;v). The following data make U(¢; v) into a Hopf algebra with invertible
antipode s:

(1.2) WK)=K®K, W(B)=E®1+K'QF, uy(F)=FK'+1®F

(1.3) e(K)=1, e(E)=¢(F)=0
(1.4) s(K)=K ', s(E)=-K'E, s(F)=-FK"

The meaning of this statement is the following: We specify (anti-)homomorphisms
of algebras p,e,s by (1.2) — (1.4). One has to verify that these are well defined,
i. e. compatible with (1.1). Then one has to show that u is coassociative, i. e. the
homomorphisms of algebras (u ® 1)p and (1 ® p)p coincide. It suffices to check
this on the generators F, F|, K. Finally, one has to check the counit axiom and
the antipode axiom. Again it suffices to check these on algebra generators. All
these verifications are straightforward. The inverse of s is given by

s (K)=K', s'(E)=-EK"', s (F)=-K'F.

There is a second comultiplication which makes U into a Hopf algebra, see exer-
cise 1.
In order to work with the algebra U we need commutator relations. We write

v =T
V'K — v Kt

(1.6) [m, K;v] = [m, K| =

- , meE Z.
v—vT
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If we think of an indeterminate v, then [m] € Z[v,v™!]. Hence we can specialize
to any v € K. The following identities are proved by induction on m:

wn P = It 1 K] = mlfm = 1, K]P
’ [E™ F] = [m][-m+1,KIE™" = [m]|E™ ' m —1,K].

We give the proof for the first one. We use

[E™, F" = [E™, F"|F + F"[E™, F].

The case m = 1 in (1.7) is the defining relation (1.1) for [E, F']. The induction
step is

[E, Fm ] = [m]F™[=m + 1, K]F + F™[0, K]
= F7([m][-m+1, K] + [0, K]).
We now use [m]o""! + [1] = [m + 1Jv™™ in order to rewrite the bracket as
[m +1][—m, K].

The relations (1.7) for the algebra U(t; v) are obtained by using v*, K* instead
of v, K in (1.7).
We now state the general commutator rule. This uses the following notations.

(1.8) ;0] = [n)! = [1][2].. . [n]
n,K]n —1,K]...[n—j+1,K]
]! '

(1.9) is a generalized binomial coefficient. If we formally replace K by 1, we obtain
[n, j;v]. There is a generalized Pascal formula (exercise 3). It can be used to show
inductively that [n, j;v] € Z[v,v™"']. We assume that the [m]! are invertible in &
and define divided powers

(1.9) [n, 4, K;v] = [n, j, K] =

my _ E™ m _ ™
(1.10) E Tl i

Now we can state:

(1.11) Proposition. The following commutator relations hold in U
min(m,n)

(EM FM = S FOD[—m —n + 24, j, K|E™),

7=1
A simple verification with (1.1) yields:

(1.12) Proposition. The element

—th tK—t th —tK—t
C=pry TV pp U TV
(Ut _ Uft)2 (Ut _ Uft)2
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is contained in the center of the algebra U(t;v). O

We call C the Casimir element of U(t;v).

(1.13) Exercises and supplements.

1. The following data make U(¢; v) into a Hopf algebra:
MK)=K®K, ((E)=E®1+K'QF, i(F)=FQK'+1®F

e(K)=1, e(E)=¢(F)=0
5(K)=K™"', 5&FE)=-K'E, 5F)=-FK™

2. The assignment w(E) = F, w(F) = E, w(K) = K ! defines an automorphism
of the algebra U and an antiautomorphism of the associated coalgebra. Apply w
to the first identity in (1.7) to obtain the second one.

3. Verify the Pascal formula
[n+ 1757K] = [S+ 1][”7 SaK] - [Tl - S,K][Tl,s - 1JK]

4. Verify (1.11) by induction on m. Use the Pascal formula of the preceding
exercise. For U(t;v), one has to replace v, K again by o', K'.

5. The algebra U carries a Z-grading: Assign the degree 1,—1,0 to F, F, K,
respectively.

2. Integrable U-modules

We consider the algebra U = U(t;v) over a field R and assume that v is not
a root of unity (this is called the generic case). A U-module M is called split
if the KR-vector space M is a direct sum M = @,z M™ and K acts on M"
as multiplication by v™ (eigenspace). Since v is not a root of unity, the powers
v™, n € Z, are pairwise different; therefore the definition of split is meaningful.
(Later we shall allow more general eigenvalues.) The relations (1.1) imply for a
split module:

(2.1) Note. E(M™) ¢ M"™?, F(M") C M"? and EF — FE: M™ — M"
is multiplication by [n;v']. Conversely, operators E and F on a Z-graded vector
space @ M™ = M define on M the structure of a split U-module if the statements
of the first sentence hold. a

A split module M is called integrable, if the operators E and F' are locally
nilpotent, i. e. for each x € M there exists n € IN such that E"x = 0 = F"z.
The Casimir element C' from (1.12) acts on x € M™ as

C(r)=EF(z)+c¢,-x=FE(x)+d, -z
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with
Ut(n—l) + U—t(n—l)

(Ut _ U_t)2

Cp, = =d.,, neZ.

(2.2) Theorem. Letn € Z, m € IN. Let M be an integrable U-module.
(1) The subspace M™(m) = {x € M™ | E™z = 0} is C-stable, and C satisfies

(C - dn)(o - dn+2) T (C - dn+2m) =0

on this subspace.
(2) The subspace M"m] = {x € M™ | F™z = 0} is C-stable, and C satisfies

(C—c)(C—cpo)--(C—cpom)=0

on this subspace.
(3) M™ is the direct sum of C-eigenspaces. If n > 0, the eigenvalues are
contained in {d,,dn12,dn14,...}. If n <0, the eigenvalues are contained

m {d_n, d_n+2, d_n+4, .. }

PROOF. (1) Since C lies in the center of U, the subspaces M™(m) are C-stable.
The identity is proved by induction on m. For z € M™"(0) we have C(x) =
FE(z)+ d,x = d,z by definition of C, hence (C' —d,)x = 0. For x € M™(m) we
have Ex € M™"?(m — 1). By induction,

(C = dpys) -+ (C — dyyom) Bz = 0.

We apply F' to this element, use FE = C' — d, on M"™ and the fact that C is
central.

(2) is proved similarly.

(3) Let n > 0. The elements d,,, n € INy are pairwise different. Hence the product
(C—d,) - (C—dpiom) is the minimal polynomial of the operator C' on M™(m),
and it consists of different linear factors. By linear algebra, M"(m) is the direct
sum of the C-eigenspaces. Since M"™ = |J,,,~q M™(m), also M™ is the direct sum
of C-eigenspaces. Similarly for n < 0. - O

(2.3) Corollary. An integrable U-module M is the direct sum of subspaces
M (m) such that C acts on M(m) as multiplication by d,,,, m € INy. O

(2.4) Theorem. Let M be an integrable U-module such that C acts as dp,
m € INj.
(1) If M™ #0, thenn € {—m,—m +2,...,m — 2, m}.
(2) Let n,n+2 € {—m,...,m}. Then FE: M" — M" and EF: M"** —
M™2 are multiplication by d,, — d,. In particular, E: M™ — M™%, and
F: M™2% — M"™ are isomorphisms.
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PROOF. (1) By (2.2), the eigenvalue d,,, of C is contained in {d, or | k¥ € INo}
or in {d .2k | & € INg}. Hence either 0 < m =2k +n, n =m — 2k, n > 0 or
0<m=-n+2k,n=—-m+2k n<O0.

(2) Let € M™. Then FEx = (C — dy)x = (dy, — dy)z. Let y € M™ 2. Then
EFy = (C = ¢pi2)y = (dm — Cnr2)y = (dy, — dy)y. Since m > n + 2, we have
dp — d,, # 0. O

We now consider also more general modules M. If 0 # x € M and Kz = Az,
then z is called a weight vector of weight X\. A weight vector x is called primitive
(or a heighest weight vector), if Fx = 0. The subspace M (A) spanned by the
weight vectors of weight )\ is called the weight space of weight A. A module is
called split if it is the direct sum of its weight spaces.

We construct a universal module which is generated by a primitive vector of
weight 0 # A € K. It is called the Verma module V/(\). We start with the free
R-module with basis y;, 7 € INg (y_; = 0) and action

Kilyn — )\ivqﬂnyn
(2.5) Fyn = Yns1
Ey, = [n;v'][=n+ 1, 50"y, 1.

We recall the notation

,Unt _ U—nt P Utm)\t _ ,U—tm)\—t
—, [m, A0 =

ol —
[n7v]_ ’Ut—'Uit 9 'Ut—'Uit
For the proof, we try to define a module structure with Fy, = a,y, 1 in (2.5)
and show that a necessary and sufficient condition for a,, is the given value. The
relations KE = v?EK and KF = v 2FK are satisfied by construction. The

relation EF — FK = (K" — K %) (v! — v™") 7! is satisfied if and only if

)\tvf2nt _ Aftv2n

pt —p—t

Upy1 — Op =

If this holds, then a,y1 = }_o(aj41 — a;) is seen to have the stated value (and
conversely).

(2.6) Proposition. Let M be a U-module which contains a primitive vector x
of weight X. Then there exists a unique U-linear f: V(X)) — M with f(yo) = x.

PROOF. Define a &-linear map f: V(\) — M by f(y,) = F"z. Then f(Fy,) =
F f(y,) by construction. Also f(Ky,) = K f(y,), since F"z has weight \v=2".
Finally, Ef(y,) = EF"z = [E, F"]x = [n;v'|F" Y{—n+1, K vl]e = a, F" o =
anf(Yn—1 = f(Ey,). (We have used (1.7) and the fact that x is primitive.) Hence
f is also compatible with F. O

The Verma module V() can have proper submodules. If Ey, ., = 0, then the
span of {y,, | m > n} is a submodule. The relation Ey,.1 = 0 is equivalent to
an+1 = 0, 1. e. equivalent to
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(2.7) (p+DE =ty (=t pt =ty —

since v* — v~! is assumed to be invertible. In the generic case we thus have:
(2.8) 1 =0 < A=n" n =1

In this case, we have the factor module V,,,, of dimension n + 1 of V(\) with
basis 1, - - ., ¥y, and operators

Ky; = nu" %y,
(2.9) Fy; = yjn, Fy,=0
Ey; = n'lj;v1]n—j+ 10y, Eyo=0.

(2.10) Lemma. Let M be an integrable module and 0 # y € M(X). Then
A =nu" for somen € Z and n** = 1. If y is primitive, then n € IN;.

PROOF. Choose k € INg such that + = E¥y # 0 and Ex = 0. Then x € M (\v?).
There exists n € INy such that F"*'z = 0 but F"z # 0. Let j: V(\*) — M
be the morphism with f(yo) = x. Then a1 F"x = any1f(yn) = [(Eyni1) =
f(EF™Yy,) = EF" 'y = 0. Hence a,,; = 0, and we can apply (2.8): A\v?¥ = npo"
for some n € INy and % = 1. O

(2.11) Theorem. A split, finite dimensional, simple U-module is isomorphic
to a module V, ,. The modules V, , are simple. An isomorphism V,, = V,
implies n =m and n = .

PROOF. Let M be split and finite dimensional. If 0 # z € M()\), then E"x €
M (A\v?) if E™x # 0. Since v is not a root of unity, the Av®" are pairwise different.
Since M has finite dimension, there exists n € INy such that E"z # 0 but
E"tly =0, i. e. M contains primitive vectors.

Let x € M be primitive. Suppose F"*lz = 0 and F"x # 0. The vectors Fz,
0 < j < n, have eigenvalues nv"~% (by the proof of (2.10)) and are therefore
linearly independent. The universal map f: V(nv™) — M with f(yy) = x factors
over the quotient V,,, and induces f: Vo — M. Since M is simple, the map
f is surjective. The image contains the elements F7z and has therefore at least
dimension n + 1. Hence f is an isomorphism.

Let U # 0 be a submodule of V,, ,,. We write 0 # y € U as a linear combination
of the weight vectors y;. From the structure of V;, , we see that for some k € IN;
the vector E*y is primitive. A primitive vector of V,,, is a scalar multiple of yq.
Hence yo € U, and U = V,,,, since y, generates V,, ,. From the uniqueness of
primitive vectors we see that the isomorphism type of V,,,, determines (n,n). O

(2.12) Corollary. The modules Vy,, are the one-dimensional U-modules. O

(2.13) Theorem. Let M be a U-module. The following are equivalent:
(1) M is integrable and split.
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(2) M is a direct sum of split, finite dimensional, simple modules.

PROOF. (2) = (1). A direct sum of split modules is split. A direct sum of mod-
ules with locally nilpotent action of E and F' has again this property.

(1) = (2). From (2.10) we know that weights have the form nv", n € Z,
n*" = 1. The group of weights is therefore I' = {nv" | n** = 1, n € Z}. Since
EM()\) € M(M\?), FM(\) C M(Mv™?), we can decompose M into the direct
sum of modules A/}, where M; contains only weights from a single coset j € I'/T,
[y = {v*" | n € Z}. Hence it suffices to decompose a module M;. Each coset
['/T has associated to it a unique 2¢-th root of unity n. We call it the type of the
coset and of the associated module M;. We leave it as an exercise to verify that
M ®Vj,, has type ny if M has type n. Thus it suffices to study modules of type 1.
Then we are in the situation which we investigated in (2.2) — (2.4). A module M
of type 1 is the direct sum of submodules M (m) such that the Casimir operator
C acts on M (m) as multiplication by d,,,. From (2.4) we see that M (m) is gen-
erated by primitive vectors of weight v™. The submodule generated by a single
primitive vector of weight v™ is isomorphic to V,,, ;. Thus M(m) is the sum of
simple modules isomorphic to V;, 1, and hence, by general theory of semi-simple
modules, the direct sum of such modules. O

The quantum plane P is the K-algebra generated by z,y with relation yzr =
vry. In the next theorem we deal with U = U(1;v).

(2.14) Theorem. There exists a unique structure of a (U-module)-algebra on
P with the following properties:

FEr=vy Ey=0,Fr=0, Fy=x, Ke =v"'z, Ky = vy.

PROOF. The algebra P is the free R-module with basis (z"y* | r,s € INy). We
define linear maps E, F, K: P — P by

E(ary) = [rfaly
(2.15) Flamy) = [slertiy!
K(l.rys) — ,US—T‘:L.T‘yS.

We set 7! = 0 and y~! = 0. One verifies that these maps satisfy the relations
(1.1); they define therefore the structure of a U-module on P. The operators
E| F| K yield the structure of a U-algebra if and only if the following relations
hold:

E(u-v) = FEu-v+ Ku-FEv
(2.16) Flu-v) = Fu-K 'v+u-Fu
K(u-v) = Ku-Kv.

They are verified from (2.15).
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The rules (2.16) and the initial conditions of the theorem yield inductively
(2.15), whence the uniqueness. O

Let P, C P denote the R-submodule with basis {r"y* | r + s = n}. Then P,
is U-stable; the resulting module is isomorphic to the simple module V}, ;.
The Clebsch-Gordan decomposition is the isomorphism of U = U(1;v)-
modules
Va@ Vo EViim ® Vigmn—2 @ -+ @ Vi

In order to verify it, observe that the V, are determined by the weights of their
primitive vectors. Therefore one has to find in V,, ® V,, a primitive vector of
weight v"*™~ 2% For dimensional reasons we must then have an isomorphism as
claimed.

With basis vectors x; = 2"

j)EVnweset

(Tf_t).

P
Xrtmee = ) ajxg-n) ® T, .

=0
We apply u(E) = E® 1+ K ® E and obtain
u ] n m
>0y ([ =g+ 1af™ @ 57+ v Hm = p o+ + 10 @ 437)4).
=0
This is zero if and only if
ajn —j+2l+ap” Fm+p+j+1]=0.

We set oy = 1 and determine recursively

nm-2p _ i(_l)jvjnfj(jfl) m —p+jltn— 4" w 2 2™

j=0 [m — p![n]! !

as a weight vector of the required type.

(2.17) Exercises and supplements.

1. The tensor product of split modules is split. More precisely: M (\) ® N(v) C
(M ® N)(Ay).

2. The tensor product of integrable modules is integrable.

3. If M has type n, then M ® V;, has type n7y.

4. Suppose R is algebraically closed. Then a finite dimensional U-module is split
and integrable.

5. The elements K°FYE°, a € Z, b,c € IN, form a &-basis of U(t;v). (Similarly,
E’KeF¢ or FCK®E®.) From the relations (1.1) it is easily verified that these ele-
ments generate the algebra. To show linear independence, apply a linear relation
to suitable modules V;, ;. Deduce the general case from the generic one by spe-
cialization. A basis of this type is called a Poincaré-Birkhoff- Witt basis for U.
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6. The center of the algebra U is, in the generic case, the polynomial alge-
bra over £ in the Casimir element C. Use the basis F°K®E® and determine
first the elements which commute with K. Show by induction that C"™ =
FrE" + 0~ FIQ,E7 with Q; € R[K, K~1].

7. The quantum plane is a faithful U-module. In order to deal with the algebras
U(t;v) one has to use the quantum plane P(t) = &{z,y}/(yz — v'zy) and [r;v!]
etc. in (2.15).

8. A primitive vector in an integrable module generates an irreducible summand.

9. Suppose \ does not have the form nv", n € Ny, n** = 1. Then the Verma
module V() is simple. 10. It is sometimes useful to use a different normalisation
of the basis vectors in the module V;, =V}, 1, namely as follows

Kz, = n" ¥z
Fx; = [j+ 10251, Fz, = 0
Ez; = n'ln—j+ L0z, Exg = 0.

An isomorphism to the previously considered presentation is obtained by setting
1

Y G

3. The algebra B and its pairing

We use the Hopf algebra B(s,c!). As an algebra over K it is generated by
K,K~!,E with relations KK~! = K~'K = 1 and KE = ¢!EK. We use the
elementary fact that (E°K® | a € INp,« € Z) is a R-basis of this algebra. The
other data of this Hopf algebra are

w(K)=K®K, pwE)=E®1+K°'QF
e(K)=1, ¢(E)=0
s(K)=K™"', s(E)=-K°E.

Here s,t € IN, and ¢ € K is an invertible parameter.

(3.1) Theorem. There exists a unique pairing ( —, —): B(s,c') x B(t,¢®) — &
with the following properties:

(1) (E,E)=m
(2) (E,K)=(K,E)=0
(3) (K,K)=-c.

Here 0 # b € R is an arbitrary parameter. The pairing assumes the values

(E°K*, EbK6> = 5a,b7rac°‘ﬁ(a; 1.
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PRrROOF. We define linear forms ®(E) and ®(K*!) in the dual B(t,c*)* by
O(E)(E“K®) =647, ®(K*)(E°K®) = bpac™
We verify that the assignment E — ®(E), K*' — ®(K*!) defines a homomor-

phism of algebras B(s, ") — B(t, ¢®)*.
We check the compatibility with the relation KE = ¢! EK. We compute

(E)*u(K)")
(a, 7 Cst)EjKt(a—j)-i-a Q Ea_jKa).

=

P(K)D(E)(E*K®) = (P(K)® ®(E))(

&-

Z(@M3®NEXO

J

The first equality is the definition of the product in B* as the dual of p. The
second equality uses the binomial formula (A.1). By the definition of ®(K) and
®(F), a summand can contribute to the result only if j =0 and a — j = 1. The
result is the value ¢"*®m. A similar computation for ®(E)®(K) leads to j = 1,
a —j = 0, and the value c*.

The compatibility with KK~' = K~'K = 1 is simpler and left to the reader.

We now define a bilinear form by (z,y) = ®(z)(y). Then the axioms (1) and
(3) of a pairing hold, see 1.3.

Next we determine the values of the pairing. For this purpose we compute the
product in the dual algebra B* = B(t,c¢*)*. Let (2,4 | @ € INg, a0 € Z) be the
algebraic dual basis to (E*K® | a € Ny, € Z). Elements in B* can be written
as formal linear combinations > A\, 4Tq,q- We set Ty - 2pg = 3 QmpTmpn. The
coefficient a,, is the coefficient of E¥K' ® FPK? in u(E™K™). We have

p(E™K™) = 3" (m, j; ) BT @ pri K
7=0

and therefore
k=j, l=tim—j)+n, p=m—j, q=n

m=p+k, n=gq, [=tp+gq.

We thus obtain
ThiTpq = Otiprq(D + K, K CSk)prrk,q-

This simplifies for the elements yi; = (k; ¢*)lzg, to

(3'2) Yk,iYp,g = 5l,tp+qyp+k,q-
We have ®(E) =b03,, Y1.m and ®(K) =3, ™Yo . Hence we consider in general

the elements
= Z Camyk,m-
m

From (3.2) we obtain
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(3.3) Y (k, @)Y (1, 8) = Y (k + 1,0+ B),

and in particular Y (k, o) = Y(1,0)*Y(0,1)®. The unit element of B* is Y(0,0).
We see that
O(E)P(K)* =7"Y(r,a).

This equality is equivalent to the statement about the values of the pairing (3.1).
We see that the pairing is formally symmetric, and therefore also the axioms (2)
and (4) of a pairing hold. O

We determine formally the comultiplication v in B* = B(s,c')*. This is
thought of as a map into a suitable completed tensor product B*®B*. Additively,
the latter consists of all formal linear combinations of the elements z,;, ® x. 4.
We set

V(xm,n) - Z Qap,cdTa,b & Led-

The coefficient g cq is the coefficient of E™K™ in the product FCK*E¢K¢ =
CbctEa-l-ch-i-d. Hence

V(mm,n) = Z Cth-'L.a,b X Ted,
a+c=m,b+d=n

and, in general, v is extended linearly. Observe that a and ¢ can only assume
non-negative values.

(3.4) Theorem. Let R be a field. The pairing (3.1) induces an isomorphism of
B(s, c) with the finite dual of B(t,c®).

PROOF. As always for a pairing, the map ®: z — (x,—) is a homomorphism
from B(s,c") into the finite dual of B(t,¢®). Suppose y = 3 A\ o F*K* is con-
tained in the kernel of ®. Then

(y, EbK6> = Z )\b,aﬂbco‘ﬁ(b el =0,

and therefore )", Ab7a0a5 = 0. If this holds for arbitrary J, then A\, = 0 (deter-
minant of Vandermonde). Hence ® is injective.

Let V' C B(t,c®) be a subspace generated by a finite number of elements
E°K®. Again an argument with the determinant of Vandermonde shows that
any linear form on V' can be realized by an element in the image of ®.

Suppose W is a finite dimensional B(t¢,c®)-module. Then F and K satisfy
a polynomial equation on W. Therefore B(t,c®), modulo the kernel of W, is
generated by a finite number of elements F*K®. Hence we can realize the repre-
sentative functions of W by the image of ®. O

(3.5) Exercises and supplements.

1. Show that B(s,c) has the &basis (E*K® | a € Ny, € Z).
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2. Show the uniqueness of the pairing (3.1). For this purpose, derive from (3.1.1)
— (3.1.3) the values of ( E, E*K*) and ( K, E*K®) which were used in the defi-
nition of ®(E) and ®(K).

4. The algebra U as a quantum double

The pairing of the previous section yields a quantum double. We show that this
quantum double is almost the algebra U. We start with the pairing B(s, ct) x
B(t,c¢®) — R and use the following elements in the quantum double U(s, t;¢) =

U = B(s,c") ® B(t, ¢*)
F=F®l, K=K®l, F=1®FE, L=1®K.
(4.1) Lemma. The following relations hold in U :
KE=cFK,KF =¢'FK,LE =c¢ *EL, LF = FL, EF-FE = n(L'-K*).
Moreover, K and L commute.

PrROOF. We use the letter T for the inverse of the antipode. The first and the
fourth relation are clear from the definition of the B-algebra. The other relations
require a computation with the o-product.

10K)o(E®1l) = (1,KWETE))®K
H1L,ENK, T(K))E® K
HE, KYK*T(K))K*® K.

Only the second summand yields a contribution; the definition of the pairing and
E®K = (E®1)¢(1® K) give the third relation. The second is proved similarly.

In order to compute FE = (1QFE)o(E®1) via Y. ( E3, By )( B\, T(E3) )E;® Ey
one has to consider nine summands. We display only those which are non-zero
by the general properties of the pairing:

1®E)o(E®1) = (1,K'YE,T(E))1® K"
+H1, K'Y K\ T1))EQE
+(E,E)(K*°,T(1))K°® 1.

The result is the last relation of the lemma. O

From the construction we see that U has the &-basis (E°K™L"F" | a,b €
Ny, m,n € Z). The algebra U with generators F, F, K, K~', L, L' and rela-
tions (4.1) together with the obvious ones is generated by the same set. The
canonical map U — U is therefore an isomorphism. We thus have a description
of U by generators and relations.

The quantum double is related in the following manner to an algebra U.
Let h = (s,t) denote the greatest common divisor of s and ¢. Write rh = st,
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t = ht(1), s = hs(1). Set ¢" = v? and 7 = (v " — v") L. Define U(r;v) with
generators F, F, M, M. We obtain a homomorphism p: U(s,t; c) = U(r;v) by
the assignment £ +— E, F — F, K — M L — M—0_ This is a surjective
homomorphism of Hopf algebras and the kernel is the ideal generated by K1) —
L,

We discuss Yetter-Drinfeld modules for B = B(s,c"). We begin with a de-
scription of right B-comodules. Let pp;: M — M ® B be a comodule structure.
We define linear operators p, o: M — M by

() = poalr) @ BK.
The axioms of a comodule are satisfied if and only if
(4.2) pb,ﬁpa,a —= 6sa+a’ﬁ (a, + b, b, CSt)pa+b’a

(4.3) > Po = id(M).

Since Py gPo.a = 0a,8P0,a, the po o are orthogonal idempotens with sum 1. If M,
denotes the image of pg,, then M is the direct sum of the M,. From (4.2) we
obtain

Po,sa+aPa,a = Pa,as  Pa,aP0,8 = 6a,ﬁpa,a-

Hence p,o can be viewed as an operator M, — M1, Which is zero on Mg
for B # a. Since pf, = (a)!Pa,a, everything is determined by the p;, in the
generic case. Therefore the comodule structures on M correspond to direct sum
decompositions M = @, M, together with linear maps p; o: M, — M, (in the
generic case).

We now turn our attention to structures of Yetter-Drinfeld modules on M.
We use the description of the comodule structure as above. The condition I(4.4)
for b = FE is satisfied if and only if

(4'4) Epa,a + Kspafl,a - Catpafl,a + pa,afsE-

We call the Yetter-Drinfeld module split if K acts on M, as multiplication by
¢ ® and E(M,) C M, 5. For a split module, (4.4) is satisfied for a = 1, if we
require the commutator relation on M,

—Qas

Epl,a - pl,a—sE = Cat —C

In the standard case s = t, ¢! = v?, which is related to U, this is in accordance
with F = (v' — v~ ") "' 3, p1.a, and this single relation implies the other relations
(4.4) for a > 1.

5. The R-matrix for U

In this section we make the category of integrable U-modules into a braided
tensor category. Since U is infinite dimensional, a universal R-matrix is only
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obtainable in a suitably completed tensor product of U with itself. It is easier
to define the R-matrix as an operator on integrable modules. For such operators
we use the following conventions: If £ is an operator, then u(k) is the operator
on tensor products defined by p(k)y Ny = Kymen. Similarly, if © is an operator
on tensor products, then (¢ ® 1)© is the operator which acts on M ® N ® P
as Oygn,p. If # € U, and [, is left translation by z, then u(ly) = lu4) so
that this terminology is compatible with ordinary comultiplication. Recall that
integrable U-modules are direct sums M = @ M™ such that K acts on M™ as
multiplication by v™; and the operators E and F' are locally nilpotent.

We start with the construction of a modified R-matrix. We have the Hopf al-
gebra U = U(t,v) and the Hopf algebra U = U (t, v) which have the same algebra
structure but different comultiplications yx and fi, see I1.1. The comultiplication
i leads to a different tensor product M®@N of U-modules M and N. Is there a
natural isomorphism Oy, y: MQN — M ® N7 In the universal case M = N = U
we are then looking for an element © such that

(5.1) pu(x)® = Ofi(z)

holds for all z € U. We set w = v'.

(5.2) Proposition. The following series formally satisfies (5.1)

—1\n
_ _1\n,,,—n(n—1)/2 (’U) —w ) n n
0= (1) e B

1

The inverse © of © is obtained by replacing w by w™"' in the series.

Proor. If (5.1) is satisfied for x and y, then also for xy. It therefore suffices to
consider z = E, F, K. We set © =3, a,F" ® E". Then (5.1) yields for x = F

S 0 EFQE"+Y a,K'F"@ B =S a, F"E@ E" + Y a, F"K ' @ E"*.
Since [E, F"] = [n;w][n — 1, K% w]F™!, by (1.7), this leads to

S apn;wln — L, K5 wlF" @ B =Y ap(w™ K™ — K)F" @ E™.
We compare coefficients and obtain

w—w!
a, = —————w
" [1; w]

_(n_l)anfl .

A similar computation can be carried through for x = F. The element u(K) =
K ® K commutes with F" @ E™.

If © is obtained from © by replacing w by w', then ©© = 1 amounts to the
identity (9.13) between binomial coefficients. O
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We can view the formal series © as an operator on tensor products MQN
of integrable modules, since only finitely many summands act non-trivially on a
given element. The formal computations in the proof of (5.2) are therefore valid
when viewed as operator identities on integrable modules. The operator O yields
an isomorphism

Oun: MON - M @ N

for integrable modules M and N; it is U-linear by (5.1) and natural in M and
N by construction.

Let a: Z x Z — Z be a function. We define a homogeneous operator k = k,
on integrable modules. It acts on M™ ® N™ as multiplication by v*™™) . The
operator x is in general not U-linear. Suppose that for x € U

(5.3) K- fi(e) = Ti(x) - K

holds as an operator identity. Then R = kO satisfies the basic identity R-u(z) =
Ti(z) - R of a universal R-matrix.

(5.4) Proposition. The homogeneous operator k which acts on M™ @ N™ as
multiplication with v®™™ satisfies (5.3) for all x € U (viewed as operator on
integrable modules) if

a(m+2,n) =a(m,n) +tn, a(m,n+2)=a(m,n)+tm.
PRroOF. It suffices to consider v = E, F. For F and x®y € M™ ® N™ we obtain

ki(E)Yz®y) = (E®1+K '® E)(z®y)
= k(Exz®y+v ™z ® Ey)
Ua(m+n)E:C QY+ Ufmt,Ua(m,nJrZ)x ® Ey

and

T(E)s(z@y) = ™M1 E+E® K (zQy) = v (z@ Ey+v"Ex ®vy).

We compare coefficients and see the claim. O
We use the choice a(m,n) = mnt/2. This requires to have v'/2 € K. So let us

assume this. The recursion formula (5.4) determines @ up to the initial conditions

a(e1,29), €5 € {0,1}; hence a choice of a is possible which does not use v'/2.

(5.5) Proposition. The operator k satisfies the following relations on the ten-
sor products of integrable modules

K(E®1)=(E® K"k, k(1® E) = (K'® F)x,

K(F®1)=(F® K Y, K(1®F)=(K'® F)x.
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It commutes with the K-elements. O

This proposition can also be used to show R-p=7pu- R for R = KO.
The operator R = kO yields a screw on the category of integrable U-modules,
i. e. a natural isomorphism

(5.6) ToR:=cyn: MQN - NQM

for integrable U-modules M and N. We show that this is a braiding. In order
to prove this, we verify some identities for the operator ©. Let O3, O3 denote
the series which are obtained from © by replacing F" ® E™ with F" @ E" ® 1,
1® F™ ® E™, respectively. We use the abbreviation

(5.7) By = (=1)"w "2 (w[;-zuu]_vl)nF”.

Then © =Y FE, ® E".

(5.8) Proposition. The following identities hold for all n € N

o) (E,E") =Y (19E®E)1®K"®1)(E;®1Q E)
i+j=n

louw(E,E") =Y (EE®E'®1)(1®K"®1)(E;®1® E).
i+j=n
PRrROOF. Use the binomial formula for p(E)" and verify E;E; = (n,z’;wQ)EHj.
O

We use notations like Oy ¢ 3 = 3 E, ® K" ® E™. Then we can condense (5.6)
into the following identities

(M &® 1)@ = @23@1’K—t’3

(L®1)O = O30 ki3

5.9 - - 2
(5-9) (1®@uO = O k-+30s3
(1®wo = Ok 30.

We write k13 for the operator which acts on M ® N" ® PP as multiplication by
w™/2 and similarly for k15 and ks3. Then the following relations hold between
operators on integrable modules:

(5-10) H23®1,K—t,3 = C:)131“623
(5-11) H12®1,Kt,3 = C:)13%12
(5.12) (/,L X ].)KJ = K13K23, (]_ X /,L)HL = K13K12.

(5.13) Theorem. The operators (5.6) cyn are a braiding on the category of
integrable U-modules.
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PROOF. We have to verify the operator identities I(5.4). We have (1 ® 1)R =
(,U, & 1)I€C:) = I{13/€23(:)17K7t73(:)23 and R13R23 = H13(':)13H23@23. The equality of
these terms boils down to k2301 -t 3 = Oi3ka3, and this is (5.8). Similarly for
the other operator identity in I(5.4). O

(5.14) Example. Let V' denote the irreducible U = U(1, v)-module with basis
Zo, r1 and action

Fxy=0, Exy =2y, Fro =21, Fr, =0, Kzg = vy, Koy = v 1ay.

Use the basis 79 ® g, 7o ® 21,71 @ 2o, 21 ® 21 in V ® V. Then O is the operator
1+ (v—v " )YF®E, since F? = E?> = 0. The operator « is the diagonal operator
Dia(p,p~',p~',p), p = v*/2. Therefore R has the matrix

P 0 0 O

0 p! 0 O

0 p—p?® p*t 0

0 0 0 »p

and cyy has the matrix
v
-1

v o —1 v— v 1
poX=Dp 10

The matrix X is the simplest non-trivial matrix which satisfies the Yang-Baxter
equation I(5.10). It has the eigenvalues v, of multiplicity 3, and —v~!, and the
minimal polynomial (X — v)(X +v1). Vi

Consider the irreducible U(1,v) = U-module V,, with basis xg-"), 0<j<n,
such that Fxg-n) =[j+ l]xﬁ)l. We have the primitive vector in V,, ® V,,
P

Xmp — P — Z(_l)jv]'(n—j+1)[n _ ]]![m —p —|—j]!SL‘j Q Tp_j
=0

for 0 < p < min(m, n). These vectors determine the Clebsch-Gordan decomposi-
tion V, ®V,,, = @, Viiym—2p- Let XP denote the vector which is obtained from X7
by the substitution v — v~!. (Note that [k]! is invariant under this substitution.)

(5.15) Proposition. OX? = X7,

PRrROOF. From the definition of X? and © we obtain

OX? = i(—l)t[n —t!lm —p+t]!\Bixs @ x4
=0
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with

E—t|[t
_ o t(n—t+1) Z k —k(k+1)/24k2t—n+1) () LVETLY n+ { }
/Bt 'U - (U v ) [ ] [ k ] :

k k
p-tn—t+1) O

We insert (A.17) [”Jrk_t] = (=1)k [t_"_l], apply (A.20), and obtain 3, =

We apply the preceding proposition to compute the action of the braiding
on the tensor product V,, ® V,,. We denote by R the braiding map which is
multiplication by R followed by the standard twist map 7. The basic information
is the next result.

(5.16) Proposition. RX™m? = (—1)Pynm/2=p(ntm—pt1) xmmnp,

PROOF. We apply x to ©X? = XP, interchange the factors, and replace the
summation index 7 by p — j. Then the result drops out. O

(5.17) Corollary. The vectors X? € V,,®V,, are eigenvectors of R with eigen-
value App = (—1)pvm2/2—2pm+p(p—1). -

The operator R: Vin @ Vip — Vi, ® V,,, is U-linear. It is multiplication by the
scalar A, , on the irreducible summand V},,,—2,. Hence the Clebsch-Gordan de-
composition is the eigenspace decomposition of the quantized interchange map
(the braiding) R. This is a remarkable difference to the classical case. The ordi-
nary interchange operator has eigenvalues +1 and cannot see the Clebsch-Gordan
decomposition.

We compute the R-matrices in V,, ®V,,. We write R(mi@)xj) =2 O Ty @,
Then
1k
o = vk(k—l)/2+(n—2u)(n—2v)/2%[i 1]l — 1] — g

with k = v —1 =75 — p > 0, and zero otherwise. It turns out that this matrix
is in general not symmetric. Therefore we choose another basis z; of V;,, defined

by @; = v in=i=1)/2 /[ﬂzz We set R(zZ ® zj) = X U2, ® 2, and compute

Al

v n? i) (v+i)/2—n v — 14
Y — IO 2 ) (12 3/2)k\/[k]
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As an example, we obtain for n = 2 the following matrix R.

It uses

¢g=v% §=q-q ' p=61-¢"), A=v4

(5.18) Exercises and supplements.

1. Show (p®1)0 - O3 = (1 @ p)O - Oy;.

2. Verify (5.8), (5.9), (5.10), (5.11), (5.12).

3. Verify E,E; = (n,i;w?)E; ;.

4. The vector >-7_, v I MPHi)y. @ 2, ; is an eigenvector of R on V,, @ V,, with
eigenvalue v™ /2. Show first that this vector equals F®)(zq ® zo).

5. The p-block B, is the subspace of V;,,®V/,, spanned by the z;®x; with i4+j = p.

The p-block is R-stable and decomposes into one-dimensional eigenspaces. The
eigenvalue v’ /2 7@m+1-1) aphears in the p-block for r < p < 2m — r.

6. The quantum Weyl group
Let e = +1. We consider the automorphisms T, of U = U(t,v) defined by

T.E =—-K%F, T,F=-FEK™® T.K=K"'
The inverse of T, is the homomorphism Ti given by
T*(E)=-FK~, T*(F)=-K“E, T'(K)=K"
These automorphisms are related to the comultiplications p and .
(6.1) Proposition. The homomorphisms
T.,.TF U U T.,,T%,:U—U
are isomorphisms of Hopf algebras.

PROOF. One verifies easily relations like u71(F) = (Th @ T1)u(E). O
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Recall that we have the operator © which satisfies p(x)-© = ©-f(z). Together
with (6.1) this implies

(6.2) O i1y (x) = pT1(z) - ©.

A similar relation holds for Tf&l. We now construct related automorphisms
T,, T#: M — M for integrable U-modules M. Recall that such a module is
the direct sum M = @,,~o M (m), where the Casimir operator C' acts on M (m)
as multiplication by s,,. The operator T,: M — M is the sum of operators

Te: M(m) — M(m). We set, with w = v,

(6.3) Ti(a) = (1w (o)
(6.4) THa) = (<1 ()

for x € M(r +s)*". Then T,: M(m)¥ — M(m) *. This defines the operators T,
and T/ uniquely on integrable modules.

(6.5) Proposition. Foru € U and x € M we have T,(uzx) = Te(u)Te(x) and
similarly for T#.

PROOF. For the proof of (6.5) we interprete the claim in a different manner.
It suffices to consider the case t = 1. Let P = R{z,y}/(yx — vzry) denote the
quantum plane. Then T, and T# are the &-linear isomorphisms on P given by

(6.6) Te(l,rys) — (_l)rver(s—l—l)l_syr, Te#(l,rys) — (_l)sv—es(r—l—l)l_syr‘

The assertion of (6.5), for Ty, is equivalent to the commutativity of the diagramm

b

P P

(6.7) Te Te

P AN P

Y

where [, denotes the left translation by u € U. It suffices to verify (6.7) for
algebra generators of U, and this is straightforward. O

We now compare the operators 7' and T'® T' on tensor products.
(6.8) Proposition. (T, ® T1)© = Tj.

ProOOF. It suffices to verify the identity on tensor products V,, ® V;, of the
irreducible modules V,,, since T} is compatible with direct sums of U-modules.
We first check that the primitive vectors X? = X™™P have the same image under
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(n)

both maps. We use the basis z; (n)

= z; of V,, as before. The basis element T;

corresponds to [?] 2/y"7 in the quantum plane. Therefore, by (6.6),

Tll‘gn) = (—l)jl)j(n_j+1)$(n i
We have already computed ©X? in (5.15). Altogether, we see that (T} @ T;)©XP
is the vector

m—p—j*

P
Z )P ] n— jl[m — p—i—j]’v(” (m=p+j+1),. ( ) ®x( m)

This is a vector of weight v?~"~™ and annihilated by F. These properties show
that (T3 ® T,)OXP is contained in V;, 1, 9, and determine it uniquely up to a
scalar multiple. Therefore, T} X? is a scalar multiple of (7} ® T;)©XP?. In order
to determine which multiple, we compute the coefficient A of z, ® 2, in T7 X?.
By the definition of X? and the binomial formula for u(F)"*™ 2" we see that
[n 4+ m — 2p|\ equals

> (~1wn — i)fm — p + ] ln o QP]

J=0

j+1] - [nllp —j+ 1] [m —pl.
Grouping the factors differently yields

A= [lfm — )t (1) lm_“‘j] [7;_?] .

j=0 J —J

We rewrite (—1) [m*]“j] = [”*’;‘*1] and

j=pm—-p+1)+(p-—m-1)(p—j)—jlm—p).

Then (A.19) shows that the sum equals v?(m~P+D [;1] = (—1)PwPm=P+1) This
proves our assertion about 77 X?.

We now verify: If (T} ® T1)O(z) = Ty (x) holds for z, then also for Fz. Since
vectors of the type F¥X for primitive X generate V,, ® V,,,, we conclude that the
identity (6.8) holds on all of V;, ® V;,. We use (6.1) and (6 5) in the following
verification. Let x € M ® N and suppose (T} ® T1)O(x) = T;(x). Then

T(F-z) = T(F)-Ti(z) = pTi(F) x Ty(x)
= (o T)p(F)* ( ® 11)0(z)
= (i@ T)(A(F) x O(x))
= (11 ® T)(Ou(F) x z)
= (®T)O(F - x).

(We have denoted the action of U @ U on M ® N by % and the action of U by a
dot.)
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We extend the algebra U by the operator T. The extended algebra U’ is
additively the tensor product U @ &[T, T~'|. The multiplication is defined by

(U1 X Tk) . (U2 X Tl) = UlTk(U,Q) X Tk+l,

where T is one of the operators T,, T#. Proposition (6.5) says that U’ acts on
integrable modules by
(u®T*)(x) = uT™(2),

We extend the Hopf algebra structure of U to U’ in the following manner. The
extension uses the operator © = > E, ® E". We set,

p(1eT)=> E,QTQE"QT.

We have to check that this is compatible with the relation (187)(u®1) = Tu®T.
We compute

p(1@T)uu®l) => E,T(u) T ® E"T(us) @ T

pTu@T)=> (Tu)1E, @T @ (Tu)2E" @ T.

Equality of these expressions amounts to p7'(u) - © = 0 - (T'® T)u(z), and this
holds, by (6.2), for T =T_, and T = T*,. For the following considerations we fix
T = Tﬁ. Then we view  as a homomorphism of algebras from U’ into a suitably
completed tensor product of U’ ® U”. The coassociativity (1 ® 1)pu(1 ® T) =
(1® p)u(1®T) is equivalent to the identity (4 ® 1)© -1 = (1 @ p)© - Oy; for
this, compare section 5.

We have two U’-module structures on the tensor product M ® N of integrable
modules: The U’-extension of the U-module structure, and the one coming from
the comultiplication in U’. These structures conincide, as the following compu-
tation shows.

(1®T)-(z@y) = Y (B, ®T)z2®(E"®T)y
= Y BT () ® E"T%(y)
= 0 (Tix ® Tﬁy)
= Tﬁ (z ®y).
For the last equality we have used (6.8).

The antipode axiom for the element 7' is more complicated. We need the
operator m(s ® 1)© = Q. This is the operator

_ —1\n
(6.9) Q= Z p—3n(n=1)/2 wF"K"E";

n>0 [n]!

it is well defined on integrable modules.
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(6.10) Proposition. The operator ) satisfies
K'EQ=KQE, QF =FKQK.
PROOF. We write © =3 a, ® b,. Then (5.1) gives
S Fa,®b+> Ka, ®Eb, = a,E®@b, + Y a,K ' ®b,E,
and application of m(s ® 1) yields
> s(ar)s(E)b, + Y s(a,)K 'Eb, = > s(E)s(ar)b, + > Ks(a,)bE.

Because of s(F) = —K~'FE, the first two summands cancel and the remaining
ones yield the desired equality. Similarly for F. Finally, 2 commutes with K. O

(6.11) Proposition. The operator S is invertible. Its inverse is given by
o1
0! = Z(_l)nv—n(n—l)ﬂ (U ) F"K—"E™.
n>0 [n]!
PROOF. We write © = Y F, ® E". We apply m(s ® 1) to ©0 = 1 and obtain
1=>"5(En)s(E,)E"E™ =Y s(Ey)QE™ =Y s(Ep)K*"E™Q.

We insert the value for s(F,,) and obtain the result. O

The antipode axiom for 1 ® T" assumes the following form
1@l=e(1®T)=m(s@)u(1@T) =m(>_s(E,@T)® (E"®T)).
Since s is an antihomomorphism, s(E, ® T) = s(1® T) - (s(E,) ® 1). Suppose
s(1®T) has the form a®T 1. Then (a@T ') (s(E,)®1) =aT 's(E,) QT 1,

and altogether,
m(s@Du(1eT) = > maT 's(E,)@T™") @ (E"eT))
= o~ 1(z:s( ) E") @1
= oT Q) ®
Therefore, the antipode axiom holds, if we set o = T1(Q1). We compute

= S T

(6.12) Proposition. There ezists a homogeneous operator &, which acts on
M™ as multiplication by v&(m), such that Qo & is U-linear.
PRrooOF. It suffices to verify compatibility with £ and F. We use proposition
(6.10). For x € M™ we have

Q¢Er = 0O Fr = oYOMDA2KOFy

EQ¢r = vV EQr = N2 EIEQ .

Equality holds, if
GA+2) =G\ +2(A+2).
A function with this property is G(m) = im(m + 2). O
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7. The example SL,(2)

We illustrate the theory with the quantum group associated to SLs. For simplic-
ity we work over the function field Q(¢'/?) = &.

Let V' be a two-dimensional R-module with basis v, v9. In terms of the basis
V1 @ U1, V1 & V2, U2 &® V1, V2 X Vo the matrix

(7.1) X=g'2| 177
q

defines a Yang-Baxter operator. The FRT-construction associates to X the alge-
bra A generated by a,b,c,d =T}, T2 Ty, T? with relations

ab = gba bd = qdb
ac = qca cd = qdc
bc = «cb
ad—da = (q—q ")be.

The matrix

(7.2) F:<2§>

yields a four braid pair (X, F) for arbitrary parameters with invertible a/f
(see [?7], also for an n-dimensional generalization). The quantum plane P =
K{z,y}/(zy — qyz) is a left A-comodule via the map up: P — A ® P given by

J
s

arbz—rcsdj—s ® mr—l—syz—l—]—r—s

. . Z j . . . )
rlat) = 33 rtesien [

r=0s5=0 r

where [;] is a g-binomial coefficient

=y W= =12

r

(compare [??7, IV], where different conventions are used).
The operator Tp = (F ® 1) X(F ® 1)X on V ® V has the matrix (with § =
-1
¢—q7)

0 0 0 32 Fii FlYy Fj! Fy
0 aBd aB  qBo | R} F§ F} F}
0 aB 0 36 | FY OFL OFyOFR

o’ qaf af afd + qh? FR FE F# FZ
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with respect to the basis v; ® vi, v1 ® Vo, vy ® vy, V9 ® v9. This is also the matrix
of values of the cylinder form f

aa ac ca cc

f ab ad cb cd
ba be da dc
bb bd db dd

Let det, = ad—qbc be the quantum determinant. It is a group-like central element
of A. The quotient of A by the ideal generated by det, is the Hopf algebra SL,(2).

(7.3) Proposition. The form f has the value —q a8 on det,. If —¢ *aff =1,
then f factors over SLy(2).

PROOF. The stated value of f(det,) is computed from the data above. We use
the fact

r(z ® dety) = r(det, ® x) = (x),
see [77, p. 195]. From (1.2) we obtain for a € A and b = det,

flab) = 3" fla)r(br ® as) f(by)r(as ® bs)

= Y flar)e(az) f(dety)e(as)
= f(a),

by the assumption f(det,) =1 and the counit axiom. O

We consider the subspace W = V5, of the quantum plane generated by
22, zy, y%. We have

pp(r?) = ey +(1+q¢ Hab®zy + a® @ 2?
pp(zy) = bd®y*+ (ad + ¢ 'be) @ 2y + ac ® 2°
pp(y?) = Py +(1+q¢ ?ed @ 2y + 2 @ 22

This yields the following matrix for #y in the basis 22, xy, 3

0 0 32

0 gaB (¢+q ')A
a? qaf)  aBd + qb?

In the Clebsch-Gordan decomposition V ® V' = V5 @ 1} the subspace V; (the
trivial irreducible module) is spanned by u = vo ® v1 — ¢ 'v; @ vy. This is the
eigenvector of X with eigenvalue —g=%/2. It is mapped by Tb to —¢~'aBu. If we
require this to be the identity we must have af = —q. We already obtained this
condition by considering the quantum determinant.

The matrix of ty in the basis w; = 22, wy = /1 + ¢ 22y, w3 = y? is
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0 0 32
(7.4) F,=1| 0 qaf V1+q%30

a? 1+ qal afBd+ gb?

In the case o = 3 it is symmetric.

The R-matrix X on W ® W in the lexicographic basis w; ® w; with w; =
2%, wy = /1 + ¢ 22y, ws = y? has the form

q2

0¥ 1

(7.5) XQ - )\ 1

It uses &* = ¢*> —q7%, pu=06(1—q?%), X=q'6* By construction, (Xs, )
is a four braid pair.
There arises the problem to compute ¢y on irreducible comodules W. We treat

instead the more familiar dual situation of modules over the quantized universal
enveloping algebra.

8. The cylinder braiding for U-modules

The construction of the cylinder form is the simplest method to produce a uni-
versal operator for the cylinder twist. In order to compute the cylinder twist
explicitly we pass to the dual situation of the quantized universal enveloping
algebra U. One can formally dualize comodules to modules and thus obtain a
cylinder braiding for suitable classes of U-modules from the results of the previ-
ous sections. But we start rather from scratch.

We work with the Hopf algebra U = U,(sly) as in [??]. It is the the associative
algebra over the function field @Q(¢'/?) = & generated® by K, K~', E, F with
relations KK~! = K'K = 1, KE = (°EK, KF = ¢"’FK, EF — FE =
(K —K™')/(q—q"), comultiplication y(K) = K K, W(E)=FE®1+ KQ E,
w(F)=F®K '+1®F, and counit £(K) = 1, e(F) = ¢(F) = 0. A left U-module
M is called integrable if the following holds:

(1) M = @ M™ is the direct sum of weight spaces M"™ on which K acts as
multiplication by ¢", n € Z.

(2) E and F are locally nilpotent on M.

3There is another use of the letter F'. It has nothing to do with the 2 x 2-matrix F in (5.2).
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Let U-Int denote the category of integrable U-modules and U-linear maps. (It
would be sufficient to consider only finite dimensional such modules.) An in-
tegrable U-module M is semi-simple: It has a unique isotypical decomposi-
tion M = @,~oM(n), and M(n) is isomorphic to a direct sum of copies of
the irreducible module V,,. The module V,, has a K-basis zg,x1,...,T, with
F(z;) = [i + lxip, E(x;) = [n — i+ 1z;-q, 21 = 0, x4 = 0; moreover,

€ V% The category of integrable U-modules is braided. The braiding is
induced by the universal R-matrix R = ko ¥ with

(8.1) U — Zq n—1) /2 ) " ® E™
n>0 [n]
and xk = ¢""®"/2 Note that U is a well-defined operator on integrable U-modules.

(This operator is called © in [?7, section 4.1] and L} in [??, p. 46].) The operator
k acts on M™ ® N™ as multiplication by ¢™"/2. If we view H as the operator
H: M™ — M™, z — mxz, then ¢#®H/2 is a suggestive notation for x. The
braiding zpyv: M @ N — N ® M is 7 o R, i. e. action of R followed by the
interchange operator T: z @ y — y ® .

A four braid pair (X, F') on the vector space V' yields a tensor representation
of ZB, on V®". We start with the standard four braid pair (5.1), (5.2) on the
two-dimensional U-module V' = V;. Let T,,: V®* — V®" bhe the associated
cylinder twist, as defined in section 2. By the Clebsch-Gordan decomposition,
V, is contained with multiplicity 1 in V®". Similarly, V,,1n, C V;, ® V,, with
multiplicity one [??, VILT7].

(8.2) Lemma. There exists a projection operator e,: VO™ — V™ with image
V,, which commutes with T,,.

Proor. Let H, be the Hecke algebra over K generated by xi,...,z, 1 with
braid relations x;z;x; = x;z,x; for |i — j| =1 and z;z; = x;x; for |i — j| > 1 and
quadratic relations (x;+1)(z; —¢?) = 0. Since X satisfies (X —¢'/2)(X +¢%/?) =
0, we obtain from the action of ZA,,_; C ZB,, on V®" an action of H,, if we let
T; act as q3/2gz-. Since T, comes from a central element of ZB,, see (2.4), the
H,-action commutes with 7,,. It is well known that there exists an idempotent
e, € H, such that e,V®" = V], (quantized Schur-Weyl duality). This fact implies
the assertion of the Lemma. O

8.3) Corollary. The subspace V,, C V&" is T, -stable. O
Yy

A similar proof shows that all summands in the isotypical decomposition of
V@ are T,-stable.

We denote by 7, the restriction of 7,, to V,,. We have the induced operator
Tom = Znm(Tn @ 1) Zmn (T ® 1) on Vi, ® V,,, where 2, ,, denotes the braiding on
Vin @ V.
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(8.4) Lemma. The subspace Viin C Vi @V, 08 Ty -stable. The induced mor-
phism equals Ty, iy .

ProoF. Consider V,,, ® V,, C V¥ @ V& = V®m+n) The projection operator
em ® e, is again obtained from the action of a certain element in the Hecke
algebra H,,,. Hence V,, ® V,, is T, ,-stable and the action on the subspace
Vinin 18 Tman. We now use the equality (2.3)

Tonin = Xpm (T @ 1) Xy (T, @ 1).

The essential fact is that X,,, is the braiding on V®™ ® V¥". It induces, by
naturality of the braiding, the braiding z,,, on V,, ® V. O
Let A(n) = (o (n)) be the matrix of 7, with respect to zo, ..., ,. In the next
theorem we derive a recursive description of A(n). We need more notation to
state it. Define inductively polynomials v, by v_1 =0, 79 = 1 and, for £ > 0,

(8.5) ahpr = ¢ 0 + Ba" O]k 1

Here v, = 1%(0, ¢, o, B) is a polynomial in § with coefficients in Z[q, ¢!, a™", 3]
and § = ¢ — ¢~'. Let D(n) denote the codiagonal matrix with o 3" *¢*(=k) in
the k-th row and (n — k)-th column and zeros otherwise. (We enumerate rows
and columns from 0 to n.) Let B(n) be the upper triangular matrix

7o [1]71 [2] Tn

Yo [”{]% S Yot

(8.6) B(n) =
Yo N

Yo

Thus the (n — k)-th row of B(n) is

0 0 k k k k k
) 0707 1 1, 2727"'7 E—1 Vk-1, k’Yk

(8.7) Theorem. The matriz A(n) is equal to the product D(n)B(n).

ProOF. The proof is by induction on n. We first compute the matrix of 7, ; on
Vo, ® Vi and then restrict to V,, 4. In order to display the matrix of 7,,; we use
the basis

To @ Loy .y Ty Xy, Top @ L1y...,Tyn & T7.

The matrix of 7,,; has the block form

(attn i) )
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The matrix A’(n) is obtained from A(n) in the following manner: Let «y,. .., oy,
denote the columns of A(n) and fy, ..., 3, the columns of A’'(n). We claim that

Bi = aq® "0y + B " on — i + 1oy, + adi + 1]y,

with a1 = 0py1 = 0.
Recall that 7,1 = (7, ® 1)21 (71 ® 1)2,,1. The universal R-matrix has in our
case the simple form

R=ro(l+(¢g—q¢ ")FQ®E).

For the convenience of the reader we display the four steps in the calculation of
Tn1, Separately for x; ® zo and x; ® ;.

T, Qry +— q(”*Qi)/ng X x;
= aq" P @ 1
= ar; QI

=Y aalr; @ .
J

ri@a " Pr @+ 6+ g Py @ i
=g "R (B + 03) ® a5 4+ adi + g2 2 @ w4
= B @ o+ BgT" T — i+ 1 © 1
+¢* "0z @ 11 + adli + 1z @ 13
= Y@+ Y, B o —i+ 1ol 7 @2
i j

4 Z q2i_"9aZIj ® T + Z a5[2 + 1]ag+1$j ® 1.
F J

This proves the claim about the matrix for 7,, ;.

We now use the following fact about the Clebsch-Gordan decomposition (it
is easily verified in our case, but see e. g. [??, VIL7] for more general results):
In the Clebsch-Gordan decomposition V,, @ Vi =V, .1 & V,,_1 a basis of V,,, is
given by

Fi ,
yj = W(xo Qxp) =q 'x; @ 2o+ Tj_1 ® 27.

We apply 7,1 to the y;. Since there are no overlaps between the coordinates of
the y;, we can directly write 7, 1(y;) as a linear combination of the yj.

We assume inductively that A(n) has bottom-right triangular form with co-
diagonal as specified by D(n). Then A’(n) has a nonzero line one step above
the codiagonal and is bottom-right triangular otherwise. From the results so far
we see that the columns of A(n + 1), enumerated from 0 to n + 1, are obtained
inductively as follows: The 0-th row is (0,...,0, 3""!). Below this 0-th row the
j-th column, 0 < j < n + 1, has the form



T. tom Dieck 8. The cylinder braiding for U-modules 113
(8.8) ad’a; + ¢ " a1 + Bg? 300 — j + 2)aj .

From this recursive formula one derives immediately that the codiagonal of A(n)
is given by D(n).

Finally, we prove by induction that A(n) is as claimed. The element in row k
and column n — k 4+ j equals

n— n— k
akﬁ qu( k) l]l o7F

For n = 1, we have defined 7, as A(1). For the induction step we use (6.8) in
order to determine the element of A(n) in column n — & + j and row k + 1. The
assertion is then equivalent to the following identity:

kb k n-oki2j2y| ¥
af gt k) (a M%‘Jrq 22 29L. B 1] Vi1

, k
A (R | R

k+1
ak+lﬁnkq(nk)(k+1)[ + ]

Vi

We cancel a-, 8-, and g-factors, use the Pascal formula

EEE o R

and the identity

5[k—j+2][jf2] = L.fll[j—ﬂ

and see that the identity in question is equivalent to the recursion formula (6.5)
defining the y-polynomials. O

We formulate the main result of this section in a different way. First we note
that it was not essential to work with the function field K. In fact K could be any
commutative ring and ¢, «, § suitable parameters in it. We think of # as being
an indeterminate.

Let L(«, ) be the operator on integrable U-modules which acts on V,, as

xj = o I3 gi(n= ])$n_j.

Let
(8.10) i% ]

which is well-defined as an operator on integrable U-modules. Then (6.7) can be
expressed as follows:



114 ITI. The Quantum Group SLs T. tom Dieck

(8.11) Theorem. The operator t(«, ) = L(a, B) o T(av, B) acts on Vj, as 1,.0

In section 8 we give another derivation of this operator from the universal
point of view.

One can develop a parallel theory by starting with the four braid pair
(X~' F~'). This leads to matrices which are top-left triangular. By comput-
ing the inverse of (5.1) and (5.2) we see that, in the case (a, f) = (1,1), We have
to replace (q,0) by (¢, —0).

The following proposition may be occasionally useful. Introduce a new basis
Ug, - .., Uy in V, by

Then a little computation shows:

(8.12) Proposition. Suppose o« = (. With respect to the basis (u;) the R-
matrix and the matrix for T, are symmetric. O

9. The ~v-polynomials

For later use we derive some identies for the ~-polynomials of the previous sec-
tion. A basic one comes from the compatibility of the cylinder twist with tensor
products. Again we use § = ¢ — ¢~ 1. We give two proofs for (7.1).

(9.1) Theorem. The y-polynomials satisfy the product formula

i) k ok k(k+1)/2 sk m| (n
TYm4n = E , o 5 qmn— (k+1)/ ) [k]' lk] |]€] Ym—kVn—k-
k=0

PRrROOF. For the proof we consider 7,,,, = (T @ 1) 2y (70 @ 1) 2 o0 Vi, @ V,
and compute the coefficient of =, ® ,, in 7 (Tm ® x,). The reason for this is
that x,, ® x, is the F-primitive vector (lowest weight vector) of the summand
Vinan C Vi ® V,, in the standard basis. Hence the coefficient in question is
amt(m + n) which, by (6.7), equals oy, 4.

From the form of the universal R-matrix we see directly 2z, (T, ® ©,) =
"%z, @ x,. If we write

Zn,m l'] ®5Um ermxu®xva

then

7—m,n(xm ® xn Z qmn/Za] ]mau( )l‘k X 2,
7,k,u,v
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We need the coefficient for (k,v) = (m,n), hence have the formal identity
am+n7m+n = Z qmn/2a¥;(n)r;r¢zaum(m)'
7,u

The universal R-matrix yields

Zn,m(xj ® xm) = Z U.(Sk[j + 1] e [] + k]ijrk @ Tm—k
k>0

with ¢ = k(k —1)/2 + (n — 25 — 2k)(2k — m)/2. Moreover

m

0y k() = a7 RGPy () = o™ lk

]’7m—k-

We insert these values into the formal equation for a™*",,,, and obtain the
desired result. O

The dependence of 7, on the parameters o and (3 is not very essential. Define
inductively polynomials v in  over Z[q,q '] by v, = 0,7) = 1 and, for k£ > 1,

Vi1 = @07}, + ¢" [k,

i.e. v.(0,q9) = v(0,q,1,1). A simple rewriting of the recursion formulas yields
then the identity

(9.2) (0,9, @, B) =, (\/La—ﬁ,q> (g)kﬂ-

Note that 7} contains only powers #' with [ = kmod 2.
We normalize the 7/ to monic polynomials B;(0) = ¢ **=1/2+:(#). The new
polynomials satisfy the recursion relation

(9.3) Brs1 = 0B + (1 — ¢ %) B

In order to find an explicit expression for the [, we introduce a new variable p
via the quadratic relation 6 = p — p~!.

(9.4) Proposition. The polynomials B satisfy the following identity

Bulp—p7") = Xn:(—1)fq—f<n—j> m 2,

j=0 J

PROOF. We use this identity in the recursion formula (7.3) and compare the
coefficients of p"T1=%. A little rewriting shows that the claim reduces to the
Pascal formula (6.9) for the g-binomial coefficients. O



116 ITI. The Quantum Group SLs T. tom Dieck
We can write pf + (=1)*p % as an integral polynomial P in § = p — p L. It
satisfies the recursion relation
0P, = Pyy1 — Pr1.

It is possible to write Py in terms of Tschebischev- or Jacobi-polynomials. The
last proposition thus gives

O
ul6) = 3 (-1 7 [ j] Py ()

The product formula (7.1) was a consequence of representation theory. In view
of the applications in section 8 it is desirable to have a proof which uses only the
recursive definition of the y-polynomials. We now give such a proof. By (7.2), it
suffices to consider the case a = = 1.

Second proof of (7.1). We write
mn _ mn—k(k+1)/25k: kN min )
cp =4 CIHIA

and want to show
min(m,n)

TYm4n = C]Zn’nfym—k’Yn—k-

(
k=0
Denote the right hand side by v(m,n). Then y(m,n) = v(n, m). We will use the
recursion (6.5) and the Pascal formula (6.9), with ¢ replaced by ¢~', to show
v(m + 1,n) = y(m,n + 1). Since y(m + n,0) = Y1+n, we are then done. We set
v = 0 for k£ < 0, then we can sum just over £ > 0. The C-coefficients satisfy the
following Pascal type relation

(9.5) Opthn = kO 4 s g™k [ — k4 1],

The verification uses the Pascal formula for [mljl] and a little rewriting. We

now apply this relation in the sum ~(m + 1,n) and obtain (with an index shift
k — k+ 1 in the second summand)

7(m + 17 n) = Z qn_kolzn’nf)/m—k—l—lfyn—k
k
+3° (8[n — klg" k) O Y
k

In the second sum we apply the recursion to the factor in brackets and obtain

y(m+1,n) = Z O™ (4" Yok 1Vt + @™ Yok Yot i1 — OV kY-
k

Since y(m,n) = y(n,m), we obtain y(m,n+ 1) by interchanging m and n in the

last identity. This permutes the first two summands in the bracket and leaves

the third. O
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10. The universal cylinder twist

In this section we work with operators on integrable U-modules. These are 8-
linear weak endomorphisms of the category U-Int. Left multiplication by z € U
is such an operator; it will be denoted by the same symbol or by [,. If ¢ is an
operator, then j(t) is the operator on U-Int x U-Int which is given by the action
of t on tensor products of modules. If 7 denotes the twist operator, then we define
7(t) = T ot o 1. We have the compatibility p(l;) = l4») and 7(lz) = lry(z)- The
operators p(t) and 7(t) are again weak endomorphisms of the categories involved.

Typical such operators which are not elements of U themselves are the uni-
versal R-matrix R and its factors x and ¥, see (6.1). We also use the operators
L =T, and L* =T}, of Lusztig [??, p. 42].

Since R acts by U-linear maps each operator ¢ satisfies the standard relation

(10.1) Rou(t)y=1u(t)o R

of a braiding.
An operator t is called a universal cylinder twist on U-Int if it is invertible
and satisfies the analogue of (1.4)

(10.2) p(t) =TR(1Qt)R(t® 1)
(10.3) TR(IQHR(t®1) = (t® 1)TR(1 ®t)R.

We denote by ty the action of ¢ on the module V. Then (1.3) holds, if we use R
to define the braiding. Recall the operator ¢(«, 3), defined at the end of section
6. Here is the main result:

(10.4) Theorem. Suppose a3 = —q. Then t(a, B) is a universal cylinder twist.

We treat the case (a, ) = (—¢,1) in detail and reduce the general case for-
mally to this one. We skip the notation «, f and work with ¢ = LT. Note that
L is Lusztig’s operator referred to above. We collect a few properties of L in the
next lemma.

(10.5) Lemma. The operator L satisfies the following identities:

(1) LEL'=—-KF, LFL'=—-FEK !, LKL '=K!.

(2) W(L)=(L® L)V =7R(LQ L)™'

B) kL) =(Le)r™', k(1®L)=(1® L)k™!

(4) LOL)Y(LR®L) ' =koTVor™"
PROOF. For (1), in the case L¥, see [??, Proposition 5.2.4.]. A simple computa-
tion from the definitions yields (3) and (4). For the first equality in (2) see [?7?,
Proposition 5.3.4]; the second one follows by using (3) and (4). O

In the universal case one of the axioms for a cylinder twist is redundant:
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(10.6) Proposition. If the operator t satisfies (8.2) then also (8.3).
PROOF. Apply 7 to (8.2) and use (8.1). O

Proof of theorem (8.4). The operator L is invertible. The operator T is invertible
since its constant term is 1. Thus it remains to verify (8.2). We show that this
identity is equivalent to

(10.7) wT)=rk(1@T)k o (L@ U (Le1l)o(T®1),

given the relations of Lemma (8.5). Given (8.2), we have
w(T) = (L Y7(R)(1® LT)x¥ (LT ®1).

We use (8.5.2) for u(L™"), cancel 7(R) and its inverse, and then use (8.5.3); (8.7)
drops out. Similarly backwards.
In order to prove (8.7), one verifies the following identities from the definitions

RlOT)n =Y 5 (K" @ BY)
= k]!
00 5k
(L@ )U(Lel) =Y (~1)q D2
P (k]!
Using this information, we compute the coefficient of K"FE* ® E" on the right
hand side of (8.7) to be

min(r,s) gn

K*EF @ EF.

n=0 [n)![s — n]![r — n]!’ysfn%fn-

The coefficient of the same element in p(7') is, by the g-binomial formula, equal

to
—rs 1

q W7r+s-

Equality of these coefficients is exactly the product formula (7.1) in the case
(a, B) = (—q,1). This finishes the proof of the theorem in this special case.

A similar proof works in the general case. A formal reduction to the special case
uses the following observation. Write o = ¢¢. Then, formally, L(c, 3) = K°L, in
case aff = —¢q. This is used to deduce from lemma (8.5) similar properties for
Ly = L(a, (), in particular

L?;IFL# = a 'BgKE.
The final identity leads to (7.1) in the general case. O

We point out that the main identity in the construction of the universal twist
involves only the Borel subalgebra of U generated by E, K. Of course, there is a
similar theory based on F, K and another braiding. The constructions of section
6 show that the universal twist is determined by its action on the 2-dimensional
module V. Hence our main theorem gives all possible universal cylinder twists
associated to the given braided category U-Int.
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11. Binomial coefficients
Suppose x,y, v are elements of a ring R which satisfy
yr =vry, vIr =2V, VY= YU.

One shows by induction that

(11.1) (x+y)" = i(n, k;v)akynF

and that the coefficients (n, k; v) satisfy the Pascal formula
(11.2) (n,k;v) = (n— 1,k — 1;0) +v%(n — 1, k; v).

This inductive formula also shows that (n, k; v) can be defined as a polynomial in
Z[v] and then specialized to any ring. The polynomials (n, k; v) are called Gauss
polynomials or v-binomial coefficients. They are computed as follows. Set

|

(11.3) (n;v):v_1 —l4v40vi4 g !
(11.4) (n;0)! = (L;0)(2;v) -+ - (n;v).

Then

(11.5) (n, ki v) = (n;v)!

(k;0)(n — k;v)!

For the proof of (A.5) one shows that the right hand side of (A.5) satisfies (A.2).
For v = 1 the polynomial (n, k;v) reduces to the ordinary binomial coefficient

(Z) Therefore one also finds notations like

(n, ks v) = (Z)U.

We also need other versions of binomial coefficients. Let 2 = Z[v,v!] and set

(11.6) [n] = [n;v] = [ﬂ = %, ne”z

(11.7) [n)! = [n;v]! = f[l[s], n € INg
n] _ 1 [n]!

(11.8) [J nti0] = e, 0<t<n

The following Pascal formula holds



120 ITI. The Quantum Group SLs T. tom Dieck

(11.9) lk+1] — m 4kt L f 1]

1 1

for 1 <i < k. With an indeterminate z we have the identity
k—1 ) k k ) )

(11.10) [T +0%2) =3 [ ] =41,
7=0 i=0 L*

This is proved by induction (multiply by 1+ v?*2z and use (A.9)). This can be
rewritten as follows

k-1 k
(11.11) [T +v72) :sz(z—1)/2 ( ) i
J=0 i=0 v
With indeterminates u and z this yields
(= A k -
(11.12) H(U —vlz) = Z(_l)zvz(zq)/z ( > Wi
Jj=0 i=0 v/,

From (A.10) we see [k,t] € . Note that [k, ] is invariant under v — v~! and
therefore contained in Z[v+v~!]. From (A.10) one obtains for z = —1 and k£ > 1
the identity

(11.13) zkj(—1)tvt<’f—1> m = 0.

t=0

If yx = v2zxy, then

n
(11.14) (@+y)" =Y vt D m sty
One verifies

(11.15) (n, k; v?) = ¥R n, ko).

We set for k£ € Z and t € IN in general

(11.16)

US_U S

lkl t kaerl _ v*k+571

s=1

Then we have

(11.17) m

(1)’ [—k +t— 1]

t
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k —1 '
(11.18) =0 0<k<s [t]:(—n, £>0.

For k € IN, this coincides with the previously defined polynomials.

il

(11.19) Fora,b € Z and u € IN we have

a

a+b]

u

S Uat—bs[

s+t=u

S

In this sum s > 0 and t > 0.

PROOF. Let a,b > 0. Then we obtain with (A.10)

a+b a+b—1
Z ,U'u.(aerfl) [a + bl P H (1 + U2]Z)
u=0 u j=0
a—1 ) b—1
= TI0+0%2) T+ o (022))
§=0 h=0
a b
_ sz(afl) a] o5 th(bq) lb] p2al 5t
— S =0 t

This can be viewed as formal identity in indeterminates v, v®, v°. Since it holds
for the special values v®, v® for a,b > 0, it is formally true, and so holds also for
a,beZ. O

(11.20) For m € Ny and n € Z the following identities hold

ivr(r—l)ﬂ(v ), <m>v <">v _

r—0 r r

m

Zv—r(r+1)/2+r(m+n) (U _ U—l)r[r]! [m} {n — p2mn
= rllr
PROOF. The second formula is a rewriting of the first one. O

(11.21) Exercises and supplements.

1. Let F' be a field with ¢ elements. The number of k-dimensional subspaces of
an n-dimensional F-vector space equals (n, k; q).

2. The Pascal formula (A.9) is not a relation in Z[v + v™']. Therefore deduce
from it the equality

{n+1 n

. ]+[—n+s]{

=l tnea], )

S
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3. Let RSU(2) denote the complex representation ring of the group SU(2). It
is isomorphic to Z[w]. The restriction to the maximal torus T = S' of diagonal
matrices yields the embedding

r: Zw] = RSU(2) — RS' = Z[v,v '], w—v+v "

Let Wy denote the k-dimensional irreduzible representation of SU(2). Then
r(Wg) = [k;v]. The rings RSU(2) and RS' are special A-rings, and r is a A-
homomorphism. Let

() =14+ M (2)z + X2(z)22 + -,

with an indeterminate z. If x = V is a representation, then \*(z) = A¥(z) is the
k-th exterior power of x; also A¥(V) =0 for k£ > dim V. In particular

A(v®) =1+ 0%, s€Z,

since v® is one-dimensional. The property A, (z 4+ y) = A, (2)\,(y) yields

k—1 k-1
A (W) = T (0172 = T (1 + o*~1-%2).
Jj=0 5=0
This gives
; k
(11.22) F(ATV) = H .

Symmetric powers yield a second A-ring structure. Let s¥(V) = S*(V) for a
representation V' and

s.(r) =1+ s"(2)z + s*(x)2> + - -
Then

(11.23) s.(x+y) = s.(x)s.(y), s ,(x)- A (x) =1.
This yields

(11.24) ST W) = A Y (Wi )

and the character formula

(11.25) r(STWy) = (=1)7 [_k] :

Deduce the identity

R — | =k | th-1)_k
11.26 — = -
( ) ].1;[0 1+02%2 t:ZU [ t ] v &

for all £ > 1.
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IV Knot algebra

1. Braid groups, Coxeter groups, and related algebras

These notes are based in one way or another on the geometric idea of braids,
in particular braids in the cylinder. These will be the objects in the next two
sections. As a preparation, this section collects some algebraic material of a

general nature which will be used in subsequent sections. Standard references
are [7?7] and [?7].

(1.1) Coxeter matrix. A Cozeter matriz (S, m) consists of a finite set S and
a symmetric mapping m: S x S — INU{oo} with m(s, s) = 1 and m(s,t) > 2 for
s # t. A Coxeter matrix (S, m) is often specified by its weighted Cozeter graph
['(S,m). It has S as its set of vertices and an edge with weight m(s,t) connecting
s and t whenever m(s,t) > 3. Usually, the weight m(s,¢) = 3 is omitted in the
notation. Q

Associated to a Coxeter matrix are various interrelated algebraic objects:
Braid groups, Coxeter groups, Hecke algebras, Temperley-Lieb algebras, Brauer
algebras, Birman-Wenzl algebras. We are going to define some of them.

(1.2) Braid groups. The braid group Z(S, m) associated to the Coxeter matrix
(S, m) has generators (gs | s € S) and relations

(1.3) 0s9t9s - - - = 2G5 - - - ,

with m(s,t) factors alternating on each side whenever 2 < (s,t) < co. We call
(1.1) the braid relations. Q©

(1.4) Coxeter groups. The Cozeter group C(S, m) has generators (s | s € S),
relations (1.1) and in addition the relations s> = 1 for each s € S. An important
combinatorial invariant of a Coxeter group is the length fuctionsi: C'(s, m) — INy.
A reduced expression for v € C'(S,m) is a family (s, 2, ..., s,) of elements s; € S
of minimal length r = [(z) such that = s; - s9-... " s,. V)

Define an equivalence relation on S by s ~ ¢ if and only if there exists a
sequence s = sy, ..., s, =t such that m(s;, s;41) is odd.

(1.5) Proposition. Two elements s,t € S are conjugate in C = C(S,m) if
and only if s ~ t. The commutator quotient C'/C" is elementary abelian of order
2" where n is the cardinality of S/ ~. Similarly, the commutator quotient Z/Z'
for Z = Z(S,m) is isomorphic to Z", with basis a representative set of S/ ~.0O

Consider families (words) (si,S2,...,s,) of elements s; € S. The defining
relations of C'(S,m) yield two elementary moves for such words:
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(1) Remove a subword (s, s).
(2) If s # tand m(s,t) < oo, replace (s,t,s,...) by (¢,s,t,...); each sequence
is supposed to be of length m(s,?).
The following theorem of Tits gives good information about the word problem
in Coxeter groups ([?7], [?7?]).

(1.6) Theorem. A word is a reduced expression of an element if and only if
it cannot be shortened by elementary moves. Two reduced words define the same
element in the group if and only if one can be transformed into the other by
moves of type 2. O

(1.7) Corollary. Let (si,...,s,) be a reduced expression of w € C(S,m). Then
the number l(c; w) of indices k such that sy is contained in the conjugacy class
c € S/ ~ is independent of the reduced expression. O

We call (I(c;w) | ¢ € S/ ~) the graded length of w in C(S,m). The graded
length function gives a Poincaré series of the Coxeter group C' in indeterminates
(@ [ c€ S/ ~)

(1.8) P(z,) = X:C ( q xlc(C;w)> :

(1.9) Corollary. Let M be a monoid and @: S — M be a map such that for
all s # t the two products of length m(s,t) < 0o

o(s)p(t)p(s) - - = p(t)p(s)p(t) - --

Then for any reduced word (sq,..., ;) the value ¢(s1)-+-p(s,) only depends on
the product w = sy - - - Sy. O

As a special case we obtain:

(1.10) Theorem. Suppose (si,...,5s,) is a reduced expression of x € C(S, m).
Then the product g, := gs,9s, - gs, € Z(S,m) is independent of the reduced
expression and only depends on x. O

(1.11) Hecke algebras. Let R be a commutative ring. Choose parameters P =
((as, bs) € 82 | 5 € S), constant along conjugacy classes of S. The Hecke algebra
H (S, m; P) associated to this parameter set is the associative algebra with 1 over
R with generators (z; | s € S), braid relations (1.1) and quadratic relations

(1.12) 22 = a,x + b,.

The standard Hecke algebra H, (S, m) with parameter ¢ € R is obtained as the
special case a; =q —1,b; = q. v
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(1.13) Proposition. Additively, the Hecke algebra is a free R-module with basis
(1.14) Gw =0s, " Gs, W= (S1,...,8,) reduced.

The action of the generators gs on the basis elements is given by

Jsw l(w) < l(sw)
1.15 Gy = .
( ) 959 { as + by l(w) > I(sw)
There are similar statements for right multiplication. O

(1.16) Temperley-Lieb algebras. If m(S x S) C {1,2,3}, we define the as-
sociated Temperley-Lieb algebra Ty(S, m) as follows. It is the associative algebra
with 1 over & with generators (es | s € S) and relations

e = de,
(1.17) €s€r = €16 m(s,t) =2
€665 = € m(s,t) = 3.

(1.18) Proposition. Supposep € &, q = p?, d = p+p~". Then the assignment
Ts — pes — 1 yields a surjection @: Hy(S,m) — Ty(S,m). The kernel of ¢ is the
twosided ideal generated by the elements x(s,t) = xsxxs+xs0+ T30+ + 24+ 1;
here (s,t) runs over the pairs (s,t) with m(s,t) = 3.

ProOOF. (Compare [??7, 2.11].) One verifies easily that ¢ respects the defining
relations of the Hecke algebra. Certainly, ¢ is surjective. Let I C H,(S,m) de-
note the ideal generated by the z(s,t) for (s,t) with m(s,t) = 3. We define a
homomorphism ¢: Ty(S,m) — H,(S,m)/I by ¢(es) = p (x5 + 1). One veri-
fies that this is compatible with (1.2) and that x(s,t) is contained in the kernel
of ¢. Hence ¢ induces ¢: H,/I — T,. By construction, ¢ and 1 are inverse
homomorphisms. O

The preceding construction can, in particular, be applied to Coxeter matrices
of ADE-type. The resulting algebras are then finite dimensional. The structure
of TA,_, associated to the linear graph A,_; with n vertices is well known, see
[7?]; this is the classical Temperley-Lieb algebra.

By way of example we show that T,(S, m) is non-zero. This is done by con-
structing a standard module which arises from the reflection representation of
the Hecke algebra.

We work with a field K. Let V' denote the free 8- module with basis {v, | s € S}.
We define a symmetric bilinear form B on V' by

B(Usavs) =q+1
B(vs,v¢) = p m(s,t) =3
B(vs,v;) =0 m(s,t) =2
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We define a linear map X;: V' — V by X;(v) = qus — B(vs, v)v. Then X (vy) =
—vg, and X(v) = v for v in the orthogonal complement of v;. We assume ¢+ 1 €
&*. Then V is the orthogonal direct sum of Rv, and (&v,)*. On the latter, X,
acts as multiplication by ¢q. Hence X, satisfies the quadratic equation X? =
(¢ — 1) X, + g of the Hecke algebra.

The determinant d,; of B on the submodule (v,,v;) generated by v, and v,
equals

_{(Q+U2 m(s, t)

2
ST @ 4qg+1 m(s,t) =3

We therefore also assume ¢?> +¢g+1 € £*. Then V is the orthogonal direct sum of
(vg,v;) and (w,, v )L, On the latter subspace, X, and X; act as multiplication
by ¢. The action of X, and X; on (wvs, v, ) in the basis vy, v; is given by

N (g O
Xs—< 0q>; Xt_<p _1>7

in the case m(s,t) = 3. A simple computation shows

0 —pg
X, X, X, = X, X, X, = .
t t t (—pq 0)

Thus we have constructed the reflection representation V' of H,(S, m).
The assignment w: H,(S,m) — H,(S,m), x5 — —qx;' is an involutive
automorphism of the Hecke algebra. It transforms V' into a new module W = V¥,

(1.19) Proposition. The module W factors over the homomorphism ¢ of (1.4).

PROOF. We set Y; = —¢X,!. We have to show that the operator
Yo =YY Y, + Y.V, + VY, + Y, + YV, +1

acts on V' as the zero map. We compute that Y;+1 and Y; 4+ 1 act on (vg, v, ) in
the basis vy, vy through the matrices

_(ae+1 —p _ 0 0
Zs_( 0 0)’ Zt_(—:n qH)'

This is used to verify on ( vs, v; ) the relation Z;7, 7, = qZ. A formal calculation,
using the quadratic equation for Y, yields

(Vo + DY+ (Y, +1) — Yy +1) = Y.

Therefore Y;,; acts as zero on (v, v; ). Since X is multiplication by ¢ on (v, v, )+,
we see that —gX ;! + 1 is the zero map. O
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We give a more direct construction of a Ty(S, m)-module which does not use
the reflection representation of the Hecke algebra. Let A = (ay) denote a sym-
metric S x S-matrix over K. We consider the associative algebra T'(A) over 8
with generators (Z; | s € S and relations

Zs2 = Q4
ZsZtZs = astatsZs-

Then a simple verification from the definitions gives:

(1.20) Proposition. Let V be the R-module with basis (vs | s € S. The oper-
ators Zs(vy) = agvs make V' into a T(A)-module. (Hence each Zg has rank at
most one on V'.) O

The matrix A = (ay) is called indecomposable, if there is no partition S =
SIHSQ with Aypy = 0 for u € Sl, v E 52.

(1.21) Proposition. Let 8 be a field. Suppose A is indecomposable and
det(A) # 0. The the module V' of the previous proposition is a simple T(A)-
module.

PRrROOF. We have Z (3", a;v; = (X; a;a,;)v,. Suppose v = ¥;a;v; # 0. Since
det(A) # 0, not all Zsv are zero. If 0 # M C V is a T(A)-submodule, then
there exists s € S with vs; € M. Suppose v, ¢ M. Since Zyw, = aiv, € M, we
must have a;s = 0. This contradicts the indecomposability of A. Hence all v; are
containes in M. O

In the case of a Coxeter graph, we set azs = d, ag = 1 for m(s,t) = 3, and
ase = 0 for m(s,t) = 2. Then V becomes a module over Ty(S, m). Also, det(A)
is a non-trivial monic polynomial in d, hence in general not zero.

The oriented Temperley-Lieb algebra T°B,, is the associative K-algebra with

1 generated by e, eq,...,e,_1 with relations
ez = Deg
€1€epe1 = F61
(1.22) e = dydj, i>1,7=k(2)
€igje; = € |Z—]|:1, Z,jZl
€,e; = ¢€5€; |Z — ]| Z 2.

Here D, F,did, € R are given parameters. This algebra is a quotient of the
Hecke algebra B, (g, Q) for suitable parameters ¢, ). We use still more parameters
Uy, Ug, U, VeR

(1.23) Proposition. Let n > 3. The assignment g; — uge; — 1 for j > 1, j =
k(2) and t — Uey + V yields a homomorphism

P! HBn(qa Q) — TBn(d17d27D7F)
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iof and only if the following relations between the parameters hold:
(1) widj=q+1
(2) wus =q

PrOOF. We first show the following lemma.

(1.24) Lemma. The elements go = x+yey and g, = a+a~'e, in TBy(d, D, F)
with d = —a® — a~? satisfy the four braid relation gogigog1 = G190G190 if and onlz
if

y(D+a?F)=x(a* —1).

ProOF. We set A = a~'. The four braid relation is equivalent to
e1 (g5 + Agoergo) = (g5 + A’goergo)er.
An element of the form
z = a+ feg + ver + deger + cereg + negere

commutes with e; if and only if e = § and 3+ dd+nF = 0. For z = g2 + A%gpe1 o
we have

a =2 =2xy+y’D,y = A%?, 6 = Alry = £, nA%y>

This leads to the claim of the lemma. We have used in the proof that T'Bs; is a
6-dimensional algebra with basis 1, ey, e, epeq, e1€q, €pe1€p. d

Remarks. We remark that under the conclusion of the lemma the element
90909091 lies in the center of TB,. The element 7, = —a 'g; satisfies 22 =
(¢ —1)z; + ¢ with ¢ = A*. The element g, satisfies g2 = (2x+yD)go — 2% — zyD.
The flexibility relation ggeq = eg holds if and only if x + yD = 1. In the case
D = F, the condition of the lemma reduces to yD = x(a~? — 1). Together with
the flexibility this implies

r=a? yD=1-d.

Under these conditions also the relation gog1gog1e1 = €1 holds. All these relations
are relevant for the Kauffman functor into the category T'B, see 77. @

We continue with the proof of the proposition. 77 O
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2. Braid groups of type B

The braid group ZB,, associated to the Coxeter graph B, is, by definition, the
group generated by ¢, ¢1,..., g, 1 with relations

(1) 9i9i9; = 9i9:i9j, li—jl=1

(2) 9i9; = 9i9, li —j] > 2
(2-1) (3) tgp = git, i>2

(4) tatgr = gitgit.

We also need another presentations of this group.
Let Z'B, be the group with generators ¢, g1, ..., go—1 and relations

(1) 9:9i9 = 9,995, li—jl=1
(2) 99, = 9;9i i —j] > 2
2.2 J I .
(2.2) (3) cgi = ¢i-16, 1> 2
(4) g1 = gno1C

We abbreviate ¢ = ¢, 192" 91.

(2.3) Proposition. The assignment o(g;) = g;, 1 < j <n—1, and p(t) = g”'c

defines an isomorphism ¢: ZB, — Z'B,,.
PROOF. The relations (1) and (2) yield in both groups

(2.4) 9i-19 = 99, i > 1.

We define in ZB,, (resp. Z'B,,) an element ¢ (resp. t) by gt = ¢. From (1), (2)
and (8.4) we see that the relations cg; = ¢; 1c and g;t = tg; are equivalent for
1> 1.

We set h = gn_1--- g2, k = gn_2--- g1 and infer from (8.4)

(2.5) gh = kg.

We use this to show that the relations c?g; = g,_1c¢* and tgitg; = gitgit are
equivalent, provided (1), (2), and (3) hold. We compute

9t g1 = gl gn—1kthgitgr = khtgitg,
¢ = gthgit = ghtgit = kgtgit = khgitgit
and see the equivalence. O

The braid group ZA, 1 of the Coxeter graph with n vertices A, has, by
definition, generators g, ..., g, and relations

(2.6) 9i9i9i = 9i9ij, mQJ)=3
99, = 9i% m(i,j) = 2.
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Indices will be considered modn in this case. We have m(i, j) = 3 if and only if
t = j = 1modn. All this holds for n > 3. For n = 2, the group is the free group
generated by ¢g; and gs.

The graph A,_; has an automorphism which permutes the vertices cyclically.
We have an induced automorphism s of ZA,_; given by

s(gi) = gi_1, imodn.

The n-th power of s is the identity.
We use s to form the semi-direct product

(2.7) ZA, = G, > Z;

the generator 1 € Z acts through s on ZA, ;. There is a similar semi-direct
product where Z is replaced by Z/nk. The semi-direct product is the group
structure on the set ZA,_; x Z defined by (z,m) - (y,n) = (z - s™(y), m + n).
The group G,, has the following description by generators and relations. Let
G, denote the group with generators s, gi,..., g, and relations (8.6) for the g;
together with

(2.8) SG; = Gi_18, imodn.

(2.9) Proposition. The assignment (g;) = (g;,0) and 1(s) = (e, 1) yields an
isomorphism ¢: G', — G,, (neutral element e).

PROOF. One verifies that ¢ is compatible with relations (8.6) and (8.8). This
is obvious for (8.6). The relation (e, 1)(z,0)(e,1)"' = (s(z),0) is used to show
compatibility with (8.8).

An element z € ZA,_, has an image =’ € G!, induced by g¢; — g¢;. This
assignment has the property (s(z))’ = sz’s~!. We have the homomorphism G,, —
Gl (x,m) — 2's™ by (8.4). It is inverse to 1. O

(2.10) Proposition. The assignment a(g;) = g;, 1 <i<n—1, and a(c) = s
defines an isomorphism a: Z'B,, — G'.

PRrROOF. The assignment is compatible with the relations of Z'B,,, since

a(Pgic™?) = 5291572 = g5~ = Gn_1.

An inverse to « is induced by the assignment 3(g;) = ¢i, 8(9,) = cg1g™", and
B(s) = c. In order to see that § is well defined, one has to check, in particular,
the relations

In-19n9n—1 = GnYn—-19n, 919n91 = 9n919n-

In the first case, this amounts to the equalitiy of

-1 2 -2
In—-1€G1C gn—1 = C g1C gi1€giC
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and
-1 -1 1 -1
Cg1C gn—1€G1C = Cg1Cg1C giC .

We compute

192916~ = cgagigac™! = cgac” cgic egac™! = gicgic gy

and hence
clgicgic ' gi)e™! = Fgigagic .

On the other hand, g;c tg;cg1 = ¢g1g29:. This yields the desired equality.
The second relation above leads to the same situation. O

If we combine the foregoing, we obtain a semi-direct product
(2.11) ZA, 1 — ZB, = Z.
In terms of the original generators, the inclusion ZA, 1 C ZB, is given by
(2.12) gn = gtorit tgh gier g, 1<i<n—1

The homomorphism ZB,, — Z in (8.11) is given by g; — 0 and ¢ +— 1.

Different types of Weyl groups (= Coxeter groups) are related to these braid
groups. We have the Coxeter groups W A,_; and W B, associated to the graphs
fln_l and B,. In addition, we will also use a group W>B,,. It is obtained from
Z B, by adding the relations g]2- = 1, but no relation for ¢. The reason for intro-
ducing this group is a semi-direct product in analogy to (8.11). The arguments
which lead to (8.11) also give a semi-direct product

WA, | —W>*B, —Z.

We give another interpretation and describe these groups as groups of permuta-
tions.

Let t,: Z — Z, x — x+n be the translation by n. Let P, denote the group of
tn,-equivariant permutations o: Z — Z. Equivariance means o(i+n) = o(i) + n.
Hence o induces 7: Z/n — Z/n, and ¢ — @ is a homomorphism 7: P, — S,
onto the symmetric group S,.

(2.13) Proposition. The kernel of 7 is isomorphic to Z". The group P, is
isomorphic to the semi-direct product Z" — P) — S, in which S, acts on Z" by
permutations.

PROOF. Let o1 € P,. Then there exists a permutation a of {1,...,n} and an n-
tuple (kq,...,k,) € Z" such that o(i+tn) = a(i)+ (k;+1t)n. We denote this map
by o1 = o(a;ky, ..., k). Suppose oy = o(B;11,...,1,) is another permutation
written in this form. Then

09001 = J(ﬁa; la(l) + kq, .. .,la(n) + kn)
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If we think of P) = S,, x Z" as sets, then the desired isomorphism is given by
(akry oo kn) = o(as ke, ..o k). O

The semi-direct product P) has a normal subgroup @) which is given as a
semi-direct product

(2.14) N—=Q, — S,

with N = {(z1,...,2,) | X x; = 0} C Z". The homomorphism
e Py —Z, (a;ki,... k) — > ki

is a surjection with kernel @)!,. The canonical sequence

(2.15) Q - P 7

is itself a semi-direct product; the assignment 1 — (id; 1,0, ..., 0) gives a splitting
of €. Under the isomorphism (8.13) the subgroup !, corresponds to the subgroup

Qn={oceP, |1+24+ - +n=0(l)+---+0(n)}.

(2.16) Proposition. The groups W B,, and P, are isomorphic. The groups
WA, and Q, are isomorphic. The element g; is mapped to the transposition
(i,i +1), i € nZ. The element t is mapped to (i) =i+ n for i = 1 modn and
o(j) = j otherwise.

The proof is given after the proof of (8.21). In the proof of (8.16) we use the
following:

(2.17) Lemma. The elements
o=t ti=gqlg, ..., tn-1=0Gn-1---920119192 - Gn-1
of the braid group Z B, pairwise commute.

PROOF. We set
9(4,7) = 9i9i+1 - - - 9j, 1< J

9(i,7) = gigi—1 - - g5, 1>
The braid relations imply immediately
9(1,5)9j+19(, 1) = 90 + 1,2)919(2,j + 1)

and (8.5) yields

92,7+ 191, j+1) =g, +1g(1,)).
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By commutation of g;-elements, it suffices to show #;t;.1 = ¢;11t;. We compute

titim = g(j, Dtg(1,7)g5419(j, Dtg(1,j + 1)
(7, Dg(j +1,2)tgitg(2,5 + 1)g(1,j + 1)
(7, Dyl

A similar computation works for ¢;1t;. O

The semi-direct product relation (8.13), (8.16) between W>B,, and W A,,_;
has a counterpart for the braid groups. The homomorphism

A: ZBn—)ZAn_l, g; — 9gj, t—1
splits by g; — g;. Therefore we have a semi-direct product
(2.18) K, - 7ZB, - ZA,_.

The elements

Yo=1, Y1 =gitgr ", ey Yno1 = Gnot---Gitgr G0y

are contained in the kernel K, of \.

(2.19) Lemma. The elementsy; have the following conjugation properties with
respect to Z A, _1:

(2) 9% UkGk = Y1,
(3) 9 Yk—19k = Yr—1YkYi 1-

PRrOOF. (2) follows directly from the definitions.

(1) If £ > j, then gy commutes with every generator in the definition of y;. In
the case k < 7 — 1 one uses the commutation relation between generators and
Gk+19k9ni1 = 9k 9r+19% (and the inverse) to cancel g; ' and gj.

(3) is proved by induction on k. The verification for £ = 0 is easy. We calculate
with (1) and (2)

9% UkYk1VE Ok = Yk 1Yk 1Y = Gk 1Yk 1 YkYe 1 it
On the other hand, by (1) and (2)

o1 0k G Uk Gk 106Gk +1 = G G “YrIk k19
= 0% i1 Yk—19k+19k
= gy "Yk-10k-

This yields the induction step. O
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(2.20) Proposition. The group K, is the free group generated by yo, ..., Yn_1-

PROOF. By the previous Lemma, the group K° generated by the g, ..., 9, 1 is
invariant under conjugation by elements of ZA,_;. Since ¢t € K? and ¢ together
with ZA,_, generates ZB,,, we must have equality K = K,,.

Let F,, denote the free group generated by o, ..., y,—1. We define homomor-
phisms 71, ..., v, 1: F,, = F, by imitating (8.20):

(1) () = v k> gk <j—1

(2) Ye(ye) = Yr-1,

(3) W (Yr-1) = Yr—1YrYis-
We claim:

(2.21) Lemma. The v; are automorphisms and satisfy the braid relations

YiYiYi = ViViVj li—jl =1, and v =v%: li —j] > 2.

PROOF. First we check that the homomorphism d,: F,, — F,,

(2) 0k(Yr—1) = Yk»

(3) Ok(yr) = v 'Yn—11s
is inverse to -y,. Hence -y is an isomorphism. Since v, fixes y; for j ¢ {k — 1, k},
the second braid relation is obviously satisfied. For the first relation, the reader
may check the following values of 1727, and ¥9y1v2 on yo, y1, Yo:

Yo — YoUrY2lr Yo s Y1 YoVi¥i s Y2 > Yo

We use this Lemma to define a semi-direct product
(2.22) F,—T,—ZA,_1,

in which g; € ZA,_, acts on F, through §;. By (8.19) and K} = K,,, we have a
canonical epimorphism pu: I'y — ZB,,. We show that p is an isomorphism. As a
set, I', = F, x ZA,_1. An inverse to p has to send g; — (1, ¢;) and t — (yo, 1).
We have to check that this assignment is compatible with the relations of ZB,,.
This is obvious for the g;. Moreover:

taitgr = (yo, 1)(1,91)(yo, 1) (1, 91)
(%0, 91) (0, 91)

= (y051(yo)a 9%)
(

Yoy, g°)

atgit = (1,01) (Yo, 1)(1,91) (%0, 1)
= (Y, 9) (Y1, 91)
(¥10(11), 97)
(

Yoy1, 91)-
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This finishes the proof of Proposition (8.20). O

Proof of (8.16). The elements t; of (8.17) and the elements y; coincide in W>B,,,
since g; = gj_1 in this group. Lemma (8.19) shows that conjugation y — g; 'ygx
acts on the set (yo,...,y, 1) by interchanging y, 1 and y,. The proof of (8.20)
is now easily adapted to show the isomorphism W B,, = P!. This isomorphism

restricts to an isomorphism WA, ; 2 Q. d

We now apply the previous results to Hecke algebras. We have the Hecke alge-
bras HA, 1, Hfln,l, and H B,, associated to the corresponding Coxeter graphs.
We consider algebras over the ground ring K. The first one is given by genera-
tors ¢1,...,9n_1, the braid relations between them and the quadratic relations
g]2- = (¢ — 1)g; + ¢ with a parameter ¢ € K. The second one has generators
g1, -, Yn, the braid relations (8.6) and the same quadratic relations. The alge-
bra H B, has generators ¢,¢i,..., g, 1, the braid relations (8.1), the quadratic
relations above for the g; and #? = (Q — 1)t + @ with another parameter Q € &
If we omit the quadratic relation for ¢, then we obtain the definition of H*B,,.
This is not a Hecke algebra in the formal sense, i. e. associated to a Coxeter
graph. It is a deformation of the group algebra of W*>B,,.

We know from Hecke algebra theory that an additive basis of the Hecke algebra
is in bijective correspondence with the elements of the Coxeter group. There is
a similar relation between W>B,, and H*B,,. In order to derive it, we relate
HA, , and H®B,.

The algebra HA, ; has an automorphism 7 given by 7(g;) = g;_1 (indices
mod n). We define the twisted tensor product over the ground ring K

(2.23) HA, , ® &]r,7 ' = HY

by the multiplication rule (z ® %) - (y ® 7') = (z - 7%(y), 7**!) for k,1 € Z and
r,y€e HA, 4.

(2.24) Proposition. The algebra (8.23) is canonically isomorphic to H®B,,.

PROOF. We use the isomorphism (8.3) to redefine the algebra H*B,, by gener-
ators ¢, g1, ..., gn—1 relations (8.2) and the quadratic relations for the g;. The as-
signment g; — ¢;®1, ¢ — 1®7 induces a homomorphism H*B,, — Hfln,1®H;§°.
We have a homomorphism HA, ; — H*B,, © — 2’ induced by gi v gj
with g, = gtgit7'g~" in H*®B,, (see (8.12)). This extends to a homomorphism
H® — H®B, by z ® 7%+ 2 - ¢*, since 7(y)' = cy’c L. These homomorphisms
are inverse to each other. O

(2.25) Corollary. Suppose (b; | j € J) is a R-basis of HA,_,. Then (Ve | j e
J k€ Z) is a K-basis of H®B,. O
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3. Braids of type B

We use a theorem of Brieskorn [??] to derive some geometric interpretations of
the braid group ZB,,. The starting point is the reflection representation of the
Weyl group W B,,. This group is a semi-direct product

(3.1) (Z/2)" - WB, — S,.

It acts on complex n-space C" as follows:

(1) S, acts by permuting the coordinates.

(2) (Z/2)™ act by sign changes (z1,...,2,) = (€121, .. .,En20), € € {£1}.
This group contains the reflections in the hyperplanes

2 =%z, t#7J; and z; =0.

Let X denote the complement of these hyperplanes. From the theory of finite
reflection groups it is known, that W = W B, acts freely on X. Brieskorn [?7]
shows:

(3.2) Theorem. The braid group Z B, is isomorphic to the fundamental group
T (X/W) of the orbit space X/W. O

If we think of W B,, as the Coxeter group with generators ¢, g1, ..., g, 1, then
g; acts as the transposition (j,j + 1) and ¢ as z; — —z;.

We use (9.2) to give several interpretations of ZB,, by braids.

We remove the hyperplanes z; = 0 from C". It remains the n-fold product
C* x---x C" = C™. Removal of the remaining reflection hyperplanes yields the
space X of n-tuples (z;) € C™ with pairwise different squares 3.

The configuration space C™(C”) is the space of subsets of C* with cardinality
n. As topological space it is defined as Y/S,, where Y C C*" is the set of n-tuples
(y;) with pairwise different components.

(3.3) Proposition. X/W is homeomorphic to C™(C*).

ProOF. We arrive at X/W in two steps: First we form Y' = X/(Z/2)" and
then we divide out the Sy-action. The map (2;) — (25) yields an S,-equivariant
homeomorphism Y’ — Y. O

By (9.2) and (9.3), ZB,, = m (C"(C")). The elements of m(C™(C*)) will be
interpreted as braids in the cylinder (cylindrical braids). We take (1,w, - --,w" 1)
w = exp(2mi/n), as base point in C™(C*). A loop in C™(C") lifts to a path

Y

w: I =Y, tw (wi(t),...,w,(t))

with this initial point. Thus we have
(1) w(0)=(1,w,...,w" ).
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(2) w(l) = (o(1),...,0(w" 1)), with a permutation o of the set Z/n =
{Lw,...,w" 1}
(3) For j # k we have w;(t) # wi(1).
These data yield a braid z,, with n strings in C* x [0, 1] from Z/n x 0 to Z/n x 1

2u(t) = {wi (1), ... wa ()} % 1.

Homotopy classes of loops correspond to isotopy classes of such braids. Mul-
tiplication of loops corresponds to concatenation of braids, as usual. Thus we
have:

(3.4) Theorem. The braid group ZB,, is the group of n-string braids in the
cylinder C* x [0, 1]. O

A second interpretation is by symmetric braids in € x [0, 1]. This was already
used in [??]. We take the base point (1,2,...,n) € X. We lift a loop in X/W to
a path

w: I = X, t (w(t),..., w,(t)).

Then we have:

(1) w(0)=(1,2,...,n).

(2) w(l) = (j:a(l) .,+o(n)) with a permutation o of {1,...,n}.

(3) For j 7é k we have wj(t) # twg(t).

(4) w;(t) #
+n] = { n, ...,n}. The data yield a braid with 2n strings in
0, 1] from [j:n] X O to [j:n] x 1, namely

€

Let |
C x|

t= {—wy(t), ..., —wi(t),w(t), ..., w,(t)} X t.

These braids are Z/2-equivariant with respect to (z,t) — (—z,t) and are there-
fore called symmetric. The theorem of Brieskorn thus gives:

(3.5) Theorem. The group Z B, is isomorphic to the group of symmetric braids
with 2n strings. O

Symmmetric braids are drawn as ordinary braids but with additional symme-
try with respect to the axis 0 x [0, 1].

The symmetry is not the reflection in the axis, but corresponds to a spacial
rotation about this axis. The relation tg,tg; = ¢1tg:t appears in this context as
a generalized Reidemeister move.

Braids in the cylinder with n strings can be visualized as ordinary braids with
n + 1 strings — the axis of the cylinder is the additional string. This method
has been used by Lambropoulou [??]. It allows the reduction of B,-type braids
to ordinary Artin braids, also with respect to proofs. The theorem of Brieskorn
is then not used.

The twofold covering, ramified along the axis, of the cylinder produces a sym-
metric braid from a cylindrical one — and vice versa.
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The cylinder C* x [0, 1] has the universal covering C x [0, 1]. Lifting cylindrical
braids with n strings produces n-periodic infinite braids in € x [0, 1] from Z x 0
to Z x 1. They are invariant with respect to the translation (z,t) — (2 + n,t).
This gives yet another interpretation of ZB,, by n-periodic braid pictures.

The relation between ZB, and ZA,_; has the following geometric origin or
counterpart. The map

C" —>C, (z1,-.,2p) > 21" 2p
is S,-equivariant and induces therefore a map from the configuration space
a: C"(C*) — €.
(3.6) Lemma. The map « is a fibre bundle.

PROOF. Let
H=A{(z,...,2,) €eC" | [[z = 1}.

This is an S,-invariant subset. The map
V:C* Xgzm H—=C", (2,21,...,20) = (221, ..., 22p)

is an S,-equivariant homeomorphism. Thus v is the fibre bundle with fibre H
assoziated to the Z/n-principal bundle C* — C*, z — 2". In C™ we have to
remove the subset

C ={(z1,...,2,) | there exists i # j such that z; = z;}.
Let D = HNC'. Then 7 induces an S,-equivariant homeomorphism
v: C" xz/m (H\ D) = C™\ S.
This yields the fibre bundle description
C* xzm (H\T)/S, — C
for the configuration space. O

We apply the fundamental group to this fibration and obtain the exact se-
quence
1 — kernela, — ZB,, — Z — 0.

It can be shown that this is the sequence (8.11), i. e. ZA,_; is the fundamental
group of the fibre of a.

Our next aim is to describe an additive basis of the Hecke algebra H*B,, by
geometric means, i. e. by specifying a certain canonical set of basic braids.

A cylindrical braid with n strings is called descending, if for ¢ < j the i-th
string is always overcrossing the j-th string. The i-th string is the one starting
at w’, 0 < i < n — 1. Overcrossing means the following: We look radially and
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orthogonally from infinity onto the axis. The braid is in general position if we
only see transverse double points. The first string we meet, coming from infinity,
is the overcrossing one.

(3.7) Theorem. The descending braids form a R-basis of the algebra H®B,,.
The descending braids with winding number zero form a K-basis of the algebra
HA,_.

We use (8.11) to reduce the first statement to the second. For the latter Hecke
algebra we have the canonical basis related to the elements of reduced form in
the Weyl group, and elements of the Weyl group will be shown to correspond
to descending braids. We use the description of the Weyl group elements as n-
periodic permutations of Z. We represent such a permutation by n straight lines
C1,...,Cy in the strip IR x [0,1] starting at {1,...,n} x 0 such that ¢; and ¢;
have at most one crossing, and then repeat with period n. By slightly moving the
endpoints of the ¢; we can assume that the curves are in general position. The
resulting crossings are used to write the permutation as a product of reflections.
This product is reduced, in the sense of Coxeter group theory. It is geometrically

obvious that the same configuration of crossings can be realized by a descending
braid.

(3.8) Proposition. The set

¢ = {yz—lgn—lgn—Q---gj |keZ,1<j<n}

15 a system of representatives for the left cosets of the inclusion W*>B,_; C

We=B,.

PROOF. This is an immediate consequence of the semi-direct product descrip-
tion. The powers of y,_; are representatives for cosets of V,,_1 C V,,, and the
products g, ...g; are representatives for the cosets of S,,_1 C S,. O

We use this Proposition to derive the following result of Lambropoulou and
Przytycki which was proved by them in a purely algebraic manner.

(3.9) Theorem. Let B be the canonical basis of H*B,_1. Then {bc | b €
B, c e C}is a basis of H®B,,.

PROOF. Represent a basis element of H>*B,, by a descending braid. O

4. Categories of bridges

Let k € INy be a natural number. We set [+k] = {1,...,k}. For k = 0 this is the
empty set. Let k+1 = 2n. A (k,[)-bridge is an isotopy class of n smooth disjoint
arcs (= embedded intervals) in the strip IR x [0, 1] with boundary set P(k,1) :=
[-+k] x 0U [+]] x 1, meeting IR x {0, 1} transversely. Isotopy is ambient isotopy
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relative IR x {0,1}. A bridge is a purely combinatorial object: It is uniquely
determined by specifying which pairs of P(k,[) are connected by an arc of the
bridge. In this sense, a bridge is a free involution of P(k,[) with the additional
condition which expresses the disjointness of the arcs. An involution s without
fixed points belongs to a bridge if and only if for all pairs (i, s(i)) and (7, s(5))

the inequality
(U =) (s(5) = i) (G — s())(s(j) — s(i)) > 0

holds.
We illustrate the 14 (4, 4)-bridges in the next figure.

U Y gy g s u

Nl il 0\ N

UUU@UUML//\\U

We define categories T'A and T°A based on bridges. Let K be a commutative
ring and d,d,.d_ € R given parameters. The category T'A depends on the choice
of d, the categoriy T°A on the choice of d,d_.

The objcets of T'A are the symbols [+k], k& € INy. The category is a R-category,
i. e. morphism sets are R-modules and composition is K-bilinear. The morphism
module from [+£] to [+]] is the free &-module on the set of (k,[)-bridges. This
is the zero module for £ + [ odd. In the case k = [ = 0 we identify the empty
bridge with 1 € K and thus have K as the morphism module.

Since composition is assumed to be bilinear, we only have to define the com-
position of bridges. Let V' be a (k,[)-bridge and U be a [, m)-bridge. We place U
on top of V" and shrink the resulting figure in IR x [0, 2] to UV C IR x [0, 1]. The
figure UV may contain loops in the interior of R x [0, 1], say [(U, V') in number.
Let U AV be the figure which remains after the loops have been removed. The
composition in T'A is now defined by

UoV =dUVUAV.

We make T'A into a strict tensor K-category. We set [+k]® [+1] := [+(k +1)] and
place the corresponding bridges next to each other.

The endomorphism algebra Hom([+n], [+n]) of [+n] in T'A will be denoted by
T[+n] or TA,_y. It is called a Temperley-Lieb algebra.

The categorie T°A is an oriented version of T'A. The objects of T°A are the
functions e: [+n] — {£1}, n € INy. We denote such a function as a sequence
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(e(1),2(2),...). Suppose &: [+k] — {£1} and n: [+]] — {£1} are given. A (g, n)-
bridge is a (k, [)-bridge with an orientation of each arc such that the orientations
match with the signs in the following manner.

£ Y R x0
+1 -1

The morphism set Hom(g,n) is the free f-module on the set of (g, n)-bridges.
Composion and tensor product are defined as for T'A, but we take orinetations
of loops into account. Suppose UV contains [(U, V, +) loops with positive orien-
tation and (U, V, —) with negative orientation. Then we set

UoV =d WV Hgd vy av.

Note that orientations match in UV.

We now define a new type of bridges, called symmetric bridges. We set [+k] =
{=k,...,—1,1,...,k}. A symmetric (k,[)-bridge is represented by a system of
k + [ disjoint smooth arcs in the strip IR x [0, 1] with boundary set Q(k,[) =
[£k] x 0U [£]] x 1 meeting IR x {0, 1} transversely, and which has the following
equivariance property: If an arc connects (z,¢) € Q(k,l) with (y,n) € Q(k,1),
then there exists another arc which connects (—z,¢) with (—y,n). Also in the
present, situation, two figures which connect the same points define the same
bridge, i. e. a symmetric bridge is a free involution of Q(k,[). As an illustration
we show the symmetric (2, 2)-bridges; the symbols underneath will be explained

S| HISACHORCIAS/RANS)
mmmmmmm

1 €p €p€1 €1€p €0€1€p

The Z/2-equivariance property of symmetric bridges leads to another graphical
presentation: Just consider Z /2-orbits. Thus we consider a system of £+ disjoint
smooth arcs in the half-strip [0, oo[ x[0, 1] with boundary set in P(k,[) together
with a certain set in 0x ]0, 1[; each arc must have at least one boundary point in
P(k,1). The arcs with only one point in P(k,[) are called half-arcs. The location
of the boundary points on the axis 0 x [0, 1] does not belong to the structure of
the bridge.
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We use this presentation of symmetric bridges when we now define the cat-
egory T'B. The objects of this category are again the symbols [+k], £ € IN,.
The category T'B is a R-category. It depends on the choice of two parameters
¢,d € R The morphisms set from [+k] to [+[] is the free £-module on symmetric
(k,1)-bridges. The composition of two such bridges U, V" as in the T'A-case: Place
U above V and get UV. Suppose in UV there are [(U, V') loops and k(U, V') half-
loops, the latter being arcs with both boundary points in 0 x [0,1]. Let U AV
denote the bridge which remains after loops and half-loops have been removed.
We define

UoV = UV A V.

The endomorphism algebra of [+n] in this category is denoted T B,,.

There is again an oriented version 7°B which depends on parameters cy, d-.
Objcets are functions e: [+k] — {+£1}. The morphism set from & to 7 is the
free R-modules on the oriented symmetric (g, n)-bridges. In order to define the
composition we count the positive and negative loops and half-loops and use the
parameters d,d_,cy,c_, respectively.

The category T'B is a strict tensor module K-category. The action x: T'B X
TA — TB is defined on objects by [+k] * [+{] = [+(k + )] and on morphisms
by placing an A-bridge left to a B-bridge. We think of T'A as a subsactegory of
TB. 1t is clear that * restricts to ®. In a similar manner T°B is a strict tensor
module R-category over T°A. These structures defines action pairs (7'B,T A) and
(T°B,T°A) in the sense of (2.1).

The categories defined so far have a simple description by generators and
relations. The generating process uses category ruloes and tensor product rules.
The generators of T°A are the following elemntary bridges ki, f+, together with

the identities 1.

(N ()

I I ko ki f- f+

Similarly, TA has generators I, k, f without orientation. The following figure
demonstrates a typical relation between these generators.
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The relations in the case of T°A are the geometric relations

(4.1) (fe @I ®@ky) =1L, ([2® f1)(ke®I1) =1y

and the algebraic relations

(4.2) I.=id=1, f.k,=dy fik_=

The category T°B has additional generators as follows(drawn as symmetric
bridges with dotted symmety axis)

SAIala

K+

A typical geometric realtion is shown in the next figure.

AYAES

The relations are (4.3) ki =(pr®@Iy)oky, @i = fro(ks® 7).

(4.4) YKy =Cty Prh_ =C—.

Similar realations without +-signs hold for TA and T'B The geometric definition
of the categories contains a positivity: The categories TA, TB, T°A, T°B can
be defines over K = Z[d], Z|c,d], Z[d,,d |, Z[dy,d_,cs,c_].

We now describe dualities in these categories. Suppose e: [+k] — {£1} is
given. The dual object is ¢*: [+k] — {£1}, €*(j) = —¢(j). Since dualities are
compatible with tensor products (see 77), it suffices to define the dualities for
the generating objects 1,: [+1] — £1. A left duality in T°A is given by

ho=b:0— 1, ®1%
f,:d11®1+—>(b
k+:b®—>1_®1t
f+:d1i®1f—>®

A right duality is given by reversing the orientations
k+:a:®—>1:®1+

fr=c1,017 =0
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Ei=a—=1"®1_
fo=cl_1" =0

In the case of TA we set [+k]* = [+k]. Left and right duality coincide. They are
defined by
k0= [+ @ [+1], fi[+1]®[+1]—0
on the generating object.
The dualities above can be extended to dualities in the sense of (3.1) of the
actions pairs (7T°B,T°A) and (T'B,TA). By (3.4) and (3.5) it suffices again to
consider the generating objects. We define

f=k_:0—1%

d=p_ 11, =0
B=kKp—1%
d=p.: 1 =10
a=ry0— 14
Y=g 1 =0
a=krk:0—1_

y=p :1* = 0.

5. Representations of bridge categories

We study tensor K-functors from the categories TA and T'B an their oriented
versions into the category of K-modules.

We begin with TA and T'B. The object [+1] is mapped to a f-module V.
Compatibility with the tensor product means that [+k] is mapped to the k-
fold tensor producr V®*; for k = 0 this is & We only study the case when V'
is a free R-module with basis vq,...,v,. We write tensor product also just by
juxta-position,i.e. v@w =vw e VW =VW.

The tensor functors from T A correspond bijectivle to pairs of linear maps
associated to the generators k and f and satisfying the relations (7?7). We denote
them with the same symbol and write them in matrix form (k* is the transpose
of k)

k: R — VV, 1+ Z kijvi'Uj, fZ VV — ﬁ, VU = fzy
ij
(5.1) Proposition. The relations (?7) and (?77) are satisfied if and only if the
matrices k = (k;;) and f = (fi;) are inverse to each other and d = Tr(fk'). O

Representations of T'B need two more data

/ﬁ:ﬁ—>v,1i—>ZI€j’Uj, e: V. — R, v; = @;.
J
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(5.2) Proposition. The relations (77) and (7?7) are satisfied if and only if
(K1y -y bn)(fij) = (01, -, 0n) and ¢ = 3, @jK;. O

We are mainly interested in isomorphism classes of representations. From (77)
and (77) we see that a representaion of T'A is determinded by (V,k) and a
representation of TB by (V,k, k). Suppose (V,k,x) and (V' k', k") define two
such functors. A linear isomorphism

B:V — V’, Vi Zblkvl'
l

is an isomorphism of functors if and only if
(5.3) f=fo(B®B), (BeB)ok=Fk, ¢oB=yp Bor=#.

We use the notation B = (b;;) also for the matrix. The relations (??) are equiv-
alent to the relations

(5.4) BEB'=Fk, B'f'B=f «kB'=#k, ¢B=o.

(5.5) Proposition. Isomorphism classes of representations of TA on a free
module of rank n correspond bijectively to equivlanece classes of k € GL(n, R)
under the relation k ~ BkB' with d = Tr(k~'k'). Isomorphism classes of rep-
resentations of T B correspond bijctively to equivalence classes of pairs (k, k) €
GL(n, &) x &" under the relation (k,x) ~ (BkB', kB") with d = Tr(k—'k") and
c=(k,kk™"). O

(5.6) Example. We consider 2 x 2-matrices over the complex numbers. For
C € GL(2,C) we set d(C) = Tr(C(CH)™"). Then C" = BCB! implies d(C) =
d(C"). We distinguish two cases:

(1) There exists a basis vy, v, of € such that v;Cvl =0 for j = 1,2.

(2) There does not exist such a basis.
In the first case, C' is equivalent to a matrix of the form

[40)

and two matrices C' and C" of this type are equivalent if d(C') = d(C"). in the
second case C' is equivalent to
11
-1 0 )"

We compute for
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The first normal form leads to d(C) =2 — (A + A71)? = =A% — A2, We can still
change X\ to £A If K = (K1, k2), then ¢ = Kyro(A — A1) If A # 1 and the
normal form of C is fixed, we can change (1, k2) to (aky, ™ ks). Q©

We now describe the variants for 7°A and T°B. The objects +1,—1 are
mapped to V,W*. We think of W* as the dual of W with dual basis w’ of
w;. The functors from T°B are specified by the following data:
fo VIV 5 K, vw’ — f]
foWV s K, wy e fi(-)
by K= WHV, 1= Y kwiy
ko: K = VW 1 S E(=)vuw’
ke K =V, 1w Y Ky,
ke K = W* 1Y ki(—)w'

o W 5 K, w' s ¢
o V=K, v pi(—).

DN =
~

w

-~ O Ot
e e e e e N

NN N N N N S
co W~

(5.7) Proposition. The data above define a tensor K-functor if and only if the
following relations hold:

(1) The matrices ky = (k1), f+ = (f) are inverse to each other.

(2) The matrices k— = (kl(=)), f- = (f/(=)) are inverse to each other.
3) Tr(f-ky) =dy, Tr(fsk-)=d_.
(4) Define column vectors o, Ky with components (¢*), (k). Then ki@, =

Ky
(5) Define row vectors p_, rk_ with components (¢;(—)), (ki(—)). Then
o_k_=kK_.

(6) @ -hy=cy, ko =c.

Suppose we have another set of data, denoted with a bar. Let
BV sV, oY by,  C:W =W o=y g
! !
be isomorphisms. We use also the notation B = (b},), C' = (¢}). Then B, C' define

an isomorphism of functors if and only if the following relations hold (in terms
of matrices and vectors)

CfiB = [; Bk = Ry
Bf.C = f  kC = i
Bk C = ky Cor = ¢y
Ck B = k. 5B = ¢

(5.8) Theorem. Isomorphism classes of representations of TA on a module
of rank n correspond bijectively to conjugacy classes of v € GL(n,R) such
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that Tr(v*) = di. Isomorphism classes of representations of TB on a mod-
ule of rank n correspond bijectively to equivalence classes of triples (v, ki, k) €
GL(n, &) x 8" x &" under the relation (ky,ky,k ) ~ (BkyB™', Bk, x_B™")
for B € GL(n, ) with Tr(kT') = di and pzky = cy.

ProoOF. Each functor is isomorphic to a functor with V=W and k. = f_ =id.
An isomorphism between such functors is given by B € GL(n, &) with bk, B~ =
ki, Bky = k4, koB™' = K_. The other data are then given by f, = k!,

o_ =k_, oy =k 'k O

(5.9) Example. The following is a generic two-dimensional example with d, =
d_. We set V = W* and define

ki: R—VV, 1+— Avjvg — A tuguy
fVV = R, vvg = AL v = —A
kptR—=V, v = K
o V=R 1 ol + %,

Thend=d, =d_=—-A2— A2 ¢, = ko' +K%20% c_ = —A 2kt — A%Kk2p2.Q

6. General categories of bridges

This section introduces some general terminology for certain graphical categories
and algebras.

A free involution o: P — P of a set P is calles a P-bridge. A free involution
of P is a partition of P into 2-element subsets {i,0 (i)}, called the arcs or strings
of the bridge. A bridge is called oriented if its arcs are ordered sets {ay, as}.

We study bridges with a geometric terminology. Suppose o: P — P is a bridge.
The geometric realization |o| of o is the one-dimensional simplicial complex with
P as set of 0-simplices and a 1-simplex for each arc {i,0(i)} with i and o(i) as
boundary points. We say that the arc connects its boundary points. The arcs are
the components of |o|.

A (P, Q)-bridge is a bridge on the disjoint union P[] Q. An arc of a (P, Q)-
bridge o is called horizontal if its boundary points are either contained in P or
in (). The other arcs are called vertical.

We use a graphical notation for (P, Q)-bridges 0. We think of P C IR x 0,
() C Rx1 and we draw an arc in IR x [0, 1] from i to o (7). The notation horizontal
and vertical is evident in this context. The horizontal arcs with endpoints in P
are called the lower part of the bridge, the horizontal arcs with endpoints in ()
the upper part.

(6.1) Remark. Suppose P has 2n elements. The number of P-bridges is

2n—1)-2n—3)---3-1.
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PROOF. There are 2n — 1 possibilities to connect a fixed element of P. Having
fixed this connection, a set with 2n — 2 elements remains. Now use induction. O

We will use bridges with further properties.

Let G be a group and suppose P and @ are G-sets. A G-equivariant (P, Q)-
bridge is a G-equivariant free involution o of PII Q. Equivariant means: o(gi) =
go(i) for g€ Gand i€ PII Q.

Suppose the bridge o: P — P is G-equivariant. We have an induced G-action
on |o|. The action on the O-simplices is given. If {i,0(¢)} is a 1-simplex, then,
by equivariance, {gi, go(i)} is a 1-simplex. It can happen that these simplices
coincide. This is the case if ¢ is in the isotropy group G; of i. If ¢ € G acts
non-trivially on {i, (i)}, then

gi=o(i), go(i)=i, g*i=i

and hence g% € G,. Geometrically, ¢ acts as reflection in the barycentre of the
1-simplex {i,0(7)} in this case.

In the sequel we only consider G-sets P with the following additional proper-
ties:

(1) The isotropy groups are finite.

(2) The orbit set is finite.

(3) G acts effectively on each orbit.
Under these hypotheses we have:

(6.2) Proposition. Let o be a G-equivariant (P, Q)-bridge. Then the following
holds:

(1) The G-action respects lower, upper and horizontal arcs.

(2) The G-action on |o| is proper.

(3) The orbit space |o|/G is a compact one-dimensional CW-complet.

PROOF. (1) is clear from the definitions.

(2) The G-action on the barycentric subdivision |o|" of |o| is a cellular action
with finite isotropy groups.

(3) This follows since G acts cellularly on |o|" and the orbit space has a finite
number of cells.

Suppose o is a G-equivariant (P, Q)-bridge and 7 a G-equivariant (Q, R)-
bridge. Consider the G-space |7| Ug |o|. The components of this space can be of
different type. Consider the G-orbit B = Gx of a component x. Let H denote
the isotropy group of the component z. Then B/G is homeomorphic to x/H.
The orbit space of |7]| U |o is compact. Hence z/H is compact. We use:

(6.3) Lemma. There is no proper action of a discrete group on [0, 1] with com-
pact orbit space. O
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This Lemma tells us that the components of |7| U |o| are not homeomorphic
to [0, 1[. Since the components are one-dimensional manifolds (with or without
boundary), there are three cases:

(6.4) A componente of |T| U |o| is homeomorphic to [0,1], ST, or]0,1]. O

(6.5) Proposition. The components of |T| U |o| which are homeomorphic to
[0,1] define a G-equivariant (P, R)-bridge.

PROOF. If the component is homeomorphic to [0, 1], then the boundary points
are contained in PJ] R.

For each point in P ] R there exists a component of |7| U |o| with this point
as boundary point. Since components of type [0, 1[ do not exist, the component
has a second boundary point in P ] R. O

We denote the bridge in (10.5) by 7 Ao. The components of |7|U|o| which are
homeomorphic to S* are called cycles, the components which are homeomorphic
to |0, 1] are called snakes.

(6.6) Remark. Let H = G, be the subgroup of elements which map the com-
ponent z into itself. Then H acts effectively and properly on the one-dimensional
manifold z. Therefore we have, up to H-homeomorphism, the following possibil-
ities:
(1) Suppose x = S'. Then H = Z/m or H = Ds,,,m > 1, and the action is
by the usual action of a subgroup of O(2).
(2) Suppose z 2 IR. Then H =2 Z or H = D,,, and the action is by the usual
action as a subgroup of the group of affine transformations. @

Let Z(1,0) denote the orbit set of the components of |7|U|o| which are cycles
or snakes. The G-orbits of components in Z(7, o) are counted according to types.
The type of a component x consists of the conjugacy class of GG, together with
the G,-homeomorphism type of the G -action. The group Z/2 has two different
actions on S', by rotation or by reflection. (In the latter case it is the group Ds.) It
is an observation of H. Reich [??] that these two actions should be distinguished.

Let C' denote the set of possible types. We denote by k(c, T, 0) the number of
elements in Z(1,0) of type c.

After these preparations we define the category F/(G) of G-bridges. The objects
of F(G) are the G-sets as above, i. e. with finite isotropy groups, finite orbit set
and effictive action on orbits.

We fix a ground ring K. The morphism set Mor(P, Q) is the free R-module on
the set of G-equivariant (P, (Q))-bridges.

In order to define the composition of morphisms we fix a map d: C' — R,
called the parameter function. The composition of morphisms Mor(Q, R) X
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Mor(P, Q) — Mor(P, R) is assumed to be &-bilinear. The composition of bridges
is defined to be

Too [] d(c)* ™o A 0.
ceC

The identity P — P is represented by the bridge «: PII P — P II P which
connects ¢ € P vertically with i € P. We have |o| U || = |o] and || U |o| 2 o],
if defined.

Associativity of composition follows from a geometrical consideration: The
cycles and snakes of |7| U |o] U |p| are those of |7| U |o]|, plus those of |o] U |p],
plus those of |7 A o| U |p| (equal to those of |7] U |o A pl).

We shall mostly work with suitable subcategories of F(G). For instance, we
could use only free G-sets. Or we restrict the morphisms; this will be the case in
the Temperley-Lieb categories.

The composition of bridges with only vertical strings is again a bridge of this
form. No cycles or snakes appear. The vertical (P, P)-bridges under composition
can be identified with the group of G-equivariant permutations of P.

7. Representations of Hecke algebras

The Hecke algebra H(q, Q) of type By is the associative algebra with 1 over
K with generators t, gy, ..., gr_1 and relations (1.3) together with the quadratic
relations #* = (@ — 1)t + Q and g7 = (¢ — 1)g; + ¢. From (1.5) we obtain the
R-matrices X = pX,(p) or X = —pX,,(p~!). They satisfy the quadratic equation
X? = (¢—1)X + g with ¢ = p?. Let F be the matrix (1.6) with w = Q — 1 and
z = Q. Then F satisfies F? = (Q — 1)F + Q. The assignment (1.4) therefore
yields a tensor representation of Hy(q, Q) on V. See [7?] for representations of
this algebra in general.

Let u: V — V be the diagonal matrix Dia(p™ L, p"3,... p "3 p~"*1). De-
note by l,: V& — V@ left multiplication with x € Hy(q, Q). We define the
quantum trace

Tr: Hy(q,Q) — R, x> Sp(l, o u®¥),

where Sp denotes the ordinary trace of linear algebra. Restricted to the Hecke
algebra Hj generated by g1, ..., gr_1 this is the Markov trace which leads to the
two-variable HOMFLY-PT generalization of the Jones-polynomial, see [??]. Also
in our case Tr has the trace property Tr(zy) = Tr(yx) and is a Markov trace.

We do not prove this here since a thorough study of such traces can be found in
[72,27], [?7].
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8. Temperley-Lieb algebras
The Temperley-Lieb algebra Ty (d, D, F') of type By is the associative algebra

with 1 over K generated by eg,eq,...,ex_1 and relations
ez = Deg
€1€pe1 — F€1
e? = dej, j>1
eieje; = €, i—jl=1;4,j>1
€i€; = €;€;, |Z - j| 2 2.

Here d, D, F' € R are given parameters. The algebras Ty (d, D, F') were studied in
[7?7] from a geometrical point of view (with slightly restricted parameters). We
consider the representation of the previous section with a two-dimensional V.
The matrices

0

satisfy
E?=(a+y)Ey,, E*=(p+p E, E(FE,®1)E=(pa+p'y)E

(Ee(1®B)(E®l)=E®l, (10E)(E®)(1®F) =1® E.

Therefore we obtain a representation of Ty(d, D, F) with parameters d = p+p !,
D=a+vy, F=pa+p'yon Ve by the assignment ¢y — Fy®1® ---® 1 and
=10 - ®F®---®1 where E acts on the factors 7,7 + 1. O

We now relate this representation to the one for the Hecke algebra Hy(q, Q)
obtained in the previous section. The following proposition is easily proved by
verifying the definig relations of the Hecke algebra. We fix the following para-
meters:

g=p°, d=p+p', D=a(l+Q), F=alp+p'Q).

Here a € K is an invertible parameter. The special case Q = P? and a = P~! is
worth attention.

(8.1) Proposition. The assignment t — a ‘eg — 1, g; — pe; — 1 defines a
surjective homomorphism ¢: Hi(q, Q) — Ty(d, D, F). O

The representations of Ty(d, D, F') and Hy(q, Q) are related via ¢, if we use

FE as above and
_ LB
Eo—a<a Q)



152 IV. Knot algebra T. tom Dieck

The tensor representation of T}, = T (d, D, F') is the fundamental representation
in the sense of the following Theorem. We assume that we are working with a
semi-simple algebra Hy(q, Q) (compare [??, p. 477]) and a surjective homomor-
phism ¢. The algebra T}, = Tj(d, D, F) has irreducible modules M;(k),0 < j < k,
of dimension (’;), by restriction from T}, to Tj_; the modules decompose as fol-
lows:

reij(k) = Mj_l(k — ].) D Mj(k — ].),
where M;(k) =0if j ¢ {0,...,k} (compare [?7]).

(8.2) Theorem. The module V= is the direct sum of the irreducible Tj-
modules.

PrROOF. The proof uses the fact that
w = (Bvg—11) ® (Bvg + B 'v1) ® (Pvg —p 1) @ - - -

generates the subspace of V®* on which ¢ and all g; act as multiplication by —1.
It is easily verified that w has this property. That there are no other vectors with
this property, up to scalar multiples, is shown by induction over ¢ by considering
vectors of the form

(Bvo —v1) ® - ® (Bvg + (—p) "v1) @ zi41.

The theorem is proved by induction on n. By construction, resV/®* = 21/ @(k-1),
Suppose we have a decomposition

k
Vet = Pr;M;(k)
j=0

into irreducible summands. By induction and the preceding remarks, 7+ = 2
for j =0,...,k — 1. We have already seen that (with suitable indexing) ry = 1.
Hence all r; = 1. O

9. Birman—Wenzl-Murakami algebras of type B

We define algebras BW (B, 2) which are B-type analogues of the Birman-Wenzl
[7?], [??7] and Murakami [??] algebras. They are generated by ¢, g1, ..., gx_1 with
relations (A, ¢, @ € R suitable parameters)

(1) 9i9i9 = 9j9i9; i —jl=1
(2) 9i9; = 9;9i i —jl>2
(3) (g = N(gi—a)(gi+q~') = 0

(4) eigj'ﬂ@i = AFlg |Z - j| =1
(5) tgitgr = gitgt

(7) 2 = at+q!

(8) tgltel = €1,
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where e; is determined by (¢—¢ ')(1—¢;) = g; —gj_l. The generators g, ..., gr_1
with relations (1) — (4) define the ordinary Birman-Wenzl-Murakami algebra
BW (Aj_1) of type A. The 2 in our notation refers to the quadratic relation (7)
for t. There are analogous algebras BW (By,[), where t satisfies a polynomial
equation of degree [ (possibly with additional relations involving ¢ for geometric
reasons). We write BW By, 00), if t satisfies no polynomial equation. For the
geometric relevance of BW (Ay) we refer to [??]. We use [??] for algebraic infor-
mation. A geometric representation of elements in BW (By,[) is by symmetric
tangles in the sense of [??]. The geometric meaning of (8) is given in the following
figure of symmetric tangle pictures with dotted symmetry axis.

Since relation (8) is inhomogeous, one cannot work with arbitrary quadratic
relations (7). The algebraic analysis (in the sense of [??]) of BW(B,2) and
other algebras has been carried out in [?7].

The results of section 3 yield tensor representations of BW (B, 2) for suitable
parameters A, . The matrix X = X,,(B) satisfies (X —¢ ?")(X —¢)(X+¢ 1) =0
and the matrix X = X,,(C) satisfies (X +¢72""")(X —¢)(X +¢~") = 0. We write

X,(B) — X,(B)™!

E.(B)=1-
() —

and similarly for C,. Then these matrices satisfy (see [?7?])
(En(B) ® 1)(1 ® Xn(B)il)(En(B) ® 1) = inn(En(B) ® 1)

and similarly for C, with —¢*®"*) in place of ¢*?". We let F},(B) = p~'F with
F as in (1.8) and F,(C) as in (1.9) with 8 = p~' and write Y = F ® 1 with
our new F’s. Then F,(B) satisfies (F — ¢ ')(F + 1) = 0 and F,(C) satisfies
F? = wF + ¢~!. Finally, with these normalizations we have:

(9.1) Proposition. In the cases B, and C,, the relation Y XY E = E is satis-
fied.

PROOF. As in previous proofs we decompose V' ® V into invariant subspaces.
On the Dg-orbits the matrices £ are zero. For the remaining part we use the



154 IV. Knot algebra T. tom Dieck

notations of section 3. The identity in question is then equivalent to the two
equations
(AZA+¢BC)E = E, (AZB + ¢BD)E = 0.

Inspection shows that, with our new normalization of Y, the matrix AZA+¢BC
is actually the unit matrix, thus the first equation holds. The eigenvalue relation
(2.2, II) yields by the very definition of E the second equation. O

We remark that the non-zero part of E is a symmetric matrix of rank one and
therefore determined by its first row. This row is in the case B,

(q72n+1, q72n+2, o ,qfn,p72n+1, q7n+1, . 1)

and in the case C,

(—q_2n, R s O R 1).

The tensor representation is defined as in (1.4).

10. Tensor representations of braid groups

The braid group Z B, associated to the Coxeter graph B,,

4

t g1 g2 On—1

with n vertices has generators t, gy, ..., g,_1 and relations:

tgitgr = gitgit

10.1 o
( ) 9i9; = 9;9i i —j| > 2
9i9i9; = 9;9i9; i —j|=1.

We recall: The group ZB,, is the group of braids with n strings in the cylinder
(C\0)x[0,1] from {1,...,n}x0to{1,...,n}x1. This topological interpretation
is the reason for using the cylinder terminology. For the relation between the root
system B,, and ZB, see [?7].

Let V be a R8-module. Suppose X: V@V - V®V and F: V — V are R-linear
automorphisms with the following properties:

(1) X is a Yang-Baxter operator, i. e. satisfies the equation

X)(1eX)(Xel)=1X)(Xe1)(1®X)

onVVeV.
(2) WithY = F ® 1y, the four braid relation Y XY X = XY XY is satisfied.
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If (1) and (2) hold, we call (X, F) a four braid pair. For the construction
of four braid pairs associated to standard R-matrices see [??]. For a geometric
interpretation of (2) in terms of symmetric braids with 4 strings see [?7?].

Given a four braid pair (X, F'), we obtain a tensor representation of ZB, on
the n-fold tensor power V" of V' by setting:

t = FRl1e---®1

(10°2) g — Xi:1®"'®X®"'®1-

The X in X; acts on the factors 7 and 7 + 1.
These representations give raise to further operators, if we apply them to
special elements in the braid groups. We set

t(1)=t, t()=gj-19j-2 Gtgiga---gj-1, tn=t(1)E(2)---t(n)

9(7) = 9igj+1- " Gjtn—1,  Tmm = g(m)g(m —1)---g(1).
The elements ¢(j) pairwise commute. We denote by T,: V& — V& and

Xipp: VO Q@ VO — VO @ VO™ the operators induced by t, and xp,,, re-
spectively.

(10.3) Proposition. The following identities hold
Toin = Xom(Th @ 1) X (T @ 1) = (15, ® 1) Xy (T, @ 1) X -

Proof. We use some fact about Coxeter groups [??7, CH. IV, §1]. If we adjoin
the relations > = 1 and g> = 1 to (2.1) we obtain the Coxeter group C'B,,. The
element ¢, is given as a product of n? generators ¢, g;. The uniquely determined
element of C'B,, has length n? and is equal to t,. The element @, ;,t,Tpm ntm of
C By has length (m + n)? and therefore equals t,,,, in CB,,,,. By a funda-
mental fact about braid groups [??, CH. IV, §1.5, Prop. 5], the corresponding
elements in the braid group are equal. We now apply the tensor representation
and obtain the first equality in (2.3). O

For later use we record:

(10.4) Proposition. The element t,, is contained in the center of ZB,. O
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1. Cylinder forms

Let A = (A, m,e,pu,¢e) be a bialgebra (over the commutative ring ) with mul-
tiplication m, unit e, comultiplication p, and counit €. Let r: A® A — K be a
linear form. We associate to left A-comodules M, N a K-linear map

v MON - NQM, z@y— > ry @z )y’ ®a?

where we have used the formal notation z — Y z' ® 22 for a left A-comodule
structure pp: M — AQM on M. (See [??, p. 186] formula (5.9) for our map zp7 n
and also formula (5.8) for a categorical definition.) We call r a braid form on A,
if the z)s,n yield a braiding on the tensor category A-COM of left A-comodules.
We refer to [??7, Def. VIIL.5.1 on p. 184] for the properties of r which make it into
a braid form and (A, r) into a cobraided bialgebra. (What we call braid form is
called universal R-form in [?7].)

Let (C, p,€) be a coalgebra. Examples of our p-convention for coalgebras are
pla) = Y a1 ®@az and (p®1)u(a) = X a1 ® arz @ ag; if we set uz(a) = (1 ® 1)y,
then we write po(a) = 3 a1 ® as ® az. The counit axiom reads in this notation
> e(ar)as = a =Y €(az)a;. The multiplication in the dual algebra C* is denoted
by * and called convolution: If f,g € C* are K-linear forms on C, then the
convolution product f* g is the element of C* defined by a — Y f(a1)g(as). The
unit element of the algebra C* is . Therefore g is a (convolution) inverse of f,
if fxg=gx*f=¢e. We apply this formalism to the coalgebras A and A ® A. If
f and g are linear forms on A, we denote their exterior tensor product by f®g;
it is the linear form on A ® A defined by a ® b — f(a)g(b). The twist on A ® A
isT(a®b) =b® a.

Let now (A,r) be a cobraided bialgebra with braid form r. A linear form
f: A — Ris called a cylinder form for (A,r), if it is convolution invertible and
satisfies

(1.1) fom=(fRe)*r7* (eQf)xr =r7* (eQFf) * 1 x (f®e).
In terms of elements and the p-convention, (1.1) assumes the following form:

(1.2) Proposition. For any two elements a,b € A the identities
flab) =~ far)r(by ® ag) f(ba)r(as @ bs) = D r(by ® a1) f(b2)7 (a2 @ bs) f(a3)
hold.

PrRoOOF. Note that a four-fold convolution product is computed by the formula

(fi* fax f3* fa)(z) =D fi(m1) fo(ma) f3(3) fa(za).
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We apply this to the second term in (1.1). The value on ¢ ® b is then

(f(ar) - e(b1)) - 7(b2 ® ag) - (e(as) - f(b3)) - r(as @ bs).

By the counit axiom, we can replace Y e(b) - by @ b3 ® by by Y b1 ® by ® b
(an exercise in the p-convention), and Y ay ® as ® £(a3) - a4 can be replaced by
> a1 ® ay ® az. This replacement yields the second expression in (1.2). The third
expression is verified in a similar manner. The first value is obtained from the
definition of f o m. O

A cylinder form f (in fact any linear form) yields for each left A-comodule M
a K-linear endomorphism

ta: M — M, x> f(z")a?

If o: M — N is a morphism of comodules, then ¢ oty = tx o . Since t; is
in general not a morphism of comodules we express this fact by saying: The ¢,
constitute a weak endomorphism of the identity functor of A-COM. We call t,,
the cylinder twist on M. The axiom (1.1) for a cylinder form has the following
consequence.

(1.3) Proposition. The linear map ty; is invertible. For any two comodules
M, N the identities

tmen = 2nm(tn @ 1)z n (v @ 1n) = (tr @ 1n)enm (N © 1) 2N

hold.

PROOF. Let g be a convolution inverse of f. Define the endomorphism sy;: M —
M via x — 3 g(z')z?. Then

sutu (@) =D fa')g(@™)a™ =3 e(a')a® = =,
by the definition of a convolution inverse and the counit axiom. Hence s, is
inverse to tj,.

In order to verify the second equality, we insert the definitions and see that
the second map is

T ® y — Zf(xl)r(yl ® x21)f(y21)7"(y221 ® x221)y222 ® x222

while the third map is
R y — Zr(yl ® l’l)f(y21)7“(y21 ® x221)f(27221)y222 ® 1’222.

The coassociativity of the comodule structure yields a rewriting of the form

Yyeyteytey® =3 (1) e Y)Wy ) ey
and one has a similar formula for . We now apply (1.2) in the case where
(a,0) = (z',").
By definition of the comodule structure of M ® N, the map t;;on has the form
TRy Y f(rly)a? @ y?. Again we use (1.2) in the case where (a,b) = (z!,y')
and obtain the first equality of (1.3). O
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2. Cylinder twist

We also mention dual notions. Let A be a bialgebra with a universal R-matrix
R e A® A. An element v € A is called a (universal) cylinder twist for (A, R), if
it is invertible and satisfies

(2.1) pw)=wel)-TR-(1®v)-R=7R-(1®v)-R-(v®1).

The R-matrix R =) a, ® b, induces the braiding
uN: MON = N® M, x®yl—>2bry®arx.

Let tp;: M — M be the induced cylinder twist defined by x — vz. Again the ¢,
form a weak endomorphism of the identity functor. If v is not central in A, then
the ¢, are not in general A-module morphisms. The relations (1.3) also holds in
this context.

In practice one has to consider variants of this definition. The universal R-
matrix for the classical quantum groups A is not contained in the algebra A® A,
but rather is an operator on suitable modules. The same phenomenon will occur
for the cylinder twist. Will see an example of this situation in Section 8.

If a ribbon algebra is defined as in [??, p. 361], then the element 0=, loc. cit.,
is a cylinder twist in the sense above.

3. Cylinder forms from four braid pairs

Let V be a free f-module with basis {vy,...,v,}. Associated to a Yang-Baxter
operator X: V@V — V ® V is a bialgebra A = A(V, X) with braid form r,
obtained via the FRT-construction (see [?7, VIIL.6 for the construction of A and
r). We show that a four braid pair (X, F') induces a canonical cylinder form on
(A, r). )

Recall that A is a quotient of a free algebra A. We use the model

A= P Hom(V*", Vo).

n=0

The multiplication of A is given by the canonical identification Ej, ® E, =
By, furnishedbyf @ g — [ ® g where E; = Hom(V®* V%) The canonical
basis of E, given by T7: vy + 0, v; of Ey, induces the basis

ﬂj:ﬂ{l®---®7}{;’“

of Ej, where, in multi-index notation, i = (i1,...,%) and j = (ji,...,jx). The
comultiplication of A is given by u(T}) = ¥, TF ® T} while the counit of A is
given by e(TY) = ¢!.

In Section 2 we defined an operator 7T}, € FEj from a given four braid pair
(X, F). We express T} in terms of our basis

Ti(vi) = 3 Flv;
J
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again using the multi-index notation v; = v;, ® -+ ® v;, when i = (iy,..., 7).
We use these data in order to define a linear form

AR T/ — F.

(3.1) Theorem. The linear form f factors through the quotient map A — A
and induces a cylinder form f for (A,r).

PROOF. Suppose the operator X = Xpp: VO Q VO — VO @ VO™ hag the
form X (v; ® v;) = Y X2 7V, ® vy. We define a form 7 A® A — R by defining

T Ek & El — ﬁ, T;a R T']b — X]‘.Iib_

The form 7 factors through the quotient A ® A and induces r.

Claim: The forms 7 and f satisfy (1.1) and (1.2). Proof of the Claim: In the
proof we use the following summation convention: Summation occurs over an
upper-lower index. We can then write py(7f) = T} @ T @ T¢ and po(T)) =
T} ® T} ® T{. The equality (1.2) amounts to

F=FXSF) Xl = XV X Fy

These equations are also a translation of (2.3) into matrix form. This completes
the proof of the claim.

We have to show that f maps the kernel I of the projection A — A to zero.
But this is a consequence of (1.2), applied in the case b = 1, since one of the
terms aq, as, as is contained in [ and 7 is the zero map on I ® Aand AxI.

It remains to show that f is convolution invertible. The pair (X !, F~1) is a
four braid pair. Let 7 and f be the induced operators on A. Then f*f =¢c= f*f
on A, and (1.2) holds for (f,7) in place of (f,r). The Yang-Baxter operator X '
defines the same quotient A of A as X. Hence the kernel ideal obtained from

X~ equals I; therefore f(I) = 0. 0

We have the comodule structure map V' — A®V defined via v; — 3=, Tij ®vj.
One has a similar formula for V®* using multi-index notation. By construction
we have:

(3.2) Proposition. The cylinder form f induces on V®F the cylinder twist
tyer = Tj. O

4. The example sl

We illustrate the theory with the quantum group O(sly). For simplicity we work
over the function field Q(q'/?) = &.

Let V' be a two-dimensional £-module with basis {v;, v2}. In terms of the basis
{v1 ® v1,v1 ® Vg, V9 ® vy, V9 ® vy} the matrix
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-1
(4.1) X =q /2 ¢-q 1
q

defines a Yang-Baxter operator. The FRT-construction associates to X the alge-
bra A = O(sly) The matrix

(4.2) F:((g g)

yields a four braid pair (X, F') for arbitrary parameters with invertible «f. (See
[7?], also for an n-dimensional generalization.) Recall the quantum plane P =
R{z,y}/(xy — qyz) as a left A-comodule. The operator T, = (F@ 1) X(F®1)X
on V ® V has the matrix (with § = ¢ —¢7")

0 0 0 3’ Rl Fy Fy Fy
0 aBfd af  qBf _ | F}? FS OF} OFyg
0 af 0 30 | FY PR FyOFR
a? qoll af B+ qb? F FY5 F3P F3

with respect to the basis {v; ® vy, v1 ® Vg, V9 @ V1, V2 ® Vo }. This is also the matrix
of values of the cylinder form f

aa ac ca cc

f ab ad cb cd
ba bc da dc
bb bd db dd

(The notation means: If we apply f to entries of the matrix we obtain the matrix
for T, diplayed above.) Let det, = ad — gbc be the quantum determinant. It is
a group-like central element of A. The quotient of A by the ideal generated by
det, is the Hopf algebra SL,(2).

(4.3) Proposition. The form f has the value —q~ a8 on det,. If —¢ 'af =1,
then f factors over SLy(2).

PRrROOF. The stated value of f(det,) is computed from the data above. We use
the fact that
r(zr ® det,) = r(det, ® ) = e(x).

(See [??, p. 195].) From (1.2) we obtain, for a € A and b = det,, that

flab) = 3 fla)r(by ® as) f(by)r(as ® bs)

= 2 flar)e(az) f(dety)z(as)
= fla),
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by using the assumption that f(det,) =1 together with the counit axiom. O

We consider the subspace W = V5 of the quantum plane generated by z2, xy,
and y2. We have

pp(x?) = ey +(1+q¢ Hab®zy + a® @ 2?
pp(zy) = bd®y* + (ad+ ¢ 'be) @ vy + ac @ x°
pp(y’) = Py +1+q¢ ) cd@ry+ @’

This yields the following matrix for ¢ with respect to the basis {22, ry, y*}:

0 0 32

0 gaB (¢+q ')A
a? qaf)  aBd + qb?

In the Clebsch-Gordan decomposition V@ V' = V5 @ 1} the subspace V; (the
trivial irreducible module) is spanned by u = v, ® v — ¢ 'v1 ® vy. This is the
eigenvector of X with eigenvalue —g~%/2. It is mapped by Tb to —¢~'aBu. If we
require this to be the identity we must have af = —q. We already obtained this
condition by considering the quantum determinant.

The matrix of ty with respect to the basis {w; = 2%, wy = /1 + ¢ 22y, w3 =
y*}is

0 0 52
(4.4) F,E=1| 0 qaf V14 ¢?p0

a? 1+ qal afd+ gb?

In case a = (3 this matrix is symmetric.
The R-matrix X on W ® W with respect to the lezicographic basis consisting
of elements w; ® w; with w; = 2%, wy = /1 + ¢ 2xy, and w3 = y* has the form

q2

0¥ 1

(4.5) X2 - )\ ]_

It makes use of the identities 6* = ¢*> — ¢72, p = 6*(1 — ¢”2), and A = ¢~ '6*. By
construction, (X, F3) is a four braid pair.

One has the the problem of computing ¢y on irreducible comodules W. We
treat instead the more familiar dual situation of modules over the quantized
universal enveloping algebra.
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5. The cylinder braiding for U-modules

The construction of the cylinder form is the simplest method to produce a uni-
versal operator for the cylinder twist. In order to compute the cylinder twist
explicitly, we pass to the dual situation of the quantized universal enveloping
algebra U. One can formally dualize comodules to modules and thus obtain a
cylinder braiding for suitable classes of U-modules from the results of the previ-
ous sections. But we rather start from scratch.

We work with the Hopf algebra U = U,(sly) as in [??]. As an algebra, it is
the the associative algebra over the function field Q(¢'/?) = & generated* by
K,K~ ' E, and F subject to the relations KK~' = K~'K =1, KE = ¢°FK,
KF =¢q*FK,and EF — FE = (K — K7')/(q—q™"). Tts coalgebra structure is
defined by setting u(K) = KQK, u(E) = EQ1+KQFE, u(F) = FRK'+1®F,
e(K) =1, and e(E) = ¢(F) = 0. A left U-module M is called integrable if the
following condition holds:

(1) M = @ M™ is the direct sum of weight spaces M"™ on which K acts as
multiplication by ¢" for n € Z.

(2) E and F are locally nilpotent on M.

Let U-INT denote the category of integrable U-modules and U-linear maps.
(It would be sufficient to consider only finite dimensional such modules.) An
integrable U-module M is semi-simple: It has a unique isotypic decomposi-
tion M = @,>,M(n) with M(n) isomorphic to a direct sum of copies of
the irreducible module V,,. The module V,, has a K-basis zg,x1,...,T, with
F(z;) = [i + l]ziy1, E(x;)) = [n— i+ 1a;q, v 1 = 0, 2,41 = 0; moreover,
x; € V"% The category of integrable U-modules is braided. The braiding is
induced by the universal R-matrix R = k o ¥ with

(5.1) U — Zq n—1) /2 ) Ja ® E™
n>0 [n]
and xk = ¢""®"/2 Note that U is a well-defined operator on integrable U-modules.

(This operator is called © in [?7, section 4.1] and L} in [??, p. 46].) The operator
k acts on M™ ® N™ as multiplication by ¢™"/2. If we view H as the operator
H: M™ — M™ given by z — maz, then ¢#®H/2 is a suggestive notation for .
The braiding zpynv: M @ N — N ® M is 7 o R, i. e., the action of R followed by
the interchange operator : z ® y — y ® x.

A four braid pair (X, F') on the vector space V' yields a tensor representation
of ZB, on V¥". We start with the standard four braid pair determined by (5.1)
and (5.2) on the two-dimensional U-module V' = V;. Let T,: V¥ — V" he
the associated cylinder twist as defined in Section 2. By the Clebsch-Gordan
decomposition, V,, is contained in V®" with multiplicity 1. Similarly, V,,,, C
Vi ® V,, with multiplicity one [??7, VIL7].

4There is another use of the letter F. It has nothing to do with the 2 x 2-matrix F in (4.2).



T. tom Dieck 5. The cylinder braiding for U-modules 163

(5.2) Lemma. There exists a projection operator e,: VE" — V" whose image,
V., commutes with T,.

Proor. Let H, be the Hecke algebra over K generated by xi,...,z, 1 with
braid relations x;z;r; = z;z,x; for i — j| = 1 and z;z; = x;z; for |i — j| > 1 and
quadratic relations (x;+1)(z; —¢?) = 0. Since X satisfies (X —¢'/2)(X +¢%/?) =
0, we obtain an action of H,, from the action of ZA,_ C ZB,, on V®" if we let x;
act as ¢*2g;. Since T,, comes from a central element of ZB,, as noted in (2.4), the
H,-action commutes with 7). It is well known that there exists an idempotent
e, € H, for which e,V®" = V,,. (This is quantized Schur-Weyl duality.) This
fact implies the assertion of the Lemma. O

5.3) Corollary. The subspace V,, C V" is T, -stable. O
Yy

A similar proof shows that all summands in the isotypic decomposition of V&
are T),-stable.

We denote by 7, the restriction of T}, to V,; and we denote by T n = 2 m (7 ®
1)Zmn(Tm ® 1) the induced operator on V,,, ® V,, where z,,,, denotes the braiding
on 'V, ®V,.

(5.4) Lemma. The subspace Vi, C Vi @ Vi, is Ty -stable. The induced mor-
phism equals Ty, .

PRrROOF. Consider V,, ® V,, C V®™ @ V& = V®m+n) The projection operator
em ® e, is again obtained from the action of a certain element of the Hecke
algebra H,,,. Hence V,, ® V,, is T}, ,-stable and the action on the subspace
Vinan 18 Tmin. We now use the equality (2.3)

Tonin = Xpm (T @ 1) Xy (Tr, @ 1).

The essential fact is that X,,, is the braiding on V®™ ® V®". It induces, by
naturality of the braiding, the braiding z,,, on V,, ® V. O

Let A(n) = (ol (n)) be the matrix of 7, with respect to zq, ..., z,. In the next
theorem we derive a recursive description of A(n). We need more notation to

state it. Define inductively polynomials v, by v_; =0, 79 = 1 and, for £ > 0,

(5.5) ki1 = ¢ 0 + Bg" 6Tk -1

Here 6 = ¢ — ¢~ ', and v = 1(0, g, a, B) is a polynomial in # with coefficients in

Z[q,q ", o', B]. Let D(n) denote the codiagonal matrix with of 3" *¢*"=) in
the k-th row and (n — k)-th column and zeros otherwise. (We enumerate rows
and columns from 0 to n.) Let B(n) be the upper triangular matrix
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v [Hm o [3]e Tn
w [7n Yot
(5.6) B(n) = N
Yo N
Yo

Thus the (n — k)-th row of B(n) is

0 0 k k k k k
yrera Uy 0707 1 M1, 2727"'7 E—1 VE—-1, k7k

(5.7) Theorem. The matriz A(n) is equal to the product D(n)B(n).

PRrROOF. The proof is by induction on n. We first compute the matrix of 7,,; on
Vo, ® V1 and then restrict to V,,41. In order to display the matrix of 7,,; we use
the basis

To @ Toy. v, Ty @ T, Ty X T1,..., Ty X T1.

The matrix of 7,,; has the block form

0  BA(n)
aA(n) A'(n) |-
The matrix A’(n) is obtained from A(n) in the following manner: Let «y,. .., oy,
denote the columns of A(n) and fy, ..., 3, the columns of A’'(n). We claim that
Bi = aq® 0oy + Bg* [ — i + a1 + adfi + oy,

with a_; = a1 = 0.
Recall that 7,1 = (7, ® 1)21 (71 ® 1)2,1. In our case the universal R-matrix
has the simple form
R=ko(l+(¢g—q¢ "HFQE).
For the convenience of the reader we display the four steps in the calculation of
Tn,1, separately for z; ® zo and x; ® 4.

T QT q(n—2i)/2

To ® x;
= ag" 2y @ g
= ar; I
4 Z aang X To-
j
5, — ¢ 2 @x + S[i + 1]q(”’2i’2)/2x0 ® Tip1
= g~ 22(Bag + 021) @ x4 adi + 1)¢" I 20 @ 1y
= Bz @x+ Bg " n— i+ Uz ® 1
+¢*"0z; @ 11 + adli + 1)z @ 24
= S ddr @+ Y BeP TSI — i+ 1ol @ 1
j j

+ qu'fneang ® x + Z Oz(S[i + l]ongrl:Cj & x1.
J J
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This proves the claim about the matrix for 7,, ;.

We now use the following fact about the Clebsch-Gordan decomposition (it
is easily verified in our case, but see e. g. [??, VIL7] for more general results):
In the Clebsch-Gordan decomposition V,, @ Vi =V, 11 & V,,_1 a basis of V,,, is
given by .

FJ ,
yj = W(xo Qxp) =q 'x; @ X9 + Tj_1 ® 27.
We apply 7,1 to the y;. Since there are no overlaps between the coordinates of
the y;, we can directly write 7, 1(y;) as a linear combination of the yy.

We assume inductively that A(n) has bottom-right triangular form, i. e., zero
entries above the codiagonal, with codiagonal as specified by D(n). Then A’(n)
has a nonzero line one step above the codiagonal and is bottom-right triangular
otherwise. From the results so far we see that the columns of A(n + 1), enu-
merated from 0 to n + 1, are obtained inductively as follows: The 0-th row is
(0,...,0,8™"). Below this O0-th row the j-th column, for 0 < j < n + 1, has the
form

(5.8) ag’aj + 77" 000 + BP0 — j 4 2]ays.

From this recursive formula one derives immediately that the codiagonal of A(n)
is given by D(n).

Finally, we prove by induction that A(n) is as claimed. The element in row k
and column n — k 4+ j equals

“k ki) | B
akﬁn qu( k)[j]%'

For n = 1, we have defined 7, as A(1). For the inductive step we use (6.8) in
order to determine the element of A(n) in column n — & + j and row k + 1. The
assertion is then equivalent to the following identity:

kb k n-oki2j2y| ¥
af gt k) (a M%‘Jrq 22 29L. B 1] Vi-1

, k
A (R | R

n— n— k +1
sgrgemen i1,

We cancel a-, 8-, and g-factors, use the Pascal formula

SR e B e

and the identity

5[k—j+2][jf2] - ljfli[j—ﬂ
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and see that the identity in question is equivalent to the recursion formula (6.5)
defining the y-polynomials. This completes the proof. O

We now formulate the main result of this section in a different way. First, we
note that it was not essential to work with the function field K. In fact, K could
have been any commutative ring and ¢, «, and [ could have been any suitable
parameters in it. We think of # as being an indeterminate.

Let L(«, ) be the operator on integrable U-modules which acts on V;, via
xj = o I3 gi(n= ])$n_j.

Let

(5.10) -3 gy

T(«, B) is well-defined as an operator on integrable U-modules. Then (6.7) can
be expressed as follows:

(5.11) Theorem. The operator t(c, 3) defined by setting t(«, ) = L(a, f) o
T(a, B) acts on V, as T,.

In Section 8 we give another derivation of this operator from the universal
point of view.

One can develop a parallel theory by starting with the four braid pair
(X1, F~1). This leads to matrices which are top-left triangular, i. e., zero entries
below the codiagonal. By computing the inverse of (5.1) and of (5.2) we see that,
in the case (a, 3) = (1, 1), we have to replace (q,0) by (¢, —0).

The following proposition may occasionally be useful. Introduce a new basis
Ug, ..., Uy in V, by

Then a little computation shows:

(5.12) Proposition. Suppose o« = (. With respect to the basis (u;) the R-
matriz and the matrix for T, are symmetric. O

6. The vy-polynomials

For later use we derive some identities for the y-polynomials of the previous
section. A basic one, (7.1), comes from the compatibility of the cylinder twist
with tensor products. Again we use § = g — ¢~ 1. We give two proofs of (7.1).
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(6.1) Theorem. The y-polynomials satisfy the product formula

min(m,n)

ml||n
Vemin = Z afkﬁkqmnfk(k+1)/26k[k]! [ ] [ ‘|'Ymk’7nk-
P E||k

First proof of (7.1). The first proof is via representation theory. We have a
unique U-submodule of V,, ® V,, which is isomorphic to V., (Clebsch-Gordan
decomposition). We use the symbol V;,,,,, also for this module. The vector z,, ®x,,
is contained in this module and satisfies F'(m,, ® x,) = 0. The latter property
characterizes z,,®x,, inside V,, ., up to a scalar (lowest weight vector, F-primitive
vector).
We consider
Tmmpn = (Tm ® 1)Zn,m(Tn ® 1)Zm,n

on V1, C V,,®V, where it equals 7,,,.,,. We first express this equality formally in

terms of matrices and then evaluate the formal equation by a small computation.
We already have intruced the matrices for 7, in Section 6

x):Zaf(mx

We write
Zn,m x] X xm Z r]mxu X T,.

From the form of the action of E and F' on the modules V; and from the form of
the universal R-matrix we see that the sum is over (u,v) with u+v = j+m. Since
Fz,, =0 for x,, € Vi, we also observe directly z,, ,(z, @ ©,) = ¢ 22, @ T
The two expressions for 7,,1,, applied to z,, ® x, € Viun C Vi ® V,,, now yield
the formal identity

am+n m_|_n qun/2 n— k P k,nam (n)

m+n T k,m-—"m—n
k>0
By (6.7) we have
apin(m+n) = " My,
ap () = "k e and
m
i (m) = am[k]Vm—k-

This already yields a relation of type (7.1). It remains to compute the coefficient
r,’;”:kk,:: For this purpose we use the definition z,,, = 7o x o ¥ of the braiding,
the action of E and F' on vectors z;, and the explicit form (6.1) of the operator

V. Put together, this yields

Znm (T @ T Z v® 5'“ G+ [+ klemk @ Tk
k>0
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with
o(k)=Fk(k—1)/2+ (n—2j — 2k)(2k — m)/2.

We now have enough data to rewrite the formal identity above and give it the
form (7.1). O

The dependence of 7, on the parameters a and [ is not essential. Define,
inductively, polynomials ~, in 6 over Z[q,q '] by setting v, = 0,7} = 1 and,
for £ > 0,

Vi1 = @0}, + ¢ [k,

i. e., by setting v;.(6, ¢) = (0, ¢, 1,1). A simple rewriting of the recursion formula
then yields the identity

(6.2 e = () (2)

Note that 7} contains only powers #' with [ = kmod 2.
Normalize the 7' to obtain monic polynomials £;(f) = ¢~**=1)/2! (). The
new polynomials are determined by the recursion relation

(6.3) B_1 =0, Bo=1, and Bry1 =08 + (1 — ¢ *)Bp_y for k>0.

In order to find an explicit expression for the [, we introduce a new variable p
via the quadratic relation # = p — p~!. We then consider the recursion formally
over the ring Z|[q,q ', p, p~']. Let us set

(6.4) Proposition. The polynomials B satisfy the identity

Be(p—p ') = Bi(p).

PROOF. We verify the recursion (7.3) with @ replaced by p—p~' and 3, replaced
by Bj. We use the definition of the By in the right hand side of (7.3). Then the
coefficient of p*+'=2% for 1 < j < k, turns out to be

k

(1Y g0 ( j] re L‘ i 1] S lI; - iD |
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(—1)7qith=i ([ﬂ +q ! L, f 1]) :

The Pascal formula (6.9) now shows that this is the coefficient of p**1=2/ in By ;.
It is easy to check that the coefficients of p=*+1) on both sides coincide. O

and arrive at

We can write p*+(—1)¥p~* as an integral polynomial P in § where # = p—p L.
That polynomial satisfies the recursion relation

0P, = Pyy1 — Pr1.

It is possible to write P; in terms of Tschebischev- or Jacobi-polynomials. The
last proposition says that

O
Ful6) = X (1) 1 [ j] Py ()

The product formula (7.1) was a consequence of representation theory. In view
of the applications to be made in Section 8 it is desirable to have a proof which
uses only the recursive definition of the y-polynomials. We now give such a proof.
By (7.2), it suffices to consider the case a = 5 = 1.

Second proof of (7.1). We write
mn _ mn—k(k+1)/25k: N mpin
cp =4 CIHIA

and want to show that

min(m,n)

TYm4n = C]Zn’nfym—k’Yn—k-

(
k=0
Denote the right hand side by v(m,n). Then y(m,n) = vy(n,m). We will use
the recursion (6.5) and the Pascal formula (6.9), with ¢ replaced by ¢!, to
show v(m + 1,n) = y(m,n + 1). Since y(m + n,0) = 7,4, the proof will then
be complete. Set v, = 0 for & < 0. We can then sum just over & > 0. The
C-coefficients satisfy the following Pascal type relation

(6.5) C,TH’" =" FC" £ 6q" g R [ — k + 1O

The verification that this is so uses the Pascal formula for [m;“l] and a little

rewriting. Next we apply this relation in the sum (m + 1,n) and obtain (with
an index shift & — k£ 4 1 in the second summand) the identity
ym+1,n) = Y " PO Y1 Yok
k

+3 (00— g™ k) O e
k
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In the second sum apply the recursion to the factor in parentheses to obtain the
identity

Ym+1,n) =Y CM @  Ymk 1Yok € Yok Yok — @0V kY ).-
k

Since y(m, n) = v(n, m), we obtain y(m, n+1) upon interchanging m and n in the
foregoing identity: That interchanges the first two summands in the parentheses
and leaves the third fixed. O

7. The universal cylinder twist

In this section we work with operators on integrable U-modules. These are 8-
linear weak endomorphisms of the category U-INT. Left multiplication by z € U
is such an operator; it will be denoted by x or by I,. If ¢ is an operator, then pu(t)
is the operator on U-INT x U-INT which is given by the action of £ on tensor
products of modules. If 7 denotes the twist operator, then we define 7(¢) = Totor.
We have the compatibilities ji(l;) = ) and 7p(ly) = lryz)- The operators p(t)
and 7(t) are again weak endomorphisms of the categories involved.

Typical examples of such operators which are not themselves elements of U
are the universal R-matrix R and its factors x and ¥, (See (6.1).) as are the
operators L = T}, and L# = T}, of Lusztig [??, p. 42].

Since R acts by U-linear maps each operator ¢ satisfies the standard relation

(7.1) Rou(t)=1u(t)o R

of a braiding.
An operator ¢ is called a universal cylinder twist on U-INT if it is invertible
and satisfies the analogue of (1.4), namely,

(7.2) p(t) =TR(1®t)R(t® 1) and
(7.3) TR(I®HR(Et®1)=(t®1)7R(1 ®t)R.

We denote by ty the action of ¢ on the module V. Then (1.3) holds if we use R
to define the braiding. Recall the operator t(a, 3) defined at the end of Section
6. Here is the main result, proved following (8.6).

(7.4) Theorem. Suppose a3 = —q. Then t(«, ) is a universal cylinder twist.

We treat the case (a, ) = (—¢,1) in detail and reduce the general case for-
mally to this one. We skip the notation «, f and work with ¢ = LT. Note that
L is Lusztig’s operator referred to above. We collect a few properties of L in the

next lemma.

(7.5) Lemma. The operator L satisfies the following identities:
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(1) LEL™'=—-KF, LFL ' =—-EK ', LKL ' =K',
(2) w(L)=(L®L)¥ =7R(L® L)k

3) K(L®1l)=(L® 1) L k(1®L)=(1® L)k

(4) (LILV(LRL) '=koTPor !

PROOF. For (1), in the case L¥, see [??, Proposition 5.2.4.]. A simple computa-
tion from the definitions yields (3) and (4). For the first equality in (2) see [?7?,
Proposition 5.3.4]; the second one follows by using (3) and (4). O

In the universal case one of the axioms for a cylinder twist is redundant,
namely:

(7.6) Proposition. If the operator t satisfies (8.2), then it also satisfies (8.3).
PROOF. Apply 7 to (8.2) and use (8.1). O

Proof of theorem (8.4). The operator L is invertible. The operator T is invertible
since its constant term is 1. Thus it remains to verify (8.2). We show that (8.2)
is equivalent to

(7.7) wT)=k(1@T)s ' o (LT'@¥(L®1)o (T®1),
given the relations of Lemma (8.5). Given (8.2), we have
w(T) = p(LY7(R)(1® LT)x¥ (LT ®1).

We use (8.5.2) for u(L '), cancel 7(R) and its inverse, and then use (8.5.3); (8.7)
drops out. In like manner, (8.2) follows from (8.1).
In order to prove (8.7), one verifies the following identities from the definitions:

k(1@T)k = ZE(K’“@E’“) and
k=0

[K]!
(L' )¥(L®l)= i(—l)kq_k(k_l)/Q[i—];KkEk ® E*.

Using this information, we compute the coefficient of K"E* @ E" on the right
hand side of (8.7) to be

min(r,s) gn

S (—1)rg b sl gl

The coefficient of the same element in p(7') is, by the g-binomial formula, equal

to
—rs 1
q [S],[T]'%"-I—s
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Equality of these coefficients is exactly the product formula (7.1) in the case
where (o, 3) = (—q,1). This finishes the proof of the theorem in this special
case.

A similar proof works in the general case. Specifically, a formal reduction to
the special case uses the following observation. Write o« = ¢¢. Then, formally,
L(a, B) = KSL in case a3 = —q. This fact is used to deduce similar properties
for Ly = Lo, §) from lemma (8.5), in particular

L,'FLy =o' BqKE.
The final identity leads to (7.1) in the general case. O

We point out that the main identity in the construction of the universal twist
involves only the Borel subalgebra of U generated by E and K. Of course, there
is a similar theory based on F' and K and another braiding. The constructions
of section 6 show that the universal twist is determined by its action on the
2-dimensional module V;. Hence our main theorem gives all possible universal
cylinder twists associated to the given braided category U-Int.

8. The structure of the cylinder twist

In this section we study the internal structure of element ¢, of the braid group
Z B, called the cylinder twist. The main result of this section is of a technical
nature and gives the eigenspace structure of ¢,,. This result will be used in the next
section in order to derive an algebraic model for the Temperley-Lieb category of
type B.

In this section V' denotes the U-module V;. The cylinder twist ¢,, € ZB,, and
the elements #(j) were already defined. The elements #(j) pairwise commute.

We study the eigenspace structure of the cylinder twist ¢, on V®" based on
the tensor representation with the matrices g(p) = ¢ and ¢(1,1,0) = t.

p
t:t(ﬂ):<(1) é) g=9p) = 1 3

p

with § = p — p~!, p2 = ¢, 6 = ¢ — ¢~'. We only consider the generic case that
the p°¢®, (a,b) € Z? are pairwise different. We use the basis v_; = zg, v; = z; of
V' and have written ¢ in the antilexicographical basis. We will construct in the
generic case 2" eigenvectors of ¢, and compute its eigenvalues.

We need some notation in order to state the result. Let P(n) be the set of
all functions {1,2,...,n} — {£1}. We associate to e € P(n) another function
e* € P(n) defined by
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The assignment e — e* is a bijection of P(n). For e € P(n) we denote by
e’ € P(n — 1) the restriction of e to {1,...,n —1}.
Given e € P(n), we define inductively
Me) = ale)g”p, ale) € {£1}, Ble) €Z, () eZ

as follows: For e € P(1) we set

i.e. Me) = pincase e(l) =1 and A(e) = —p ! in case e¢(1) = —1. For e € P(n),
n > 1, we set
Ae) = e(n)(gA(e")™

hence

We define inductively z(e) € V& by
z(e) = z(e) @ (v_1 + A(e)vy), n>1
(in case n =1 the term x(e’) does not appear).

(8.1) Theorem. The Z"-module V®™ decomposes into 2" pairwise different
one-dimensional modules. The vectors x(e) are eigenvectors of t(n) with eigen-
value N(e) and simultaneous eigenvectors for the Z"™-action.

We set
k8:|{]|6*(j):1}|7 geZle_n-

Then we have:

(8.2) Theorem. The vector z(e) is an eigenvector of t, with eigenvalue

n—ke le 02—n
p(e) = (1) ke plepte

From (5.2) be see that t,, has n+1 different eigenvalues (generic case), namely
according to the value of k.. The module V®" decomposes into n + 1 irreducible
ZBy-modules M;(n). The element t, is contained in the center of ZB,. Thus
t, acts as a scalar on M;(n). The eigenspaces of t, are the modules M;(n).

The dimension of M;(n) is (?) There are ( ) functions e € P(n) with k. = j.

n
J
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We choose the indexing such that A;(n) belongs to k. = j. See [??] for more
information.

Proof of (5.1). Induct over n. A simple computation shows that v_; + pv; and
v 1 — p~lu; are eigenvectors of t(p) with eigenvalues p and —p~!, respectively.
We also need an explicit computation in the case n = 2. The operator #(2) has
in the basis v_; ® v_1, v1 ® v_1, v_1 ® v1, v1 ® v1 the matrix

00 1

0
00 0 1
01 & #Oq

A direct computation gives the following eigenvectors and eigenvalues in accor-
dance with (5.1).

eigenvector eigenvalue
(v +pv1) ® (vo1+ qpvl) qp
(v +pv1) ®@ (vor—q tptu) | —g ot
(vor—p ) @ (vor —gptur) —qp”!
(vor—p o) ® (v 4q 'pvr) q'p

For the induction step we decompose V& = V®"=2) & V2 and use the defining
relation

tn) = (ln2®g)(t(n = 1) ® 11)(la2 @ g).

The morphisms t(n — j) ® 1;, 0 < j < n — 1 pairwise commute. Thus, for each
simultaneous eigenvector u € V"1 of the #(5), 1 < j < n — 1, the subspace
u ® V is t(n)-stable. The reason is that in the generic case the simultaneous
eigenspaces have multiplicity one, as follows easily by induction. By induction,
we assume that v has the form w ® z, w € V®=2) > ¢ V. By induction again,
the map t(n — 1) acts on w ® V' with eigenvectors of the form

w® (vog +Avy), w® (v — A yy),

i. e. as t(\) in the basis w ® v_1,w @ v;. Therefore t(n) acts on w @ V @ V as
t(2, ) with the following eigenvectors and eigenvalues.

eigenvector eigenvalue
w @ (v H+Av) ® (voy+qAv) qA
w ® (vi+A) @ (v—g Ay | —¢ AT
w (’Ufl — )\_l'Ul) & ( 1 — Q)\ ’U1) —q)\_1
w @ (v —Atv) @ (voy+q ) g A
This gives the induction step. O

Proof of (5.2). By definition ¢, = t(1)t(2)---t(n), where ¢(j) also denotes the
action t(j) ® 1,_; on V® ®@ V®"=9) Inductively we see that the x(e) are eigen-
vectors of each #(j). The eigenvalue belongs to e|{1,...,5} =: e¥). We have to
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multiply the eigenvalues in order to obtain the eigenvalue u(e) of t,

He) = 3 Ble)

le) = 35 (eth)

With our definition of k, = k& we have c(e) = 2k —n. We note that b(e) is the

second elementary symmetric function Y-, ; e*(¢)e*(j). In order to compute it,

we determine the coefficient of "2 in

[I(z—¢ = (z — Dz +1)~*

J=1

—k(n — k) + (g) + (n;k> = %(52 —n).

Similarly, by considering the constant term,

We obtain

This proves (5.2). O

The preceding results will also be used to obtain information about the
eigenspace structure of the cylinder twist on the irreducible U-modules V;,.
The proof of (5.1) also yields the following result.

(8.3) Theorem. Let z(e) € VO™ be as above and v € V™. Then

tmin(p)(2(€) @ v) = ple)z(e) ® ta(gA(e))(v).

There are reasons [??] to consider instead of ¢(p) matrices and the cylinder
twist based on t(a, 3,6). We can reduce formally to the previously considered
case a = # = 1 as follows. Let D be the diagonal matrix Dia(\;, Az). Then D® D
commutes with g. We can therefore make the basis change with D. This leads to
tH(AA ta, A 1B, 0). Thus set = A\, " and determine p by 12 = Sa~!. Then
we are reduced to t(7,7,0), 7= pa = p 3. Finally, consider v '¢(v,, 0).

We write t(n, p) for the map ¢(n) in order to show its dependend on p. The
maps t(j) commute. Let W C V™ denote an eigenspace of t(m). Then the
subspace W ® V& C VeMmin) ig ¢(m + n)-stable.

The following special case is used in the next section. Suppose aff = —q and
6 = ip(p — p~'). In that case the eigenvalues of ¢, in (5.2) have to be mult1pl1ed
by (ip)"™. If we further specialize to the setting of section 4, then p = —ip =
and the eigenvalues become
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(8.4) AR [=2k—n,0<k<n.
These eigenvalues are still pairwise different.

The vectors z(e) are formally definable with suitable parameters ¢, p in an
integral domain K. We use on V®" a symmetric bilinear form which makes the
Ve(1) @ * * + @ Ve(n) =: Ve, € € P(n) into an orthonormal basis. Then we have:

(8.5) Theorem. The vectors xz(e) are pairwise orthogonal. They are a basis of
Ve provided

(1+p7) H 1+¢7p")(1+¢7p?)
18 1nvertible in R.

Proof of (5.3). Induct over n. The vectors (1, p) and (1,—p~!) are orthogonal.

Set
> Ae

feP(n)
with vy = vy1)®- - -®uy (). In the induction step we have to consider two vectors
of the form
z(er) ® (voy + Avr), x(ez) ® (v_q + Agvy).
We have
Y Aer, f)M e, ) + MAa D> Aler, f)A(ea, f) =0,
f f

since, by induction, the first sum ist zero. For the second assertion we have to
study the transition matrix from the v, to the z(e). For n = 1 we have

1
‘ P ==+ D).

We assume inductively that the z(e), e € P(n — 1) are a basis of V®™=1_ Then
the z(e) ® v_1 and z(e) ® vy are a basis of V®". If x(e) has eigenvalue A(e), then
the transition matrix to the vectors

z(e) ® (v_1 + gA(e)vy), z(e) ® (voy — g ' Ae) o)

consists of 2 x 2-blocks with determinant

1 gA(e) _ -1 -1 2 2
2 [ et e
Thus we require that the 1 + ¢*A(e)? be invertible. We have A(e)? of the form
*“p*2. Without essential restriction we can assume a > 0. Thus the invertibility
of the product in (5.3) suffices. O
In the last proof we have assumed that we have a basis for V®!, ..., V®" But

the transition determinant for V%7 is a factor of the determinant for V®U+1
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9. The cylinder twist on irreducible modules

We consider the representation of the braid groups ZB, on V®" given by the
four braid pair (X, F') with the standard R-matrix g from section 5 and

The cylinder twist ¢,, is compatible with the Clebsch-Gordan decomposition and
induces on the unique irreducible component V,, C V®" a morphism 7,,. A matrix
(Fg) for 7, in the standard basis o, ..., z, of the U-module V;, was computed
in [?7?]. The result is

k
J
with k 4+ ¢ = n + j. These entries are zero for j < 0. The ; are polynomials
determined by the recursion relation v_; =0, 7 = 1 and

Fk,l — akﬁnfqu(nfk) [ i

Y1 = ¢ 0y + B¢ (" — g )y

for £ > 0.

We want to work with symmetric matrices. For this purpose we make the
following assumptions about the ground field K. It has characteristic zero and ¢
is transcendental over Q). We assume given square roots

p=q, Y=af=-q o’ =af"".

Then there exists ¢ = +1 such that 03 = ey. We set a(f) = o *. Then
a(f)a(k)talfnt = enoiy". We assume given square roots \/m of the quan-
tum numbers and use these to define the square roots of the quantum binomial
coefficients

[n]!"/?
W20 — E1/2

- 1/2
[n]!1/2 — [1]1/2[2]1/2 . [n]l/Z, [ . ] — [k]

We choose the basis zy, ..., 2z, defined by

0 112
zp = o Fpkmk) l 1 ] 2

In this basis, the operator 7, has the symmetric matrix

9.1 F. , = etgl~npkn—k)+t(n—e) AR AR
( . ) ke =¢E O p j ] o

with £ + ¢ = n + j. In this basis also the R-matrix (= braiding) on V,, ® V,,,
obtained from the universal R-matrix, has a symmetric matrix. It is independent
of o.
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Guided by the Kauffman calculus of section 4, we specialize to the case 6 =
q+1=1—+2 In that case, we use the renormalized polynomials /3 defined by
v = o~ kpkk=1) 3, They satisfy the recursion relation B1 = (y~' — )8 + (1 —

%) B

(9.2) Proposition. The S-polynomials have the following product decomposi-

tion
k

Be= (=" IO +q7).

J=1

PRrOOF. By definition, f_; = 0 and 5y = 1. We verify that the right hand side
satisfies the recursion formula for the [

n

(=) LA 0™ + (1= g ) (=) H (1+q7)

J=1

— [ =N+ =) () T+ a7)

J=1

= (l+¢ " [-1—g+1—g*] (=) l:f(l +q7)

k-1

= ()'Q+¢ A +g HE=n [T +e7)
j=1
= Bk+1-
This finishes the proof by induction. 0

The quantum binomial coefficients are Laurent polynomials in ¢. In the sequel
we have to use the same polynomials with ¢ replaced by p. We use the notation

[ Z ] for these binomial coefficients. The following Theorem will be used in the
p

next section.

(9.3) Theorem. The vector

is an eigenvector of the matriz (7.1) for the eigenvalue 1.

PrROOF. By matrix multiplication, the claim is equivalent to the identities

b . n n n] qnl [ 12
"N Fempriy " . = .

J=0
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We insert the value (7.1) and see that these identities are equivalent to

é(—l)j[n—’?ﬂﬁ] [ k+]] ° H —Nq’“[ZL

J
with e =k(n — k) +4(n—{4)+j(j —1)and £ =n — k + j. We set
J o J . .
[[(1+¢)=p?U 20 with ;= [T +p7).
v=1 v=1
We compute

" L] ] -2l
J n—Fk+j ) k TiTn—k | J »

p

and use this to put the claimed identities into the form (t =n — k)
k ‘ "
Z(_l)]p# l . ] T4 = (_1)kq—k(t+1)ﬂ_t

p

with # =j(k—t—1)—j(; +1)/2.

It is now possible to verify these identities by induction over k. For k = 0 it
reduces to m; = m; and thus holds for all ¢.
We rewrite the left hand side of the identity in question for £+ 1 by using the

Pascal formula
1 . .
T ] e 8
'] p '] p '] p
We obtain

: 32 | K - (k=t)—j(i—=1)/2—k+1 | K
Z —i+3)/2 lj]mﬂﬂLZ 1)7pk=0=1G=/2=k+ [j_llmﬂ‘.

By induction, the first sum equals (—1)kq’k(t+1)7rt. In the second sum we replace
j by 7 — 1. Then we see, again by induction, that it equals

_qfk(t+1)+kp7t71ﬂ_t+1 — _qfk(tJrl)(l + qitil)(—l)kﬂ't.
Altogether we obtain the correct result. O
We symmetrize the vector (7.3). Suppose 72 = . We use

" n nl?
gl [

k=0
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It is sensible to consider (z;) as an orthogonal basis of V},. In that case the
norm-square of ky is

n 2 -1 n
n— n n _ n— n
A(’n):Z’y lekl [kl :ﬂ'an’y Qkﬂjﬂn_j[k] .
k=0 p p

k=0

[t turns out that A(n) also has the following product decomposition.

(9.4) Theorem. The following identity holds for n > 1

2327 ryms | ] Y1,

A direct verification of this identity does not seem easy. We shall obtain it
at the end of the next section from the representation theory of the Temperley-
Lieb category and the structure of the Jones-Wenzl idempotent. For later use we
mention already at this point a g-analogue of a well known formula

(05) si=1"3

There is no difficulty to prove this by induction.
By (7.4), we can also write

A(n)z%;lj;l]p.



VI Categories of ribbons

1. Categories of ribbons

We recall some standard notions about tangles, ribbons, and the associated tensor
categories. By analogy, we transport these notions to objects in the cylinder.
We introduce two versions of a graphical calculus for cylinder ribbons. New
phenomena are related to the axis of the cylinder. As new tools we introduce
the so called “rooted ribbons”, ribbons which may end on the axis. Using the
notions of tensor categories and tensor module categories, we describe (without
proof) some of the ribbon categories by generators and relations (in the sense of
[7?] or [?7]).

A (k,I)-tangle is (a smooth isotopy class relative to the boundary of) a com-
pact one-dimensional submanifold of € x [0, 1] such that the set of its boundary
pointsis {1,...,k} x0U{l,...,l} x1. A ribbon is a tangle with a normal framing;
the framing vector at the boundary always points to —oc. In the graphical cal-
culus, a tangle is represented by a generic immersion of a one-manifold into the
strip |0, oo[ %[0, 1] together with overcrossing information at the double points.
(For our applications it is convenient not to use immersions into IR x [0, 1].) The
tangles or ribbons and their graphical analogues form a tensor category. Objects
are the natural numbers and the morphisms from k to [ are the (k,[)-tangles or
ribbons. There are oriented versions. For simplicity we mainly work with unori-
ented objects in this paper. We refer to Turaev [??] and [??, Ch.I] for detailed
back ground information about these tensor categories and their presentation by
generators and relations. The graphical category of ribbons will be denoted by
RA.

In this paper, we are concerned with tangles and ribbons in the cylinder
C* x [0,1]. The definition of tangles and ribbons is completely analogous to the
ordinary case recalled above. The only difference is that now everything takes
place in the cylinder C* x [0, 1].

We use two versions of a graphical calculus for cylinder ribbons. The first
one is based on generic immersions into IR x [0, 1] which are symmetric with
respect to the axis 0 x [0, 1]. This setting was already used in [??]. There are two
additional Reidemeister type moves. They are represented graphically as follows
(the axis is dotted).
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This first relation is called the four braid relation. In order to understand the
twist in the right part of the next figure observe that the untwisting of the left
part is by a rotation about 180°.

1

The second relation also has an upside-down version. We call these the untwist
relation.

Because of the Z/2-symmetry of the figures it suffices to consider essentially
the part in [0, o[ x[0, 1]. This leads to the second version of the graphical calculus
(compare [?7?]). A symmetric crossing of the axis will then be represented by the
left part of the next figure.

The first version is obtained from the second one by taking the two-fold covering
ramified along the axis. One could also pass to the universal covering of the
cylinder; this would yield infinite but periodic tangles.

The trefoil has a symmetric picture with three crossings on the axis. In the
second version this becomes an unknotted circle which winds two times about the
axis. The symmetric Hopf link corresponds to an unknotted circle which winds
about the axis just once. The figure eight knot has a symmetric representative
with the axis passing the knot twice. This is not allowed at present but later
when we consider rooted tangles.

The category of these cylinder ribbons will be denoted by RB. The letters A
and B in RA, RB refer to Coxeter graphs of type A, B. The reason is that the
corresponding braid groups are part of these ribbon categories.

We can place an ordinary graph to the right of a cylinder ribbon graph with-
out producing new double points. This process makes RB into a tensor module
category over RA; see the formal definitions in the next section. Actually, by
placing one cylinder into a second one we can make RB into a tensor category.
It turns out that this is not suitable for our purposes. Again there are oriented
versions. The natural framing of the strand in version 2 above (intendend in the
drawing) is the one where the normal vector always points to the axis. If we
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intend to draw this with the black board framing, then we have to add a twist.
But the natural framing of the components which do not touch the axis is the
black board framing. This convention has to be kept in mind when the figures in
this text are interpreted.

If one wants to develop skein invariants for cylinder ribbons (as we will do),
one is led to consider more general ribbons. They will be called rooted cylinder
ribbons. These are framed tangles represented by embeddings of compact one-
manifolds in € x [0, 1] where the circle components are contained in C*x |0, 1]
and the interval components have their boundary points in |0, oc0[ x{0,1} U
{0}x]0,1[. Thus, some components may have one or two boundary points
on the interior of the axis. An isotopy is allowed to move the points on the
axis, the isotopy respects the axis setwise but not pointwise. The graphical
calculus uses immersions into [0, 00 x ]0,1[, except that there may be some
crossings of the axis as for RB. Let RRB denote the graphical category of
rooted cylinder ribbons. Again this is a tensor module category over RA. We
point out that the objects of the categories under consideration are the natu-
ral numbers n € INy and a morphism from k& to [ is a ribbon graph I' with
'n(R x[0,1]) = {1,...,k} x 0U{1,...,{} x 1. The symbol 1,, denotes the
identity of the object n of RRB.

The basis of this paper is the description of RRB as a tensor module category
over RA by generators and relations. The generators of RA are

A

X X% 7

and the additional generators of RRB are

)
F F-! K %)

For RB one only needs the additional generators F, F'~!. The relations for the
generators of RA are known [??, ??]. The following version suffices for the un-
oriented category.

(1.1) Relations for RA.

1) XX '=1,=X"'X

) XeolL)LieX)(Xelh)=1LeoX)(X®L)(li®X)
) (Lo fikol)=1=(feL)(Lek)

) (fel)=0LeNXTelL)(l®XH)
ke1)=(X®1,)(1, @ X*) (1, ® k)

(

(2
(3
(4

e i e R
~— —

The additional relations involving F, F!, k, ¢ are as follows. For RB one only
needs (1), (2), and (3).

(1.2) Additional relations for RRB.
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FF'=1,=F'F

Xy =X(FOL)X(Fel)=(FolL,)X(F®1,)X

Xok =k, fXo=Ff

(p@1)k =k, [f(r@®L)=¢

Fr=xr, oF =y

XFINXkel)=kol)F, (¢@1)X(Fe1)X=Fle®l,)

— N N e e e

1
2
3
4
3
6

AN AN AN AN AN N

We do not prove in this paper that (1.2) contains a complete set of additional
relations since our interest is in algebraic realizations of the relations. We have
already illustrated (2) and (3) as the four braid relation and the untwist relation.
Here are figures for (4), (5), and (6). There are also upside-down versions.

We can linearize the categories above. Let K be a commutative ring. The mor-
phisms sets are replaced by the free R-module on the set of morphisms and the
composition of morphisms is extended RK-bilinearly.

2. Skein relations

We go on to discuss quotients of the linearized categories by skein relations. New
are: Additional relations related to the axis of the cylinder.

A skein invariant for (0,0)-ribbons in RRB with values in £, in the spirit of
the Kauffman polynomial [??], introduces additional local relations (written in
terms of generators) as follows. The symbols CY, ..., Cy are suitable parameters
in R; but they cannot be chosen arbitrarily.

(2.1) Skein relations.
(1) X -X"'=Ci(l2—kf)
(2) fX =Cof, Xk=Cok
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(3) fk=Cslo

(4) Cy'F+CF~ ' =Cs(kp — 1)

(5) @r = Csly

(6) Cr((¢®11)X(k®11) — kp) = Csly + CyF

A version of relation (1.3.6) is due to Haring-Oldenburg [??]. The local mod-
ifications of the Kauffman polynomial are (1.3.1), (1.3.2), and (1.3.3). One can,
of course, contemplate other skein relations; compare sections 4 for an example.
We do not consider the general case in this paper. The reader should draw fig-
ures to understand the geometric meaning of (1.3). The next Proposition is a
justification for (1.3).

(2.2) Proposition. Relations of the type above suffice to compute the value of
a rooted cylinder (0,0)-ribbon. This value is called a skein invariant.

PROOF. By the ordinary theory and relation (1.3.6) we can remove all crossings
which do not lie on the axis. What remains are circles which wind around the
axis, say n times. The relation (1.3.6) is now used to evaluate such ribbons by
induction on n, in the presence of the other axioms. The value of f(F ® 1)k is
Co'Cs((Cyt — 1)Cr — Cy). O

Coherence of the axioms and geometry tell that the following is a reasonable
set of relations between the parameters Co, — Cy ' = Oy(1 — C3),Cy + C, ' =
Cs5(Cs — 1),050? = 1,C5 = C7,Cy = C,04,Cy = —C1C;*. In section 3 we
construct a representation of RRB which yields a skein invariant of RRB with
parameters C; = ¢> — ¢ 2, Cy = ¢ %, Cy = ¢?, C5 = p> + p~2. The other values
are given by the relations above. (Here ¢ and p are suitable elements in R.)

Motivated by the geometric examples of the previous section we develop the
new notion of a tensor category with cylinder braiding. This is based on an ad-
ditional structure in a braided tensor category, the cylinder twist. We extend the
notion of duality in tensor categories by introducing ,,rootings“ and ,,corootings“.
In the graphical calculus for tensor categories these use rooted tangles. We men-
tion that the graphical calculus for tensor categories can be extended to these
new structures. We also need what we call tensor module categories: Categories
with an action of a tensor category. The abstract viewpoint is also helpful in
that the geometry does not quite determine what the correct notions should be.
(Remark: From a topological viewpoint one would like to replace the cylinder
by ,surface times interval“. In this more general context, tensor module cate-
gories are inadequate or, at least, too special.) As a justification we mention
that suitable categories of representations of Lie type quantum groups carry the
additional structure of a cylinder braiding (a structure which cannot be seen in
the classical limit); see [?7?] [??]. It is more or less clear that [??, Chapter I] can
be extended to our setting.
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3. A representation of rooted cylinder ribbons

We construct a tensor module functor from the category of unoriented rooted
cylinder ribbons (= a representation of the category). This functor is based on
the presentation of the category by generators and relations (section 1) and
amounts to finding suitable matrix identities. One basic identity is the four braid
relation. New are additional identities required by the categorical viewpoint. The
identities can be checked by mere computation. A full conceptual understanding
is still missing. At moment it seems like a miracle that the matrices forced on us
by the four braid relation satisfy all the other identities.

Let U = Uy(sly) be the quantum enveloping algebra over the field R of char-
acteristic zero.

Let V,, be the left U-module with basis g, z1,...,2, and action F(x ) =
[i+1]ziy1, E(z;) = [n—i+ 1]z, Kz; = ¢"*z;. Here [k] = ("¢ /(g—q7).
The universal R-matrix is the operator

—1n
H®H/22 n(n— 1/2 ' ) Fn®En

n>0 [n]

on finite-dimensional U-modules. It makes the category of these modules into
a braided tensor category. The operator ¢7®H/2 acts on the tensor product of
weight spaces M™ ® N™ as multiplication by ¢""/2. (The weight space M™ of M
is the K-eigenspace of M for the eigenvalue ¢™.)

The representation of the category RRB is based on the module V = V;,. We
use the basis wy = x, wy = (1 + ¢ 2)"?2;, wy = . In general, we use on
V ® W the antilexicographical basis in order to display matrices. The universal
R-matrix then gives the R-matrix X = X3 of the introduction on V ® V in the
antilexicographical basis. From the properties of the universal R-matrix we see
that X is a Yang-Baxter operator, i. e. it satisfies (1.1.2). It consists of blocks of
size 1, 2, and 3 and satisfies the characteristic equation (X — ¢ 4)(X — ¢?)(X +
q %) = 0. An eigenvector for the eigenvalue ¢ % is (0,0, —¢,0,1,0,—¢ %,0,0). We
therefore define a linear map f: V ® V — K with this matrix and a linear map
k: 8 — V@V with the transposed matrix (1 € R basis). We have a decomposition
VeV =V,eV,®V, of U-modules [??, VIL.7]. Here Vj, V5, 1} are the eigenspaces
of X for the eigenvalues ¢?, —¢~2,¢~*. In particular, f and k are morphisms of
U-modules. They satisfy the duality relations (1.1.3). Since f and k are U-linear,
the naturality of the braiding yields the relations (1.1.4). Therefore we see:

(3.1) Proposition. We obtain a tensor representation of the category RA of
unoriented ribbon tangles if we map the generators X, f,k to the linear maps
above with the same names. This representation leads to the Kauffman polynomial
with local modifications (1.3) and parameters C, = ¢>—q~2, Cy = ¢~*, C3 = [3].0

Our aim is to extend this representation to a representation of RRB. Let
F' = F3 be the 3 x 3-matrix of the introduction. The inverse of F' is obtained
from F by reflection in the codiagonal and p + p~!, p — p~!. The matrix F'
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satisfies the equation (F — 1)(F + ¢*p*)(F + ¢*p ?) = 0. We mentioned already
that (X, F') is a four braid pair, i. e. (1.2.2) holds. We point out that F' is not
an endomorphism of the U-module V = V5.

An eigenvector of F for the eigenvalue 1 is (pw, 8, —p~'w). We therefore define
linear maps x: & — V and ¢: V' — & with this matrix divided by v/p? + p~2 and
its transpose. These normalizations yield the identities (1.2.5).

One verifies the duality relations (1.2.3), (1.2.4), and (1.2.6). As an aid for
computations we display the matrix of XY X. For its general structure see [?7].
We use the abbreviation v = 1 — ¢? — ¢?0%. The four braid relation is equivalent
to the fact that each block in the following matrix commutes with F'.

0 0 —ql
XYX=| 0 —-¢T M
—qI M N

with
—p~lwh  —qd* 0

M = —q6* —pPwh —q¢%6*
0 —¢*6* —pTwh
¢y =N Pl —¢Pp
N = —p* oy — 0 —pTwhs*
—¢*p —plwbst gy

Using this matrix the reader can verify (1.2.6). One can also use this matrix to
verify (1.2.3) in the form XY Xk = Y 'k. These relations are quite unlikely from
the computational point of view. Therefore we explain the structure of this result
in a moment. If we collect the results obtained so far we see:

(3.2) Proposition. If we map the generators F, k, and ¢ to the linear maps
with the same name we obtain a tensor representation ® of RRB into the category
of R-vector spaces which extends the representation (3.1). a

Finally, we explain the skein relations. We define a matrix £ by (p*+p2)(€ —
I)=q?F + ¢*F ', see (1.3.4). Then

q2]  pwb —[2]
(3.3) (P +p2)E=| pwd 6> —p~twh

—2] —p'wd ¢ '[2]
We have the following identities, in particular (1.3.5),

2 -2
q°+q
3.4 £ = ko, = (L2 _41)1, EF=FE=€.

One computes that the operator (p> + p?)(¢ ® 1)X (k ® 1) has the following
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matrix
q°[2] pwb —q*[2]
7 = pwh q[2]6* + 62 pwd — p~lwh
2] g plwd qf2l 0% + g2

Using this, the following skein relation of type (1.3.6) is easily verified
(835) (PH+pNZ-8E) =" =D+ (" = 1)F =0"(¢°1 —q*F).
We mention the following values of the representation

S(f(FH k) =g (1—p" —p7?).

We now give some information about the validity of the relations (1.2.3) and
(1.2.6).

The cylinder twist ty gy = Y XY X on VRV commutes with X and Y = FF®1.
Therefore the eigenspaces of X and Y are stable under tygy. Thus, if we consider
the eigenspace for the eigenvalue 1 of Y, we see that there exists a linear map F
which satisfies

trav(k®1) = XYX(k®1) = (k®1)F.
It is therefore not too surprising that F = F does the job. For completeness
we communicate the eigenspace structure. In section 5 we consider eigenspace
structures in general.

The first table gives the information for ¢y -y .

Eigenvalue | ¢®p* | ¢®p™ | 1 | —¢?0* | —¢*p2
Multiplicity | 1 1 3 2 2
Module Vit vio [ Va| V' Vy

The third row gives names to the eigenspaces. The decomposition
VeV=VieV eV, eV, ol;

is the decomposition into irreducible representations of the braid group
ZBy = (X,Y | XYXY =Y XYX).

Although the eigenspaces have multiplicities there is a canonical decomposition
into one-dimensional eigenspaces. This comes from the action of F'®1. We assume
here that F' has three different eigenvalues (generic case). The next table gives
the eigenvalue of X and Y on the modules above.

Vil | W Vs Vyh Vy
X| ¢ q - | —q?] ¢ —q?
YV | =0 | =¢p 2 | 1, —¢*p*, =02 | 1, —¢°p* | 1, —¢*p?
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The spaces Vy, Vs, Vi of the Clebsch-Gordan decomposition are invariant under
tyev. They split into different eigenspaces with eigenvalues as in the following
table.

Vil ¢®p',®p™", 1, —qp,—Cfp‘2
Vé 17 _q P ) q2p_2
v 1

We mention the following values of the representation
O(f(FH @ 1)k) =¢™(1—p* = p7?).

Since ® is a tensor representation it maps the object n to M = V®". The iteration
of k and f yield the duality maps k(n): 8 = M®M and f(n): M @M — K. The
quantum trace Trq of a K-linear map [: M — M is defined by the composition

f(n)o(l®1)ok(n): 1~ Trq(l).

This trace can be computed as a linear algebra trace Sp. Let u: V' — V denote
the morphism with diagonal Dia(q¢™%, 1, ¢?). Then Trq(l) = Sp(lou®"). The proof
is by linear algebra. Suppose M has ba81s (v;) and let in general

].) = Zkijvi@)vj, f(Ui®Uj) = fzg
Let u: V' — V have matrix (u,s) = (2; frjks;). Then
Sp(f(l®1)k) =Sp((l®1) okf) =Sp(lou).

4. The Kauffman functor

In this section we extend the Kauffman functor (Kauffman bracket) [?7?] to cylin-
der ribbons. This will be a tensor module functor : RRB — TB into the
Temperley-Lieb category TB of symmetric bridges.

In the graphical calculus, the Kauffman functor K is defined by the following
local modifications. The parameter a is the usual one for the the Kauffman
bracket; the parameters x,y, D have to be determined yet.

(4.1) Local modifications.

1) K(X)=ual, —|— a_lkf
K(fk) = (=0 —a™?)1,

K(F) =zly + ykp
K(pr) = D1,.

The first two are the standard moves in the definition of the Kauffman bracket.
The parameters x,y, and D have to be chosen correctly so as to be compatible
with the relations of the category RRB.

A computation as in [??] shows that the parameters are compatible with the
four braid relation (1.1.2) if and only if z(a=2 — 1) = yD. The relation (1.2.5) is
satisfied if and only if x 4+ yD = 1. These two conditions give
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(4.2) r=a® y=D"(1-ad%.

We assume (4.2) from now on.

One verifies with these parameters that also the relation (1.1.6) holds. There-
fore we obtain a well-defined functor RRB — TB which extends the classical
Kauffman functor RA — TA and is compatible with tensor products.

We now construct a tensor representation of RRB which factors over the
Kauffman functor X: RRB — TB and induces a module-theoretic description of
TB (see section 6).

The tensor representation is now based on the fundamental two-dimensional
module V' =V} of U = U,(sly). Here ¢ = a? is again not a root of unity.

We map X to the R-matrix (in the antilexicographical basis) Xy = g(a) of the
introduction. We assume that a square root ¢ of —1 is contained in K in order to
produce the most symmetric representation. The morphisms

VeV =K, EER—=VeV

are defined by the matrix (0, 7a, (ia)~", 0) and its transpose. The following propo-
sition is known. The proof is analogous to the proof for RRB given below in
section 6.

(4.3) Proposition. The values for X, k, f above yield a tensor functor from
RA into the category of U-modules which factors over the Kauffman functor
K: RA — TA and induces a bijection

Homra ([m], [n]) = Homy (VE™, V")
for m,n € IN,. O

We extend this functor as follows. The morphism F' is sent to

. 0 v . 2
F_<u a2+1> with wv = —a”.

We make the choice © = v = ta. We define

e:V—=28] KKR=V
by ./%(ia, 1) and its transpose.

(4.4) Proposition. With the data above the relations (1.2) and (4.1) hold. Thus
we obtain a representation of RRB which factors over the Kauffman functor for
RRB. 0

The Kauffman functor assumes the following values on “the symmetric un-
knots” (unknotted circles which wind about the axis once):

K(f(F@®k)=—a’(a+a™), K(f(F'@1k)=-a(a+a).
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These values differ slightly from those in [??], since the category theory dictates a
different choice of parameters. By closing ribbons one obtains, as usual, invariants
of framed links in the cylinder. The Kauffman calculus uses the parameter D.
But as long as we consider invariants of links in RB we don’t need D since we
can work with the representation of RB obtained from X and F.

Using the representation above, these invariants are obtained as quantum
traces in the sense of the theory of tensor categories. The quantum trace can be
computed as an ordinary trace in the following manner.

(4.5) Proposition. Let u: V. — V' be the morphism with diagonal matriz
Dia(—a™2, —a?). Suppose a framed link L is obtained as a closure of an (n,n)-
ribbon with value ar: V" — V" of the representation. Then the invariant
IKC(L) € R is the ordinary linear algebra trace of the linear map ay, o u®". O

5. Categories of bridges

Let k € INy be a natural number. We set [+k] = {1,...,k}. For k = 0 this is the
empty set. Let k+1 = 2n. A (k,[)-bridge is an isotopy class of n smooth disjoint
arcs (= embedded intervals) in the strip IR x [0, 1] with boundary set P(k,1) :=
[-+k] x 0U [+]] x 1, meeting IR x {0, 1} transversely. Isotopy is ambient isotopy
relative IR x {0,1}. A bridge is a purely combinatorial object: It is uniquely
determined by specifying which pairs of P(k,[) are connected by an arc of the
bridge. In this sense, a bridge is a free involution of P(k,[) with the additional
condition which expresses the disjointness of the arcs. An involution s without
fixed points belongs to a bridge if and only if for all pairs (i, s(i)) and (7, s(5))

the inequality
(G —)(s() —0)(G — s(1))(s(5) = 5(i)) >0

holds.
We illustrate the 14 (4, 4)-bridges in the next figure.

U Uy oy o

Al 0 U/l 0\ 0

UUU@UUML//\\U

We define categories T'A and T°A based on bridges. Let K be a commutative
ring and d,d, d_ € R given parameters. The category T'A depends on the choice
of d, the category T°A on the choice of d,,d_.
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The objcets of T' A are the symbols [+k], k& € INg. The category is a R-category,
i. e. morphism sets are K-modules and composition is K-bilinear. The morphism
module from [+k] to [+]] is the free R-module on the set of (k,[)-bridges. This
is the zero module for £ + [ odd. In the case k = [ = 0 we identify the empty
bridge with 1 € K and thus have K as the morphism module.

Since composition is assumed to be bilinear, we only have to define the com-
position of bridges. Let V be a (k,[)-bridge and U be a (I, m)-bridge. We place U
on top of V and shrink the resulting figure in IR x [0, 2] to UV C IR x [0, 1]. The
figure UV may contain loops in the interior of IR x [0, 1], say {(U, V') in number.
Let U AV be the figure which remains after the loops have been removed. The
composition in T'A is now defined by

UoV =dUVUAV.

We make T'A into a strict tensor K-category. We set [+k] ® [+1] := [+(k +1)] and
place the corresponding bridges next to each other.

The endomorphism algebra Hom([+n], [+n]) of [+n] in T'A will be denoted by
T[+n] or TA, ;. It is called a Temperley-Lieb algebra.

The category T°A is an oriented version of T'A. The objects of T°A are the
functions e: [+n] — {1}, n € IN;. We denote such a function also as a sequence
(e(1),2(2),...). Suppose e: [+k] — {£1} and n: [+]] — {£1} are given. An (g, n)-
bridge is a (k, [)-bridge with an orientation of each arc such that the orientations
match with the signs as indicated in the following figure.

I 4 IR x0
+1 -1

The morphism set Hom(e,n) is the free 8-module on the set of (,7n)-bridges.
Composition and tensor product are defined as for T'A, but we take orienta-
tions of loops into account. Suppose UV contains [(U, V, +) loops with positive
orientation and [(U, V, —) with negative orientation. Then we set

UoV =d"HdUV= g av.

Note that orientations match in UV'.

6. Symmetric bridges

We now define a new type of bridges, called symmetric bridges. We set [+k] =
{=k,...,—1,1,...,k}. A symmetric (k,[)-bridge is represented by a system of
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k + [ disjoint smooth arcs in the strip IR x [0, 1] with boundary set Q(k,[) =
[£k] x 0U [£]] x 1 meeting IR x {0, 1} transversely, and which has the following
equivariance property: If an arc of the bridge connects (z,e) € Q(k,l) with
(y,m) € Q(k,1), then there exists another arc of the bridge which connects (—zx, ¢)
with (—y,n). Also in the present situation, two figures which connect the same
points define the same bridge, i. e. a symmetric bridge is a free involution of
Q(k,1). As an illustration we show the symmetric (2,2)-bridges; the symbols
underneath will be explained in 77.

S| HCACHCRACIR\S/E\S)
mmmmmmﬂ

1 €p €p€1 €1€p €0€1€p

The Z/2-equivariance property of symmetric bridges leads to another graphical
presentation: Just consider Z /2-orbits. Thus we consider a system of k41 disjoint
smooth arcs in the half-strip [0, oo[ x[0, 1] with boundary set in P(k,[) together
with a certain set in 0x ]0, 1[; each arc must have at least one boundary point in
P(k,1). The arcs with only one point in P(k,[) are called half-arcs. The location
of the boundary points on the axis 0 x [0, 1] does not belong to the structure of
the bridge.

We use this presentation of symmetric bridges when we now define the cat-
egory T'B. The objects of this category are again the symbols [+k], £ € IN,.
The category T'B is a R-category. It depends on the choice of two parameters
¢,d € K. The morphism set from [+k] to [+]] is the free K-module on symmetric
(k,1)-bridges. The composition of two such bridges U,V is defined as in the T A-
case: Place U above V and get UV. Suppose in UV there are [(U, V') loops and
k(U, V') half-loops, the latter being arcs with both boundary points in 0 x [0, 1].
Let U AV denote the bridge which remains after loops and half-loops have been
removed. We define

UoV = U@y AV.

The endomorphism algebra of [+n] in this category is denoted T'B,,.

There is again an oriented version 7°B which depends on parameters cy, d-.
Objects are functions e: [+k] — {+£1}. The morphism set from & to 7 is the
free R-modules on the oriented symmetric (g, n)-bridges. In order to define the
composition we count the positive and negative loops and half-loops and use the
parameters d,,d_,cy,c_, respectively.

The category T'B is a strict tensor module K-category over T'A. The action
x: TB x TA — TB is defined on objects by [+k] * [+]] = [+(k + )] and on
morphisms by placing an A-bridge left to a B-bridge. We think of TA as a
subcategory of T'B. It is clear that x restricts to ®. In a similar manner T°B is
a strict tensor module K-category over T°A.
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7. Presentation of the categories

The categories defined so far have a simple description by generators and rela-
tions. The generating process uses category rules and tensor product rules. The
generators of T°A are the following elementary bridges k., fi, together with the

identities 4.

()

I, Lk ke f fy

Similarly, TA has generators I, k, f without orientation. The following figure
demonstrates a typical relation between these generators.

The relations in the case of T°A are the geometric relations

(7.1) (fe@I)([e@ks) =1y, (1@ fr)(ke® 1) =1t

and the algebraic relations
(7.2) [i — ld — 1, f,k+ — d+, f+k, —

The category T°B has additional generators as follows (drawn as symmetric
bridges with dotted symmety axis)

SAIala

K+

A typical geometric relation is shown in the next figure.

[
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The relations are

(7.3) e = (pr @ Ii) o ks, @i = fro(rr® )

(7.4) Y ki =cCy, Pk _=cC_.

Similar relations without +-signs hold for T'TA and T'B The geometric definition
of the categories contains a positivity: The categories TA, TB, T°A, T°B can
be defined over 8 = Z[d], Z|c,d], Z|dy,d_), Z[d,,d_,cs,c_].

We now describe dualities in these categories. Suppose e: [+k] — {£1} is
given. The dual object is ¢*: [+k] — {£1}, €*(j) = —¢(j). Since dualities are
compatible with tensor products, it suffices to define the dualities for the gener-
ating objects 1.: [+1] — 1. A left duality in T°A is given by

k_:bw—)1+®1:_
f_:d: 1:@1_1_—)@
kr=b:0—1_®1"
f+:d]_i®1_—)®
A right duality is given by reversing the orientations
k+:a:®—>1i®1+
fr=c1,017 =0
k_=a:0)—1*®1_
fo=cl_-1" =0

In the case of T A we set [+k]* = [+k]. Left and right duality coincide. They are
defined by
ki — [+ @ [+1], fi+1]@[+1] =0

on the generating object.

The dualities above can be extended to dualities in the sense of (3.1) of the
actions pairs (7T°B,T°A) and (T'B,TA). By (3.4) and (3.5) it suffices again to
consider the generating objects. We define

f=r_:0—1%
5 — 907: 1+ — @
B = /‘i}+: @ — 1t
(5 = Q4! 1_ — @
a=ry0—1,
Y=l =0
a=k:0—1_

y=p :1* = 0.
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8. An algebraic model for TB

In 7?7 we have constructed a representation of RRB which induces a representation
L of TB. It yields on morphisms

L: Hompg(r, s) — Hom(V®" V),

By construction, the morphisms in the image of £ commute with the twists
L(a)ot, = tso L{a). Let Hom,(V®" V%) be the subspace of L-linear maps
h: VO — V®$ with hot, = t, o h. The algebraic model for TB is given by

(8.1) Theorem. The linear map
L: Hompg(r, s) — Hom, (V" V%)
18 an isomorphism.

PRrROOF. Let {k} denote the largest integer below k. It was shown in [??] that
Hompg(r, s) has dimension ({(r:t§/2})' We first verify that Homy(r, s) has the

same dimension. The eigenvector z(e) in (5.2) has multiplicity (Z) Since the
eigenvalues (5.5) are pairwise different, the dimension in question equals

(1))

with 2k — r = 2k — s in case r + s is even. A well-known formula for binomial
coefficients shows the claim to be correct. A similar argument works if s + r is
odd. (Remark: For r + s even a similar proof works for general parameters p.)

By the dimension count above it suffices to show injectivity. By dualization,
it suffices to consider the case s = 0 (or r = 0). By the results of [??] about the
Markov trace, the composition of morphisms

Hom(0,7) x Hom(r,0) — Hom(0,0) = &

is a perfect pairing. Since the Markov trace is a quantum trace this pairing can
be computed from the corresponding bilinear form via L. Therefore £ has to be
injective. O

9. The category of coloured cylinder ribbons

By way of example, we construct the category of unoriented rooted cylinder rib-
bons coloured by representations of U,(slz). We describe (= define) this category
by generators and relations (in the context of tensor module categories). We con-
struct a representation of this category which extends the Kauffman functor of
section 4. It is seen that most of our techniques and results obtained so far have
to be used. It would be interesting to extend to approach of [??7, Chapter XII| to
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our setting. In any case, this reference contains relevant additional information
for this and the next section.

We consider unoriented rooted cylinder ribbons with components coloured by
the irreducible U-modules V,,, n € IN. The meaning of a colouring is as in [??,
Ch. I]. There is an associated category. The objects of this category are sequences
(J1, -+, Jr) with ji € IN (the empty sequence for r = 0). The morphisms from
(J1s-+-y7r) to (ki,..., ki) are the coloured rooted (r,s)-ribbons; a component
which ends in (a, 0) carries the colour V,; a component which ends in (b, 1) carries
a colour V,. We call this category RRB(IN). It is a tensor module category over
the tensor category RA(IN) of coloured ordinary ribbons. The category RRB(IN)
has the following presentation by generators and relations. The relations are
coloured versions of (1.1) and (1.2).

(9.1) Generators.
) Xmn: (m,n) — (n, m), XL ( ,m) — (m,n)

(1 mn
(2) kpm: 0 — (m,n), fm:(m,n)—0
(3) tm: (m) = (m), ' (m)— (m)
(4) Fm:0—(m), om (m) — ()

(9.2) Relations.
(1) Xm,nX;L,ln = 1(m,n) = XT;,;anam
(2) (Xn,z)) ® Lim)) (L) ® Xinp) (X ® 1)) = (1(p) @ X)) (Ximp ® L)) (L(m) ®
Xnp
() (Lon) © fm) (km @ Lim)) = Lim) = (fmn @ Lim)) (L(m) © bim)
(4) (fm ®1p) = (1p) ® fin)(Xmp ® 1)) (Lim) ® Xmyp)
(kp ® 1(m)) = (1, ® X p) (Xinp ® 1p)(1(m) ® ky)
and similar relations with X, , replaced by X
tmly! = 1iny = 6,
tmm) = Xn’m(tn X l(m))Xm’n (tm X l(n)) = (tm ® 1(n))Xn,m (tn Y 1(m))Xm,n
t(m,m)km = kma fmt(m,n) = fm
tmbm = Km,  ©mbtm = Pm

o ~J Oy Ot
T — — — — ~—

=~~~ —~
Ne)

(10

Our aim is to construct a representation of this category. On object level it
maps (ji,...,Jr) to Vj; ® --- ® V;.. We now specify the values of the generators
and verify the relations. The values of the generators are denoted with the same
symbol.

We take for X, 0 Vi, ® V,, — V,, ® V,, the braiding (R-matrix) which is
induced from the universal R-matrix of section 3. The operator t,,: Vi, — Vi,
is the cylinder twist of section 7 (there denoted 7,,, for distiction). These data
satisfy the relations (1), (2), (5), (6).

We have a Clebsch-Gordan decomposition of U-modules

Vin @ Vip = Vo, @ Voro @ Voo @ - - - B V).
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The morphism k,,: 8 — V,, ® V,, corresponds to the inclusion of V; and the
morphisms f,,: V,, ® V,,, = K to the projection onto V. These conditions deter-
mine them up to a scalar multiple. The naturality of the braiding yields relation
(4). We have to normalize k,, and f,,. A normalization of k,, yields, by (3), a
normalization of f,,. In order to specify the normalization, we use the basis (zy)
of section 7. We set

km(l) = Z’Ymﬁjzj ® Zm—j,
5=0
and define f,, by the transposed matrix, i. e.
fn(2j ® 2mi) =™ and  f (2, ® 20) =0

otherwise. Then (3) holds. We note fi,k,, (1) = [m + 1],2. In order to satisfy (9),
we have to take for x,, and ¢, eigenvalues of t,, for the eigenvalue 1. Here we
use (7.3). We set

m —1/2
_m —m—2k m m
= S [T R ] e
= P

Since the matrix for t,, is symmetric, we define ¢,, by the transposed matrix

—1/2
(Z ) _ 6m_m72k m m /
Pm 2k Y L , L .

These choices yield the relations (9).

If k(1) = in: a2k, then the second relation in (8) gives
k=0

S (Km ® l(m))(zﬁ) = 72£_mam—£-

With our choices this equals ¢, (z¢). It is here that we need the precise structure
of £,,(1) provided by (7.3). Similarly for the first relation in (8).

The relations (7) hold, since the cylinder twist commutes with U-linear maps,
in particular Z(,, ) is compatible with the Clebsch-Gordan decomposition.

It remains to verify (10). These relations do not depend on the normalization of
Km and ¢,,. The second one is the transposition of the first one. The first relation
is a consequence of (5.3). There we have shown that a similar result holds if the
V. are replaced by V® throughout. Hence we have realized all relations.

The connection between V®™ and V,, is as follows. Let j,, be the Jones-
Wenzl idempotent in the Temperley-Lieb algebra Hompg s (m, m) = T,,,°. Via the
representation of RA the element j,, yields a projection operator on V®™ with
image isomorphic to V,,,. From section 5 we know that the m-fold tensor product

2= (wa+7 o) ®- @ (Juog + 7 w)

5This is often denoted by f,, in the literature; unfortunately we already used this symbol.
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is an eigenvector with eigenvalue 1 for the cylinder twist. The model V,, C V®™
has the standard basis zg, ..., 2, with 2o = v_ 1 ®---®v_;. We assume the value
e=1.

(9.3) Proposition. The projection j,,(z) is the vector (8.5) with e = 1.

PROOF. It certainly is an eigenvector for the eigenvalue 1, by naturality of the
cylinder twist. Thus j,,(2) = Ak, (1) for some scalar A. In order to determine
the scalar we consider the coefficient of 2z, in j,,(2). By the structure of the
Jones-Wenzl idempotent, this coefficient is ™. In order to see this, express j,,
as a linear combination of the standard graphical basis of the Temperley-Lieb
algebra T, and observe that all basis elements except 1 map zy € V™ to zero.O

The following recursion formula for j, is due to Hermisson [??7]. Let
€1,--.,€n_1 be the standard generators of the Temperley Lieb algebra. Write

e(m,n) =en_1€m_2 ... €.
Then
1 m

(9.4) ]m = jm—l ) Z[]]e(maj)

j=1

Suppose b is a bridge in T}, and also the corresponding morphism in V™ — }/®m,
Then

(9.5) [b) := pyembryen = (y+~ )™

Thus, by (8.7),

(9.6) [m) = (v +77 ﬁ (Zk:)

On the other hand this value equals ¢k, (1). If we use (7.5) we see that the
equality of these values yields the identity (7.6).

10. Trivalent graphs

We apply the results of the previous section to extend the results of [??] to our
setting . The presentation will be brief and assumes detailed knowledge of [?7].
We consider a category of trivalent weighted graphs where some edges end on the
axis. The result (9.1) gives a recursion formula for the evaluation of such graphs
in the sense of [?7].

The IN-coloured Temperley-Lieb category TA(IN) has a natural extension to
a category ot trivalent graphs [??], [?7], [??], [??]. There is a corresponding
extension of TB. A trivalent vertex in TA(IN) is defined in graphical notation as
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Figure 8.1 in [?7, p. 552]. See the figure below for w; ;;; the boxes in that figure
represent Jones-Wenzl idempotents. We here consider trivalent graphs where
some edges end on the axis. The evaluation of such graphs by the method of
[7?], say, reduces to the determination of

= Wijk

in terms of

[ ]tk

\_/ - Wj+k.

(10.1) Theorem. There ezists a scalar [i, ], k) such that
Wi gk = (i, 5, k >wj+k-

Let a, = (Y + v )[n] 7 ([1] + [2] + - - - + [n]). We have the recursion relations

Wik = it kWi—1,5k T iai—l—j—lwi—l,j—l,kﬁ-l
[i + j]

and [0,7,k) =1, [i,0,k) = azepi — 1,0,k ).

PROOF. We use the method of [??] and our earlier results. A first step evaluates

|
We apply the second recursion formula (8.7) for the Jones-Wenzl idempotent 7,
and obtain the value a,w,_;. At the same time we obtain

(*) Wi 0k = QitkWi—1,0,k

and
wi70,k = [Z, 0, k )wi+k.
The value [0, 7,k ) = 1 comes from the definitions; similarly wo_j; = wji.
We now consider the case 7 > 0,57 > 0 and apply the standard recursion
formula [??, (4.2.a) on p. 531] for j;1;. Then (x) above in conjunction with [??,
Lemma 2] yield the recursion formula for w; ;. as stated in (9.1). O



